
MEETING PROGRAM SUMMARY NORFOLK MEETING 12–16 OCTOBER 1998

Norfolk, Virginia

„see pp. 649–650 …

EDITORIAL ANNOUNCEMENT 601

ACOUSTICAL NEWS—USA 602

USA Meetings Calendar 609

ACOUSTICAL NEWS—INTERNATIONAL 611

International Meetings Calendar 611

BOOK REVIEWS 613

REVIEWS OF ACOUSTICAL PATENTS 614

SELECTED RESEARCH ARTICLES †10‡

Measurements of macrosonic standing waves in oscillating closed
cavities

Christopher C. Lawrenson, Bart
Lipkens, Timothy S. Lucas,
David K. Perkins, Thomas W. Van
Doren

623

Perceptual evaluations of spectral and temporal modifications of
deaf speech

Grace H. Yeni-Komshian,
H. Timothy Bunnell

637

GENERAL LINEAR ACOUSTICS †20‡

An approximation to the planar harmonic Green’s function at
branch points in wave-number domain

Eugene J. Danicki 651

Sound attenuation in a cylindrical tube due to
evaporation–condensation

Yi Mao 664

A novel boundary integral formulation for three-dimensional
analysis of thin acoustic barriers over an impedance plane

L. A. de Lacerda, L. C. Wrobel,
H. Power, W. J. Mansur

671

Sound propagation from a point source over extended-reaction
ground

Kai Ming Li, Tim Waters-Fuller,
Keith Attenborough

679

The complementary operators method applied to acoustic
finite-difference time-domain simulations

John B. Schneider, Omar M.
Ramahi

686

Measurement of acoustic stop bands in two-dimensional periodic
scattering arrays

W. M. Robertson, J. F. Rudy III 694

CODEN: JASMAN ISSN: 0001-4966

Vol. 104, No. 2, Pt. 1 August 1998

(Continued)

getpdf?KEY=JASMAN&cvips=JASMAN000104000002000602000001
getpdf?KEY=JASMAN&cvips=JASMAN000104000002000611000001
getpdf?KEY=JASMAN&cvips=JASMAN000104000002000613000001
getpdf?KEY=JASMAN&cvips=JASMAN000104000002000614000001
getpdf?KEY=JASMAN&cvips=JASMAN000104000002000623000001
getpdf?KEY=JASMAN&cvips=JASMAN000104000002000637000001
getpdf?KEY=JASMAN&cvips=JASMAN000104000002000651000001
getpdf?KEY=JASMAN&cvips=JASMAN000104000002000664000001
getpdf?KEY=JASMAN&cvips=JASMAN000104000002000671000001
getpdf?KEY=JASMAN&cvips=JASMAN000104000002000679000001
getpdf?KEY=JASMAN&cvips=JASMAN000104000002000686000001
getpdf?KEY=JASMAN&cvips=JASMAN000104000002000694000001


Potential for the presence of additional stop bands in the modal
response of regularly ribbed cylinders

G. Maidanik, K. J. Becker 700

NONLINEAR ACOUSTICS, MACROSONICS †25‡
Numerical and experimental study of finite-amplitude standing
waves in a tube at high sonic frequencies

L. Elvira-Segura, E. Riera-Franco
de Sarabia

708

Boundary effect on a parametrically excited soliton Xinlong Wang 715

Nonlinear, low-frequency sound generation in a bubble layer:
Theory and laboratory experiment

Lev A. Ostrovsky, Alexander M.
Sutin, Irina A. Soustova,
Alexander I. Matveyev, Andrey I.
Potapov

722

AEROACOUSTICS, ATMOSPHERIC SOUND †28‡
Coherence functions of plane and spherical waves in a turbulent
medium with the von Karman spectrum of medium
inhomogeneities

V. E. Ostashev, B. Bra¨hler,
V. Mellert, G. H. Goedecke

727

UNDERWATER SOUND †30‡
Numerical simulation of remote acoustic sensing of ocean
temperature in the Fram Strait environment

Konstantin A. Naugolnykh, Ola M.
Johannessen, Igor B. Esipov, Oleg.
B. Ovchinnikov, Yury I. Tuzhilkin,
Viktor V. Zosimov

738

Effects of elastic heterogeneities and anisotropy on mode coupling
and signals in shallow water

Minkyu Park, Robert I. Odom 747

Extracting in-plane bistatic scattering information from a
monostatic experiment

Paul C. Hines, D. Vance Crowe,
Dale D. Ellis

758

Acoustic scattering by a partially buried three-dimensional elastic
obstacle

Raymond Lim 769

Wave propagation in range-dependent poro-acoustic waveguides Joseph F. Lingevitch, Michael D.
Collins

783

Some physical models for estimating scattering of underwater
sound by algae

Evgeni L. Shenderov 791

Separation of interfering acoustic scattered signals using the
invariants of the time-reversal operator. Application to Lamb
waves characterization

Claire Prada, Mathias Fink 801

Ocean acoustic inversion with estimation ofa posterioriprobability
distributions

Peter Gerstoft, Christoph F.
Mecklenbräuker
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SOUNDINGS
This front section of the Journal includes acoustical news, views, reviews, and general tutorial or select-
ed research articles chosen for wide acoustical interest and written for broad acoustical readership.

ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: In order to provide broad coverage of members’ activities, readers of this Journal are asked to submit items on
awards, appointments, and other activities about themselves or their colleagues. Deadline dates for news items and notices are
2 months prior to publication.

Joshua E. Greenspon edits for 25 years

Dr. Joshua E. Greenspon retired
recently as an Associate Editor for
General Linear Acoustics after 25
years of editorial service to theJour-
nal. Throughout this time this depart-
ment of theJournal has been one of
the most active. During the past decade
Dr. Greenspon has handled an average
of 103 submissions per year, which is
believed to be a record for a single as-
sociate editor. In addition to diligence,
faithfulness, and competence, he has
shown great diplomatic skill when
needed, and has helped many authors
to improve their articles and letters be-
fore publication.

The Society has honored Dr.
Greenspon with the Silver Medal in

Engineering Acoustics in 1989 ‘‘for his leadership in and contributions to
the solution of underwater radiation and scattering problems.’’ He received
his Dr. Eng. in Applied Mechanics from The Johns Hopkins University in
1956, while doing research at the David Taylor Model Basin on ship vibra-
tion and shock. After working for the Martin Company on theory and tests
for wing panel flutter, in 1958 he formed his own engineering company, JG
Engineering Research Associates, working under contract to the U.S. Navy
on problems in underwater acoustics and structural acoustics, and also for
the Army and NASA on structural vibration and vulnerability. His outstand-
ing and sustainedJournal editorial work has been performed at his JG
Engineering Research office to which theJournaland Society express grati-
tude for support services. Congratulations and thanks to Dr. Greenspon!

DANIEL W. MARTIN
Editor-in-Chief

Dale E. Chimenti becomes new Associate
Editor of the Journal

In May 1998 Professor Dale E.
Chimenti of the Aerospace Engineer-
ing and Engineering Mechanics De-
partment at the Iowa State University,
Ames, Iowa, became a new Associate
Editor of theJournal for papers in Lin-
ear Acoustics~PACS 43.20!. He suc-
ceeded Dr. Joshua E. Greenspon who
completed 25 years of faithful and ef-
fective service for which the Editor-in-
Chief expresses his deep appreciation
~see news item above!.

Dale Chimenti received a B.A. in
physics from Cornell College in Iowa
in 1968. He received the M.S. in 1972
and Ph.D. in 1974, also in physics,
from Cornell University. His thesis re-
search dealt with electronic transport

properties in metals and electromagnetic generation of acoustic waves. From
1974 to 1976 Dr. Chimenti pursued postdoctoral research in superconduc-

tivity at Argonne National Laboratory. He continued this work from 1976 to
1978 under DFG sponsorship as a von Humboldt Fellow at the University of
Tuebingen. In 1978 he joined the Nondestructive Evaluation Branch at the
Air Force Materials Laboratory in Dayton, OH, where he performed re-
search on ultrasonics with applications to NDE. There he also managed the
Air Force’s Advanced NMDE Technology Program, and chaired TTCP
PTP-5, an international defense panel on NDE. In 1989 Dr. Chimenti ac-
cepted a research professorship in the Department of Materials Science and
Engineering at The Johns Hopkins University, also serving as Associate
Director of the Center for NDE. In 1993 he moved to Iowa State University,
where he is currently a professor in Aerospace Engineering and Engineering
Mechanics and a senior scientist in the Center for NDER. Dale’s research
interests lie in elastic wave propagation in anisotropic layered or inhomo-
geneous media, composite materials, leaky guided waves, and ultrasonics
for materials characterization. He has published widely, including 17 articles
in our Journal, and is co-editor of the series ‘‘Review of Progress in Quan-
titative Nondestructive Evaluation.’’ He also serves as Editor-in-Chief of
NDT&E International.

The Editor-in-Chief and his colleagues welcome Professor Chimenti to
membership on the Editorial Board.

DANIEL W. MARTIN
Editor-in-Chief

James M. Hillenbrand becomes new
Associate Editor of the Journal

In July 1998 Professor James M. Hillenbrand of the Department of
Speech Pathology and Audiology at the Western Michigan University,
Kalamazoo, Michigan, became a new Associate Editor of theJournal for
papers in Speech Perception~PACS 43.71!. He succeeded Professor Wini-
fred Strange of the University of South Florida, who served a three-year
term of faithful and effective service. The Editor-in-Chief is happy to ex-
press his deep appreciation to Professor Strange and to her institution for
support services.

James M. Hillenbrand received a B.S. in 1974, and an M.S. in 1975 in
Speech and Hearing Science from Indiana University. He received a Ph.D.
in Speech and Hearing Science in 1980 from the University of Washington.

From 1980 to 1985 he was on the faculty of the Department of Com-

James M. Hillenbrand Winifred Strange

Dale E. Chimenti

Joshua E. Greenspon
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munication Science and Disorders at Northwestern University. From 1985
to 1988 he was Director of Research for the Intelligent Systems Division of
RIT Research Corporation in Rochester, New York. Since 1988 Professor
Hillenbrand has been on the faculty of Western Michigan University.

Hillenbrand’s principal research interests have been in speech percep-
tion, synthesis, and voice. He has authored or co-authored over 25 research
publications, many of them in ourJournal, and served as an associate editor
of theJournal of Speech and Hearing Researchfrom 1991 to 1994. He is a
member of the Technical Committee on Speech Communication.

The Editor-in-Chief and his colleagues welcome Professor Hillenbrand
to membership on the Editorial Board.

DANIEL W. MARTIN
Editor-in-Chief

Virginia Richards receives award from
National Academy of Sciences

ASA member Virginia Richards, of the Department of Psychology at
the University of Pennsylvania, was awarded the prestigious Troland Re-
search Award from the National Academy of Sciences~NAS! on 27 April at
the NAS annual meeting in Washington, DC. This award of $35,000 is
given annually to each of two recipients to support their research in experi-
mental psychology. Dr. Richards was chosen ‘‘for her contributions to au-
ditory perception, especially to the understanding of the envelope and en-
ergy cues that contribute to detecting signals in noise.’’

Regional Chapter News
Cincinnati: The January 1997 lecturer was Dr. Robert Dooling~Univ.

of Maryland! whose topic was ‘‘Hearing and Vocal Learning in Birds: A
Model for Human Language.’’

The February meeting speaker was Dr. Christy Holland who discussed
and demonstrated the noise generated during magnetic resonance imaging
~MRI!.

In April, Dr. Daniel Martin lectured on ‘‘The Singing Voice.’’ Fol-
lowing the lecture, the group attended a concert by the Knox Presbyterian
Church Choir.

The May meeting featured a case study on highway noise barriers
presented by Dr. Ernest Weiler and a discussion and demonstration of a
unique amplification device by Dr. Roger Adelman.

At the September meeting Christa Themann discussed the early data
from the NIOSH survey of noise exposure and hearing status in farm fami-
lies. Sharon Hepfner presented recent developments in and new applications
for hearing protection devices.

A joint meeting with the Columbus, OH chapter was attended in Oc-
tober for the guest lecture on the development of an intraoral hearing aid.

In December, we honored Dr. Daniel W. Martin for his outstanding
contributions and service to the ASA and our chapter with a luncheon. The
large gathering heard several speakers, including Dr. Martin’s longtime
friend Dr. Mead Killion.

SHARON T. HEPFNER
President, Cincinnati Chapter ASA
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Report to the Auditor
Published herewith is a condensed version of our auditor’s report for calendar year ended 31 December 1997.

Independent Auditors’ Report

To the Executive Council
Acoustical Society of America

We have audited the accompanying statements of financial position of the Acoustical Society of America as of December 31, 1997 and the related
statements of activity and cash flows for the year then ended. These financial statements are the responsibility of the Society’s management. Our responsibility
is to express an opinion on the financial statements based on our audit.

We conducted our audit in accordance with generally accepted auditing standards. Those standards require that we plan and perform the audit to obtain
reasonable assurance about whether the financial statements are free of material misstatement. An audit includes examining, on a test basis, evidence
supporting the amounts and disclosures in the financial statements. An audit also includes assessing the accounting principles used and significant estimates
made by management, as well as evaluating the overall financial statement presentation. We believe that our audit provides a reasonable basis for our opinion.

In our opinion, the financial statements referred to above present fairly, in all material respects, the financial position of the Acoustical Society of
America as of December 31, 1997 and the changes in its net assets and its cash flows for the year then ended in conformity with generally accepted accounting
principles.

CONROY, SMITH & CO.
5 May 1998
New York, NY

ACOUSTICAL SOCIETY OF AMERICA
STATEMENTS OF FINANCIAL POSITION

AS OF 31 DECEMBER 1997
„With Comparative Totals For 1996 …

1997 1996

Assets:

Cash and cash equivalents .......................................... $ 291,383 $ 681,225

Accounts receivable..................................................... 227,177 285,485

Marketable securities................................................... 5,134,080 3,978,955

Furniture, fixtures and equipment — net ................... 101,165 112,526

Other assets.................................................................. 270,367 309,756

Total assets ............................................. $6,024,172
II

$5,367,947
II

Liabilities:

Accounts payable and accrued expenses .................... $ 234,484 $ 129,029

Deferred revenue ......................................................... 836,905 1,048,038

Deferred rent liability .................................................. 46,228 41,326

Total liabilities......................................... $1,117,617 $1,218,393

Net assets:

Unrestricted.................................................................. $3,882,375 $3,272,177

Temporarily restricted ................................................. 472,038 391,476

Permanently restricted ................................................. 552,142 485,901

Total net assets ...................................... $4,906,555 $4,149,554

Total liabilities and net assets .............. $6,024,172
II

$5,367,947
II
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ACOUSTICAL SOCIETY OF AMERICA
STATEMENTS OF ACTIVITY

FOR THE YEAR ENDED 31 DECEMBER 1997
„With Comparative Totals For 1996 …

1997 1996

Unrestricted net assets:

Revenue

Dues ......................................................................... $ 522,273 $ 508,513

Publishing ................................................................ 2,204,176 2,217,577

Standards.................................................................. 270,506 313,893

Meetings................................................................... 295,101 305,231

Interest and dividends.............................................. 168,799 133,759

Unrealized gain~loss!.............................................. 161,509 252,935

Other ........................................................................ 90,786 99,870

Realized gain~loss! ................................................. 340,162 34,089

Total unrestricted revenue .................... $4,053,312 $3,865,867

Expenses:

Publishing ................................................................ $1,820,558 $1,823,241

Standards.................................................................. 428,281 411,513

Administrative and general ..................................... 485,402 510,838

Meetings................................................................... 452,926 313,000

Other expenses......................................................... 263,711 177,563

Total expenses........................................ $3,450,878 $3,236,155

Increase in net assets ............................ $ 602,434 $ 629,712

Net assets released from restrictions:

Satisfaction of program restrictions ............................ 7,764 4,041

Increase in unrestricted net assets
and reclassifications........................... $ 610,198 $ 633,753

Temporarily restricted net assets:

Contributions ........................................................... $ 2,861 $20,301

Investment income................................................... 65,004 21,213

Unrealized gain~loss!.............................................. 20,461 31,949

Release of restrictions ............................................. ( 7,764) ~ 4,041!

Increase „decrease … in temporarily
restricted net assets ........................... $ 80,562 $ 69,422

Permanently restricted net assets:

Investment income................................................... $ 80,680 $ 27,616

Unrealized gain~loss!.............................................. 25,377 41,597

Expenses .................................................................. ( 39,816) ~ 15,583!

Increase „decrease … in permanently
restricted net assets ........................... $ 66,241 $ 53,630

Increase in net assets ............................ $ 757,001 $ 756,805

Net assets, beginning of year.............................. 4,149,554 3,392,749

Net assets, end of year ........................................ $4,906,555
II

$4,149,554
II
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ACOUSTICAL SOCIETY OF AMERICA
STATEMENTS OF CASH FLOWS

FOR THE YEAR ENDED 31 DECEMBER 1997
„With Comparative Totals For 1996 …

Total All Funds

1997 1996

Operating Activities

Increase in net assets ......................... ......................... $ 757,001 $ 756,805

Adjustments to reconcile net income to net cash

provided by operating activities:

Depreciation and amortization................ ................ 26,919 23,973

Unrealized~gain! loss on marketable securities..... ~ 207,347! ~ 326,481!

Changes in operating assets and liabilities:

~Increase! decrease in accounts receivable............. 58,308 6,989

Decrease~increase! in other assets ......................... 39,389 ~ 86,703!

Increase~decrease! in accounts payable and

accrued expenses ........................ ........................ 105,455 ~ 120,073!

Increase in deferred rent liability............................ 4,902 4,903

Increase~decrease! in deferred revenue ................. ~ 211,133! 160,381

Net cash flows provided by operating
activities ...............................................

$ 573,494 $ 419,794

Investing Activities

Purchase of furniture, fixtures, equipment and

leasehold improvements ......................................

~$ 15,557! ~$ 31,014!

Proceeds from sale of securities ............................. 4,564,188 2,097,286

Purchase of securities .............................................. ~ 5,511,967! ~ 5,714,531!

Net cash „used in … provided by
investing activities ..............................

~$ 963,336! ~$3,648,259!

Increase „decrease … in cash and cash
equivalents .........................................................

~$ 389,842! ~$3,228,465!

Cash and cash equivalents,
beginning of year ..............................................

681,225 3,909,690

Cash and cash equivalents, end of year ............ $ 291,383
II

$ 681,225
II
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Revisions to Membership List

New Associates
Artinano, Pedro, P&A Consultores de Acustica, c./Saturnino Calleja 7,

Madrid 28002 Spain
Bajdek, Christopher J., Harris Miller Miller & Hanson, Inc., 15 New En-

gland Executive Park, Burlington, MA 01803
Bajic, Branko, I Ferensica 33, Zagreb 10000, Croatia
Balabaev, Sergey M., Utkinskaya 13, ap. 10, Vladivostak 690091, Russia
Balachandran, Balakumar, Mechanical Engineering, Univ. of Maryland,

College Park, MD 20742-3035
Bielecki, Robert J., 523 Beaverkill Road, Olivebridge, NY 12461
Bird, Michael T., AETC, Inc., 8910 University Center Lane, Suite 900, San

Diego, CA 92122-1012
Bogdanowicz, Kenneth J., Wave Mechanics, Inc., 118 South Fullerton Av-

enue, Montclair, NJ 07042
Bollard, Paul A., Bollard Acoustical Consulting, 7909 Walerga Road, Suite

112-143, Antelope, CA 95843
Burrows, John M., Sonar Systems Dept., DERA Winfrith, Winfrith Tech-

nology Centre, Dorchester, Dorset DT2 8XJ, U.K.
Campbell, Murray D., Physics and Astronomy, Univ. of Edinburgh, May-

field Road, Edinburgh EH9 3JZ, U.K.
Cerami, Victoria J., Cerami & Associates, Inc., 518 Fifth Avenue, New

York, NY 10036
Chang, Pi Sheng, 1529 Ambergrove Drive, San Jose, CA 95131
Chen, Kejian, Medical College of Ohio, Otolaryngology Dept., 3000 Arling-

ton Avenue, Toledo, OH 43614
Chung, Jae Soo, 2025 Jolley Drive, Burbank, CA 91504
Ciao, Quinsan, Virginia Technical Univ., 201 Cowgull, Blacksburg,

VA 24060
Clifton, Mark A., Acoustics & Structural Vibrations, Engineering Technol-

ogy Center, 240 Oral School Road, Suite 105, Mystic, CT 06355
Cote, Marc G., Cavanaugh Tocci Associates, Inc., 327F Boston Post Road,

Sudbury, MA 01776
Crayme, Kirk N., 15456 Forest Park Drive, Grand Haven, MI 49417
De Vries, Martin P., BMT Biomechanics, Univ. of Groningen, Bloemsingel

10, Groningen 9712KZ, The Netherlands
Djordjevic, B. Boro, Johns Hopkins University, CNDE/102 Maryland Hall,

3400 North Charles Street, Baltimore, MD 21218
Donlagic, Denis, Sernceva Ulica 5, Maribor 2000, Slovenia
Dosso, Stan E., School of Earth and Ocean Sci., Univ. of Victoria, Victoria,

BC V8W 3P6, Canada
Durabb, Jr., Richard K., 3601 Karen Drive, Chalmette, LA 70043,
Ead, Richard M., 825 Middlebridge Road, Wakefield, RI 02879
Eggenschwiler, Kurt, Acoustics, EMPA, Ueberlandstr. 123, Duebendorf

CH-8600, Switzerland
Eilar, Douglas K., 321 North Willowspring Drive, Encinitas, CA 92024
Fang, Wen-Tsun, F6, 113, Chien-Kuo North Rd., Sec. 2, Taipei 104, Taiwan
Fire, Kevin M., Communication Sciences & Disorders, Univ. of North Da-

kota, P.O. Box 8040, Grand Forks, ND 58202-8040
Fujioka, Taira, Ridge Corporation, 7808 Bryn Mawr Drive, Dallas,

TX 75225
Galvin, John J. III, Auditory Perception Lab., House Ear Inst., 2100 West

3rd Street, 5th Floor, Los Angeles, CA 90057-1922
Gates, Edward M., Mechanical Engineering, CSU Pomona, 3801 West

Temple, Pomona, CA 91768
Goyal, K. C., 121 Mohalla Chaudharian, Hisar 125001, India
Green, Grant D., 1626 Parkhills Avenue, Los Altos, CA 94024
Hamel, Tim A., 48941 Denton Road, #309, Belleville, MI 48111
Hertlein, Bernard H., 3478 Glen Flora Avenue, Gurnee, IL 60031
Hewlett, Dean A. K., Audio Tag, Nokia R1D Ltd., Ashwood House, Pem-

broke Broadway, Camberley, Surrey GU15 3XD, England
Higgins, Owen S., Electronic Specialty Company, P.O. Box 400, 1325 Dun-

bar Avenue, Dunbar, WV 25064
Honeycutt, Richard A., 404 Olivia Drive, Lexington, NC 27295
Huffman, Thomas B., Stanley Associates, 2231 Crystal Drive, Suite 1101,

Arlington, VA 22202
Il’nskii, Yurii, MacroSonic Corp., 1570 East Parham Road, Richmond,

VA 23228
Jamali, Naseem Z., Books and Research, Inc., 32 Main Street, Hastings,

NY 10706
Joitke, Paul L., 9380 Hartland Road, Fenton, MO 48430
Juve, Daniel, Acoustique, Ecole Centrale de Lyon, 36 Avenue Guy de Col-

longue, BP 163, Ecully 69131 Cedex, France

Karlson, Karl D., NVH, MIRA North America, 47523 Clipper Street, Ply-
mouth, MI 48170

Kimble, Bart W., 404 Green Court, Johnstown, OH 43031
Klesenski, Kevin, 522 Paco Drive, Los Altos, CA 94024
Londo, Shawn P., Strategic Systems Dept., Johns Hopkins Univ., Applied

Physics Lab., 11100 Johns Hopkins Road, Laurel, MD 20723-6099
Maev, Roman G., Dept. of Physics, Univ. of Windsor, 401 Sunset Avenue,

Windsor, ON N9B 3P4, Canada
Martin, Martha A., Beyond the Classroom, 909 Marina Village Parkway,

#238, Alameda, CA 94501
McGuigan, Kevin G., Physics Dept., Royal College of Surgeons in Ireland,

123 St. Stephen’s Green, Dublin 2, Ireland
Men, Theresa, ATL Ultrasound, Inc., 22100 Bothell Everett Highway, Both-

ell, WA 98021
Mourad, Pierre D., 109 NW 49th Street, Seattle, WA 98107
Nakayama, Kazuo, Dept. of English Teaching, Faculty of Education, Yama-

gata University, Kyoyuokyoiku Building #1, 1-4-12 Kojirakawa,
Yamagata 990-8560, Japan

Nguyen, Phat, Produits Acoustiques PN Inc., 10858 St. Vital, Montreal-
Norb QC H1H 4T4, Canada

Nutting, Michael J., 74 Theodore Drive, Leominster, MA 01453
Park, Patrick E., 121 Olive Street, #12, Glendale, CA 91206
Parzynski, Paul, 55300 Parkview Drive, Shelby Township, MI 48316-1069
Patro, Tangi N., 14427 Wellesley, Dearborn, MI 48126
Peterson, D. Kent, 1325 Holly Avenue, Los Altos, CA 94024
Phillips, James N. III, Hobart Ground Power, 1177 Trade Road, East, Troy,

OH 45373,
Pollack, Martin L., Lockeed Martin, Knolls Atomic Power Lab., P.O. Box

1072, Schenectady, NY 12301
Prager, Bradley T., 668 Falkland Road, Victoria, BC V8S 4L5, Canada
Pulchner, Martin W., Pilchner Schoustal, Inc., 376 Queen Street East, Tor-

onto, ON M5A 1T1, Canada
Richardson, James R., 20 St. Benedicts Close, Aldershot,

Hampshire GU11 3NL, U.K.
Richardson, Suzanne D., 3220 Duval Road, #3303, Austin, TX 78759
Rossi, Pietro, c/o Cuncnav Op-Via Della Storta 701, Roma 00123, Italy
Russell, Ian J., School of Biological Sciences, University of Sussex, Falmer,

Brighton BN1 9QG, U.K.
Ryaboy, Vyacheslav M., 3701 Parkview Lane, #23B, Irvine, CA 92612
Schneider, Albrecht, Inst. of Musicology, Univ. of Hamburg, Neue Raben-

str. 13, Hamburg D-20354, Germany
Schulz, Mark J., 2903 Latta Drive, Summerfield, NC 27358
Schutte, Harm K., Biomedical Technology, Groningen Voice Research

Lab., Bloemsingel 10, Groningen 9712KZ, The Netherlands
Segev-Gilad, Sima, Voice Identification Lab., National Police Headquarters,

DIFS, Sheik Jarakh, Jerusalem 91906, Israel
Shaughnessy, Thom, P.O. Box 607, New Britain, CT 06050
Smith, Malcolm J., 2065 Brunswick Street, Apt. 403, Halifax NS B3K 5T8,

Canada
Steinschneider, Mitchell, Department of Neurology, Albert Einstein College

of Medicine, Kennedy Center, Room 322, 1300 Morris Park Avenue,
Bronx, NY 10461

Sundkvist, Karl E., Goodyear Tire and Rubber Company, D460G, Technical
Center, P.O. Box 3531, Akron, OH 44309-3531

Svinth, Fred M., Jack Evans & Assoc., Inc., 5806 Mesa Drive, Suite 380,
Austin, TX 78731-3742

Thorpe, Cornelius W., National Voice Center, Univ. of Sydney, East Street,
Lidcombe, NSW 2141, Australia

Tressler, James F., Naval Research Lab., Code 7130, Physical Acoustic,
4555 Overlook Avenue, SW, Washington, DC 20375-5350

Truckenbrodt, Hubert, Dept. of Linguistics, Rutgers University, 18 Semi-
nary Place, New Brunswick, NJ 08901-1184

Tschiegg, Richard D., 7407 Brandenburg Court, Sykesville, MD 21784
Uscinski, Barry J., Applied Mathematics & Theoretical Physics, University

of Cambridge, Silver Street, Cambridge CB3 9EW, U.K.
Valerio, Rubens A., Engineering, Periodical Consulting, Rue Peixoto Go-

mide, 996 Conjunto 501, Sao Paulo, SP 01409-900, Brazil
Vigness, Kathleen J., P.O. Box 425, Saunderstown, RI 02874
Vincent, Harold T., 161 Woodmist Way, North Kingstown, RI 02852
Vlaming, Marcel S., P.O. Box 80002, 5600 JB Eindhoven, The Netherlands
Wang, Rongqing, Sound Scattering of Underwater Target, Measure and

Control Technique Inst., 14 Binhaijie, P.O. Box 67, Dalian, Liaon-
ing 116013, P. R. China

White, James D., Dept. of Physics, SUNY Potsdam, Potsdam, NY 13676
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Wieland, David L., Wieland Associates, 23276 South Pointe Drive, #114,
Laguna Hills, CA 92653

Wilson, M. Lee, Shimoda Services, Inc., 7602 Stoneywood Drive, Austin,
TX 78731

Wyatt, James H., 12648 Crescent Drive, Carmel, IN 46032
Zhou, Xiaoru, Pilchner Schoustal Inc., 376 Queen Street, East, Toronto,

ON M5A 1T1, Canada

New Students

Berger, Thomas K., 3819 Miramar Street, Apt. B, La Jolla, CA 92037
Birdsong, Charles B., Mechanical Engineering, Michigan State Univ., 2553

Engineering Building, East Lansing, MI 48824-1226
Buehler, Matthew R., Audiology and Speech Pathology, Univ. of Tennessee

Knoxville, 457 South Stadium Hall, Knoxville, TN 37996-0740
Bukhala, Zeeky A., Electric Power Engineering, Rensselaer Polytechnic

Inst., 110 8th Street, Troy, NY 12180
Busenitz, John A., 1201 Lindberg Road, West Lafayette, IN 47906
Cherepennikov, Valery V., Radiophysical, Univ. of Nizhny Novgorod,

Gagarin Avenue 23, Nizhny Novgorod 603600, Russia
Constan, Zachary A., 4464 Janice Lee Drive, B-211, Okemos, MI 48864
Curra, Francesco P., Applied Physics Lab., Univ. of Washington, 1013 NE

40th Street, Seattle, WA 98105
Dallal, Michael, 75 Dickenson Place, Great Neck, NY 11023
Davenny, Ben C., 14 Woodvale Street, Portland, ME 04102
DeLong, Caroline M., Marine Mammal Research Program, Hawaii Inst. of

Marine Biology, P.O. Box 1106, Kailua, HI 96734
D’Hooge, Jan R., K. E. Leuven, Univ. Hospital Gasthuisberg, Cardiology,

Herestraat 49, Leuven 3000, Belgium
Dorado, David, Cava Alta 25, 2th, Madrid 28005, Spain
Duncan, Scott D., Apt. 507, 770 Wonderland Road, South, London,

ON N6K 1M3, Canada
Elliott, Christopher M., 4512-308 Baymar Drive, Raleigh, NC 27612
Fitzgerald, Matthew B., 835 Ridge, #508, Evanston, IL 60202
Gage, Nicole M., 2535 Juanita Way, Laguna Beach, CA 92651
Gallun, Frederick J., 1555 Oxford Street, #201, Berkeley, CA 94709
Granat, Cristel, 52 Allee de la Blancharde, Gif Sur Yvette 91190, France
Habibzadeh-Vaneghi, Houshang, Graduate School of Engineering, Shizouka

Univ., 3-5-1 Johoku, Hamamatsu, Shizuoka-Ken 432, Japan
Hahn, Thomas R., Physics, UCSD, 9500 Gilman Drive, La Jolla, CA 92093-

0238
Hardiman, James E., Electrical and Computer Eng., Univ. of Massachusetts,

Dartmouth, 285 Old Westport Road, North Dartmouth, MA 02747-2300
Harne, Catherine M., 114 Meadow View Lane, Kennett Square, PA 19348
Haviland, Genevieve M., 1016 3rd Street, North, St. Petersburg, FL 33701
Hock, Davis A., 2414 Cedarwood Avenue, Lawrence, KS 66046
Hornsby, Benjamin W. Y., Hearing and Speech Science, Vanderbilt Univer-

sity, 1114 19th Avenue, South, Nashville, TN 37212
Houix, Olivier, IRCAM, 1 place Igor-Stravinsky, Paris F-75004, France
Hynes, Shelly F., 138 Fern Street, Natchitoches, LA 71457
Jaeseung, Choi, Electrical Engineering, Information Processing Lab., Osaka

City Univ., 3-3-138 Sugimoto, Sumiyoshi-ku, Osaka 558-0022, Japan
Kalantar-Zadeh, Kourosh, No. 24, Shahid Akbari St., Kargar Shomali Ave.,

Tehran 14146, Iran
Kilfoyle, Daniel B., 406 Suppewissett Road, Falmouth, MA 02540
Kim, Seongil, Marine Physical Lab., Scripps Inst. of Oceanography, Mail

Code 0238, Univ. of California, San Diego, La Jolla, CA 92093-0238
Kite, Thomas D., 5200 North Lamar, #D301, Austin, TX 78751
Ledevedec, Pierre Ph., Allee du Chateau, Menthon St., Bernard 74290,

France
Lewis, Julie A., 1823B Blake Street, Berkeley, CA 94703
Lin, Chris C., 680 Leff Street, San Luis Obispo, CA 93401
Magill, Brian F., 247 East Irvin Avenue, Apt. B, State College, PA 16801
Michel, Nathalie C., GAUS, Univ. de Sherbroke, 2000 Bd. de L’Universite,

Sherbrooke, QC J1K 9R1, Canada
Mitchell, Elle, P.O. Box 231032, Old State House Station, Hartford,

CT 06123-1032
Muller, Barbara S., Psychology, Univ. of Geneva, Rte. de Drize 9, Geneva

GE 1227, Switzerland
Oelze, Michael L., National Center for Physical Acoustics, Univ. of Missis-

sippi, Coliseum Drive, University, MS 38677
Pasicznyk, Paula P., Hearing and Speech Sciences, Vanderbilt University,

1114 19th Avenue, South, Nashville, TN 37212
Petculescu, Andi G., Physics and Astronomy, Ohio University, Clippinger

Labs., Room 251, Athens, OH 45701

Petculescu, Gabriela, Physics, Ohio University, Clippinger Labs., Room
251, Athens, OH 45701

Pinus, Alexander B., 1124 Green Street, Philadelphia, PA 19123
Plyler, Patrick N., Audiology & Speech Pathology, Univ. of Tennessee, 457

South Stadium Hall, Knoxville, TN 37996-0740
Potty, Gopu R., 2900 Kingstown Road, #112, Kingston, RI 02881
Pyper, Edward A., 580 North 100 East, #2, Provo, UT 84606
Ressler, Patrick H., Dept. of Oceanography, Texas A&M Univ, MS 3146,

College Station, TX 77843-3146
Richards, Christopher M., 614 Anna Rose Run, Westerville, OH 43081
Romano, Lisa J., 291 Avenue ‘‘W,’’ Brooklyn, NY 11223
Rout, Ayasakanta, Audiology and Speech Sciences, Purdue Univ., 1353

Heavillon Hall, West Lafayette, IN 47907
Sampedro Noya, Francesc, Joseph, c/o Santa Eugenia, 48 3 2a, Girona,

Catalunya 17005, Spain
Schutz, Elijah A., 265 SW 11th, Corvallis, OR 97331
Sheppard, Erin M., 314 Murphy Street, Murphysboro, IL 62966
Slaton, William V., Thermoacoustics, National Center for Physical Acous-

tics, Coliseum Drive, University, MS 38677
Smart, Ronald D., Dept. of Food Science, Pennsylvania State Univ., 125

Borland Lab., University Park, PA 16802
Vassilakis, Pantelis N., 1517 Armacost, #201, West Los Angeles, CA 90025
Wadsworth, Glenn J., National Center for Physical Acoustics, Coliseum

Drive, University, MS 38677
Wakabayashi, Midori, 4817 Sheboygan Avenue, #402, Madison, WI 53705
Weatherly, Kirk A., 5200 Coe Avenue, #1186, Seaside, CA 93955
Wilson, Weston, 20 South Bryant Avenue, #209, Edmond, OK 73034
Xie, Qiang, Dept. of Welding Engineering, Ohio State Univ., 1248 Arthur

E. Adams Drive, Columbus, OH 43221
Zheng, Hua, 407 1/2 East Stoughton Street, Apt. 7, Champaign, IL 61820-

4341
Zimmerman, Eric J., 5980 Chesbro Avenue, San Jose, CA 95123

Associates Elected Members

R. Akahane-Yamada, C. W. Allen, B. A. J. Angelsen, Y. Chevalier, G. D.
Dorrance, E. J. Feleppa, G. Furnell, J. D. Geiler, J. B. Gubelmann, R. Hill,
Y. Irie, K. H. Kaliski, M. P. Kerr, C. A. Krajewski, S. Kuwahara, P. J.
Loughlin, G. M. Martin, K. I. Maslov, S. M. Mayevskyyi, V. B. Mit’ko, H.
Miura, V. I. Passechnik, A. Protopapas, J. M. Pyne, D. C. Ricks, P. M. J.
Sas, J. Sun, J. D. Szymanski, J. Tabrikian, H. Takata, S. K. Tomar, R.
Varela, A. C. Zander

Students to Associates

J. S. Allen, R. R. Andre, R. K. Andrew, S. N. Backhaus, B. A. Bard, J. R.
Benki, M. H. W. Budhiantho, T. M. Chan, P. P. Chang, B. V. Chapnik,
Y.-C. Chiang, C.-H. Choi, D. Colton, F. Cummins, N. Currey, X. Dong, Y.
Dorfman, A. Economou, J. D. Estep, J. J. Finneran, M. S. Fozo, Q.-J. Fu, W.
G. Gardner, M. J. Gregan, E. Healy, M. Hicks, J. H. Irwin, Jr., E. R. Maniet,
Jr., D. Kapolka, M. Kato, B. F. Katz, D. M. Kenney, L. L. Koenig, H.
Kosaki, R. S. Kulkarni, B. J. Landsberger, B.-G. Lee, Y.-H. Lin, D. Lin, J.
P. Maillard, P. Masson, P. G. May, J. A. Nelson, J. G. Neuhoff, R. S.
Newman, A. E. Ozelame, J. S. O’Neill, M. Pedersen, M. Pell, A. R. Pilon,
G. J. T. Ramsay, J. M. Riley, R. A. Roberts, E. J. Rosenberg, L. S. Rossi, A.
M. Sampath, G. P. Scavone, J. R. Schoepflin, S. A. K. Seddoh, V. V. Shah,
S. A. Shaw, W. S. Shepard, S. A. Singh, A. R. Smith, J.-H. So, E. Soltano,
C. Stamoulis, G. R. Stanley, G. Starr, P. A. Stucky, A. Tsuchida, J. S.
Vipperman, M. S. Vitevitch, Y. Wang, R. Wayland, K. R. Weninger, N. A.
Whitmal, C. R. Winkel, B. D. Womack, R. A. Wright

Associates to Students

J. R. Bishop, P. S. Wilson

Resigned

E. Gross—Fellow

H. R. Bauer, P. J. Benson, D. Butler, R. D. Doolittle, F. E. Geib, Jr., J. V.
Long, A. G. McKay, T. D. McNeal, R. F. Naunton, H. Otsubo, H. A.
Schenck, A. Sfaoui, R. H. Stokes, D. C. Tate, E. P. Vehslage, L. E.
Volaitis—Members

J. D. Alexander, W. H. Bailey, J. W. Boughman, M. C. Brown, D. Chan, C.
Fassbender, Q. Hu, J. H. Rose, Jr., H. J. Kim, L. Kondic, J. C. Makous, G.
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C. Marean, E. Mayfield, J. L. van Niekerk, R. A. Rodgers, Y. Sakurai, G.
Thielemann, S. A. Thorpe, C. A. Zala—Associates

S. K. Boegli, I. B. Clark, R. R. Patka, R. D. Susanto—Students

Deceased

E. L. Hamilton, R. E. Williams—Fellows

M. W. Keyes, J. C. Myers, C. W. Oliphant—Members

J. Lacagnino—Associate

Fellows 810
Members 2784
Associates 2887
Students 882

7363

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1998
9–14 Aug. International Acoustic Emission Conference, Hawaii,

HI @Karyn S. Downs, Lockheed Martin Astronautics,
P.O. Box 179, M.S. DC3005, Denver, CO 80201;
Tel.: 303-977-1769; Fax: 303-971-7698; E-mail:
karyn.s.downs@lmco.com#.

13–17 Sept. American Academy of Otolaryngology—Head and
Neck Surgery, San Francisco, CA@American Academy
of Otolaryngology—Head and Neck Surgery, One
Prince St., Alexandria, VA 22314 Tel.: 703-836-4444;
Fax: 703-683-5100#.

18–19 Sept. 6th Annual Conference on Management of the Tinnitus
Patient, Iowa City, IA@Richard Tyler, Univ. of Iowa,
Dept. of Otolaryngology—Head & Neck Surgery,
200 Hawkins Dr., C21GH, Iowa City, IA 52242;
Tel: 319-356-2471; Fax: 319-353-6739; E-mail:
rich-tyler@uiowa.edu#.

12–16 Oct. 136th meeting of the Acoustical Society of America,
Norfolk, VA @ASA, 500 Sunnyside Blvd., Woodbury,
NY 11797, Tel.: 516-576-2360; Fax: 516-576-2377; E-
mail: asa@aip.org, WWW: http://asa.aip.org#.

1999
15–19 March Joint meeting: 137th meeting of the Acoustical Society

of America/Forum Acusticum@Acoustical Society of
America, 500 Sunnyside Blvd., Woodbury, NY 11797,
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

27–30 June ASME Mechanics and Materials Conference, Blacks-
burg, VA @Mrs. Norma Guynn, Dept. of Engineering
Science and Mechanics, Virginia Tech, Blacksburg,
VA 24061-0219; Fax: 540-231-4574; E-mail:
nguynn@vt.edu; WWW: http://www.esm.vt.edu/
mmconf/#. Deadline for receipt of abstracts: 15 January
1999.

609 609J. Acoust. Soc. Am., Vol. 104, No. 2, Pt. 1, August 1998 Acoustical News—USA



ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

A new Society: Indonesia

According to a report inAcoustics Australia@Vol. 26, No. 1, p. 27
~1998!# the Indonesian Acoustics and Vibration Society~IAVS! was re-
cently founded with the cooperation of universities, civilian government
agencies, the Indonesian Navy, aircraft industry, and other industrial com-
panies. The structure of the new society is similar to that of the Australian
Acoustical Society, some of whose members were involved in the founding
of the new society. The society aims to conduct short courses and distribute
information in the areas of acoustics and vibrations since this field is rela-
tively new among industry practitioners.

The society hopes to attract scientists, engineers, and others from all
parts of Indonesia who are concerned with acoustics and vibrations in their
daily work. The main program of IAVS clearly is to introduce the society
within Indonesia as well as internationally, and to have its first meeting this
year. The office of the society is based in Jakarta; the address is Indonesian
Acoustics and Vibration Society, Jl. Cemara 13, Blok-S, Kebayoran Baru,
Jakarta 12110, Indonesia. The Fax number is162 21 573 7753.

Socié té Franç aise d’Acoustique—
Cinquantenaire!

The French Acoustical Society~S.F.A.!, which, many years ago, was
known as G.A.L.F.~Group of French-Language Acousticians!, celebrates its
50th birthday this year. The various interest groups of the society will hold
meetings to celebrate this event, some of which will hold more than one
meeting, like the Physical Acoustics/Underwater Sound/Ultrasonics group
which has scheduled four meetings from March through the Fall, in Lyon,
Le Havre, Brest, and Bordeaux, respectively. Regional Chapters also have
scheduled meetings to commemorate the occasion, all of which will come to
a grand finale the week before Christmas with four meetings in Paris in
various locations like the Palais de la De´couverte, the Muse´e de la Musique,
and the Conservatoire.

Papers published in JASJ „E…

A listing of Invited Papers and Regular Papers appearing in the latest
issue of the English language version of theJournal of the Acoustical Soci-
ety of Japan, JASJ~E!, was published for the first time in the January 1995
issue of the Journal. This listing is continued below.

The May issue of JASJ~E!, Vol. 19, No. 3~1998! contains the follow-
ing papers:

K. Soetanto, S. Takeuchi, and M. Okujima ‘‘Numerical investigation on
nonlinear response of free microbubble illuminated with ultrasonic pulse’’
R. Makarewicz and K. Masuda ‘‘Highway noise under favorable conditions
of generation and propagation’’
T. Okubo and K. Fujiwara ‘‘Efficiency of a noise barrier with an acousti-
cally soft cylindrical edge’’
H. Zheng, H. Yamaoka, N. Gohda, H. Noguchi, and A. Kaneko ‘‘Design of
the acoustic tomography system for velocity measurement with an applica-
tion to the coastal sea’’
A. Omoto, T. Matsui, and K. Fujiwara ‘‘The behavior of an adaptive algo-
rithm with a moving primary source’’

International Meetings Calendar

Below are announcements of meetings to be held abroad. Entries pre-
ceded by an* are new or updated listings with contact addresses given in
parentheses. Month/year listings following other entries refer to issues of the
Journal which contain full calendar listings or meeting announcements.

September 1998
7–8 *British Society of Audiology Annual Conference,

University of Hull, UK. ~BSA, 80 Brighton
Road, Reading RG6 1PS, UK; Fax:144 0118
935 1915; e-mail: bsa@b-s-a.demon.co.uk;
www.b-s-a.demon.co.uk!

7–9 Nordic Acoustical Meeting 98, Stockholm.10/97
14–15 *Annual Meeting of the Austrian Acoustical Society,

Graz, Austria. ~E. Benes, IAP, Vienna Univer-
sity of Technology, Wiedner Hauptstrasse 8–10/134,
1040 Wien, Austria; Fax: 143 1 586 42 03;
www.kfs.oeaw.ac.at/aaa/home.html!

14–16 Biot Conference on Poromechanics, Louvain-la-
Neuve.10/97

14–16 ACUSTICA 98, Lisbon.10/97
14–18 35th International Conference on Ultrasonics and

Acoustic Emission, Chateau of Trˇešt’. 10/97
16–18 International Conference on Noise & Vibration En-

gineering, Leuven.6/98
17–18 Annual Meeting of INCE/Japan, Tokyo. 6/98
17–18 5th Mexican Congress on Acoustics, Querétaro, Qro.

6/98
21–25 4th European Conference on Underwater Acoustics,

Rome.4/98
24–26 Autumn Meeting of the Acoustical Society of Japan,

Yamagata.6/98

October 1998
4–7 euro-noise 98, Munich. 4/98
12–16 International Conference on Signal Processing

„ICSP’98…, Beijing. 6/98
14–16 16th Yugoslav Conference on Noise and Vibration,

Niš. 6/98
15–16 *Autumn Meeting Swiss Acoustical Society, Düben-

dorf, Switzerland. ~SGA, Postfach, 8600 Du¨bendorf,
Switzerland!

28–30 *Acoustics Week in Canada, London, ON, Canada.
~Margaret Cheesman, Hearing HealthCare Research
Unit, University of Western Ontario, Elborn College,
London, ON N6G 1H1, Canada; Fax:11 519 661
3805; e-mail: cheesman@audio.hhcru.uwo.ca!

31–2 AES International Conference ‘‘Audio, Acoustics,
and Small Spaces,’’Copenhagen.6/98

November 1998
11–13 1st Asia Pacific Conference on Acoustics and Vibra-

tion ~APAV 98!, Singapore.6/98
12–15 Institute of Acoustics „UK … Autumn Conference:

Speech and Hearing, Windermere.4/98
16–18 Inter-Noise 98, Christchurch.4/96
20 Recreational Noise, Queenstown.10/97
23–27 ICBEN 98: Biological Effects of Noise, Sydney.6/98
30–4 5th International Conference on Spoken Language

Processing, Sydney.6/97

December 1998
15–16 Sonar Signal Processing, Loughborough.4/98

March 1999
15–19 Joint Meeting of EAA Forum Acusticum, and 137th

Meeting of the Acoustical Society of America, Berlin.
6/97

April 1999
27–29 * International Conference on Vibration, Noise, and

Structural Dynamics, Venice, Italy.~D. Hill, Stafford-
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shire University, P.O. Box 333, Beaconside,
Stafford ST18 0DF, UK; Fax:144 1785 353552!

May 1999
10–14 4th International Conference on Theoretical and

Computational Acoustics, Trieste.6/98
24–26 *2nd International Conference on Emerging Tech-

nologies in NDT, Athens, Greece.~A. Anastassopou-
los, Envirocoustics S.A., Eleftheriou Venizelou 7 &
Delfon, 14452 Athens, Greece; Fax:130 1 28 46 805;
e-mail: envac@acci.gr!

June 1999
28–30 1st International Congress of the East European

Acoustical Association, St. Petersburg.10/97
28–1 Joint Conference of Ultrasonics International ’99

and World Congress on Acoustics ’99 „UI99/
WCU99…, Lyngby. 6/98

July 1999
4–9 10th British Academic Conference in Otolaryngol-

ogy, London.10/97
5–8 6th International Congress on Sound and Vibra-

tions, Copenhagen.2/98

September 1999
1–4 15th International Symposium on Nonlinear Acous-

tics „ISNA-15…, Göttingen.10/97
15–17 *British Society of Audiology Annual Conference,

Buxton, UK. ~BSA, 80 Brighton Road, Reading
RG6 1PS, UK; Fax:144 0118 935 1915; e-mail:
bsa@b-s-a.demon.co.uk; www.b-s-a.demon.co.uk!

October 2000
3–5 WESTPRAC VII , Kumamoto.6/98
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BOOK REVIEWS

James F. Bartram
94 Kane Avenue, Middletown, Rhode Island 02842

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Deaf Architects & Blind Acousticians?—A
Guide to the Principles of Sound Design

Robert E. Apfel

Apple Enterprise Press, 25 Science Park, Box 4, New Haven,
CT 06511.
xii1105 pp. Price: $24.951 @2.00 S&H in USA, foreign delivery
available.

Perhaps the most difficult task that an accomplished acoustician can
meet is one of explaining the fundamentals of acoustics to a lay audience.
This was what Robert E. Apfel, a former president of ASA, set out to do and
he did it admirably in this new paperback,Deaf Architects & Blind
Acousticians?—A Guide to the Principles of Sound Design.The book is
intended to acquaint the architecture student, the architect, and the civic
planner, all of whom are likely to be mathematically challenged, with the
importance of including the acoustical environment in the overall design
plan. Because of Apfel’s fame as an effective teacher, this reviewer took a
gamble on adopting the text sight unseen for a course he is teaching in the
School of Architecture at the City College of New York. Judging from the
enthusiastic response on the part of the students, the gamble paid off. Apfel
effectively met the challenge of describing acoustical principles without
resorting to post-high school mathematics. As can be inferred from the title
of the book, Apfel is a very witty man, and he maintains that wit throughout
the text.

The introduction begins with a discussion of the nature of light and
sound and then launches into a description of high and low pitched sounds.
The essentialness of sound to bats and cetaceans, as well as to humans, are
outlined, and then the relationshipl5c/ f is discussed.

The mechanism of human hearing is described simply without ‘‘talk-
ing down’’ to the reader. Major aspects of psychoacoustics are touched
upon: sensitivity of human hearing according to frequency and sound level
intensity, the cocktail party effect, sensitivity to the change in decibels,
A-weighting of decibels, etc.

In the discussion of acoustic spaces, five general criteria are listed:~a!
sufficient loudness,~b! good distribution of sound everywhere,~c! adequate
clarity, ~d! absence of echoes, and~e! absence of extraneous sounds. A
simple but illuminating discussion of direct and indirect sound paths fol-
lows, with explanations of reverberation time and the effect of varying ab-
sorption coefficients of surrounding surfaces. Apfel describes the room as a
musical instrument complete with resonance modes, discusses the effect of
curved surfaces, and he includes several case studies~e.g., the Kresge Au-
ditorium at MIT, Teatro y Centro de Arte in Guyaquil, Ecuador, Jones Hall
in Houston, Texas!. The problem of designing a multi-purpose hall which
can function as an opera house and theater and concert hall is treated with a
description of how the interior architecture can be varied to meet the func-
tion. Apfel also stresses the importance of quiet HVAC operation and in-

stallation of a proper sound amplification system. He also enumerates the
reasons for quiet spaces; namely, protection against hearing loss, speech
interference, and annoyance. Construction techniques promoting acoustical
and vibrational isolation are described, complete with tables on transmission
loss ~TL! and sound transmission class~STC! for common building ele-
ments, and noise criteria~NC! ratings for acceptable background levels in a
room according to its usage. It would be useful to include a plot of NC
curves versus octave-band center frequency in this text. There is also a
discussion of classroom acoustics~after all, the modern science of architec-
tural acoustics began over a century ago with W. C. Sabine’s dealing with
an outrageously echoic Harvard lecture hall!!. Outdoor acoustic effects are
not forgotten—building layout can generate echoes between adjacent struc-
tures, foliage constitute ineffective noise barriers but berms can be effective,
and window placement should be configured away from noise sources and
positioned to avoid cross talk transmission from other windows. Four ap-
pendices follow the main text. Appendix A contains the sound absorption
data for common building materials and furnishings~including members of
an audience!, and Appendix B lists TL loss data for common building ele-
ments, Appendix C is one that should be reviewed almost at the onset of an
acoustics course for architectural students, for it constitutes a very brief
survey of simple mathematical techniques for dealing with logarithms and
decibels. Appendix D should not be skipped, for it deals with transmission
through simple and composite walls or floor–ceiling construction, complete
with examples~one example shows how a relatively small hole can greatly
deteriorate the effectiveness of an entire wall in insulating sound!. The only
glaring error in the entire book~aside from a couple of obvious typos!
appears on the sixth line of page 99, where an equation should read:

TL520510 log 1/t1

instead of

TL52051/t1 .

It should be noted that for each book purchased directly from Apple
Enterprise Press, $5.00 will be donated to the Acoustical Society Founda-
tion. For sales via other parties~e.g., bookstores and eventually www.ama-
zon.com!, there will be a proportionally smaller amount, depending on the
net return to the publisher.

In summation, this is a great text for use in courses for non-
acousticians. And in an era of $80-and-up textbooks, this paperback is a
downright steal.

N.B.: We have just learned that the error on page 99 will be found only
in those copies from the first printing, as it has been corrected in subsequent
printings.

DANIEL R. RAICHEL
CUNY Graduate School
Mechanical Engineering Department
City College of New York
New York, New York 10031

613 613J. Acoust. Soc. Am. 104 (2), Pt. 1, August 1998 0001-4966/98/104(2)/613/1/$15.00 © 1998 Acoustical Society of America



REVIEWS OF ACOUSTICAL PATENTS
Daniel W. Martin
7349 Clough Pike, Cincinnati, Ohio 45244

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception Incorporated, Box 39536, Los Angeles, California 90039
HARVEY H. HUBBARD, 325 Charleston Way, Newport News, Virginia 23606
SAMUEL F. LYBARGER, 101 Oakwood Road, McMurray, Pennsylvania 15317
D. LLOYD RICE, 11222 Flatiron Drive, Lafayette, Colorado 80026
ERIC E. UNGAR, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138

5,708,191

43.35.Zc ULTRASONIC FLUID DENSITOMETRY
AND DENSITOMETER

Margaret S. Greenwood and Jason C. Lail, assignors to Battelle
Memorial Institute

13 January 1998„Class 73/32 A…; filed 5 April 1996

An ultrasonic fluid densitometer has a wedge partially immersed in
fluid. The material of the wedge is selected to have an acoustic impedance
near that of the fluid. Ultrasonic transducers transmit and receive ultrasonic

signals internally reflected within the wedge. The density of the fluid is
determined from the measured reflection of ultrasound at the wedge-fluid
interface.—DWM

5,684,884

43.38.Fx PIEZOELECTRIC LOUDSPEAKER AND A
METHOD FOR MANUFACTURING THE SAME

Chitose Nakayaet al., assignors to Hitachi Metals, Ltd.
4 November 1997„Class 381/190…; filed in Japan 31 May 1994

An improved piezoelectric loudspeaker is made up of a sheet in which
multiple piezoelectric devices are arranged in an organic material, an im-
pedance matching support layer that maintains desired curvature, and a sup-
port frame. The patent includes numerous illustrations and response
graphs—GLA

5,682,434

43.38.Ja WEARABLE AUDIO SYSTEM WITH
ENHANCED PERFORMANCE

James H. Boyden, assignor to Interval Research Corporation
28 October 1997„Class 381/187…; filed 7 June 1995

You can enjoy your very own personal stereo system without wearing
earphones. Sound pressure produced by transducers in cavity50 is con-
ducted through tubes56 and58 to suitable locations near the wearer’s ears.
Additional tweeters60 and 62 reproduce left and right high-frequency in-
formation. The chamber and tubes form a Helmholtz resonator which,

through suitable geometry, can have a resonance frequency of around 150
Hz, and presumably produce constant amplitude at the user’s ears below this
frequency, ‘‘...consistent with using a transducer or array with sufficient
displacement to yield desired output acoustic pressures.’’—GLA

5,710,395

43.38.Ja HELMHOLTZ RESONATOR
LOUDSPEAKER

Paul Wilke, Vienna, Austria
20 January 1998„Class 181/153…; filed 28 March 1995

If you had hoped to make your fortune by converting unsold barbecue
kettles into loudspeaker enclosures, the idea is probably covered in this
patent. Among other goals, the novel shape provides ‘‘...a speaker enclosure
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fabricated from a thin material without requiring the use of additional sound
absorbing material.’’—GLA

5,715,322

43.38.Ja THROAT DEVICE INTERCONNECTING A
PLURALITY OF DRIVE UNITS AND A HORN

Tsutomu Yoshioka et al., assignors to TOA Corporation
3 February 1998„Class 381/182…; filed in Japan 25 August 1992

In high-power public address systems it is sometimes desirable to
couple two or more high-frequency drivers to a single horn. Conventional
‘‘Y’’ or ‘‘T’’ couplers may introduce unwanted high-frequency rolloff be-
cause of unequal path lengths and resulting phase interference. Most such

devices couple circular driver apertures to a circular horn throat. However,
the throat of a constant-directivity horn might just as well be a narrow
rectangle, which can be split into two even narrower slits, allowing phase-
coherent summation through the full bandwidth of the drivers.—GLA

5,710,752

43.38.Ne APPARATUS USING ONE OPTICAL
SENSOR TO RECOVER AUDIO INFORMATION
FROM ANALOG AND DIGITAL SOUNDTRACK
CARRIED ON MOTION PICTURE FILM

Charles Gordon Seagraveet al., assignors to Dolby Laboratories
Licensing Corporation

20 January 1998„Class 369/97…; filed 7 June 1995

This is the latest continuation-in-part of four earlier filings dating back
to February 1991. The patent document is clearly written and describes
Dolby’s analog/digital film recording system in detail.—GLA

5,692,042

43.38.Si SPEAKERPHONE CONTROLLED BY A
COMPARATOR WITH HYSTERESIS

Frank Sacca, assignor to Casio PhoneMate, Incorporated
25 November 1997„Class 379/387…; filed 31 May 1995

Speakerphones try to maintain the illusion of full duplex communica-
tion while controlling send and receive gains in a manner that prevents
acoustic feedback. The speakerphone utilizes inexpensive analog circuitry
and a standard telephone line interface. The patent document includes a
good comparison of other schemes and clearly explains the operation of the
design.—GLA

5,706,344

43.38.Si ACOUSTIC ECHO CANCELLATION IN AN
INTEGRATED AUDIO AND TELECOMMUNICATION
SYSTEM

Brian M. Finn, assignor to Digisonix, Incorporated
6 January 1998„Class 379/410…; filed 29 March 1996

Consider the problems inherent in a dual-location conference. At each
location there is a speaker’s podium with a microphone connected to the
local speech amplification system. But each amplification system must also
reproduce speech from the other location. The two systems are typically
connected via a dial-up telephone link. The patent describes a ‘‘robust’’
echo cancellation scheme employing a modified FIR LMS filter.—GLA

5,680,464

43.38.Vk SOUND FIELD CONTROLLING DEVICE

Masayuki Iwamatsu, assignor to Yamaha Corporation
21 October 1997„Class 381/18…; filed in Japan 30 March 1995

The device is intended for use in home theaters. Sound tracks encoded
in various Dolby formats are processed to provide the kind of spacious,
enveloping surround sound that would be heard in an exhibition theater.
Four surround loudspeakers are required for playback and each is driven
from its own synthesized surround channel.—GLA

5,692,050

43.38.Vk METHOD AND APPARATUS FOR
SPATIALLY ENHANCING STEREO AND
MONOPHONIC SIGNALS

Timothy J. Hawks, assignor to Binaura Corporation
25 November 1997„Class 381/1…; filed 15 June 1995

The system encompasses a broad range of features intended to enhance
stereophonic signals, to transform mono into enhanced pseudo-stereo, and
various combinations thereof. In all cases, monophonic compatibility is
maintained. The patent document includes considerable mathematics and 20
circuit diagrams. More than 60 previous patents are referenced.—GLA

5,703,955

43.38.Vk METHOD AND APPARATUS FOR
MULTICHANNEL SOUND REPRODUCTION

Peter Felset al., assignors to Deutsche Telekom AG
30 December 1997„Class 381/18…; filed in Germany 9 November

1994

Even with five discrete channels available for stereophonic recording
and reproduction, seating locations for good listening may be limited to a
relatively small area, depending upon one’s definition of good listening. To
what extent can everyone in the audience be presented with the same overall
stereo sound stage while maintaining accurate localization of individual
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sound sources? This is a method of processing and combining signals to
achieve ‘‘... a higher proportion in the overall room size for acoustic/visual
use.’’ The patent document is short and interesting.—GLA

5,710,818

43.38.Vk APPARATUS FOR EXPANDING AND
CONTROLLING SOUND FIELDS

Toshitaka Yamato et al., assignors to Fujitsu Ten Limited
20 January 1998„Class 381/1…; filed in Japan 1 November 1990

This is yet another method for correcting the asymmetric geometry of
listener and loudspeakers in an automobile. Numerous charts and illustra-
tions help to explain how the goal is accomplished and why the apparatus is
an improvement.—GLA

5,687,948

43.40.Tm VIBRATION ISOLATION SYSTEM
INCLUDING A PASSIVE TUNED VIBRATION
ABSORBER

Gerald P. Whiteford and Paul T. Herbst, assignors to Lord
Corporation

18 November 1997„Class 248/635…; filed 26 September 1995

This patent describes several arrangements in which an elastomeric
mount is combined with one or more tuned vibration absorbers, with each
absorber consisting of a mass and an elastomeric resilient element. The
absorbers are to be tuned so that their natural frequencies are between about
0.90 and 0.99 times the machinery’s dominant operating frequency, and are
intended at this operating frequency to increase the impedance against
which the isolator acts, thus increasing its isolation effectiveness.—EEU

5,684,249

43.40.Yq GROUND VIBRATION PROPERTIES
DETECTION METHOD AND EQUIPMENT THEREOF

Yorimasa Abe et al., assignors to Fe Lime Industry Corporation
and Western Japan Geography Survey Company

4 November 1997„Class 73/146…; filed in Japan 15 November 1995

This patent relates to the measurement of the vibrations induced in
road surfaces by loads that simulate those associated with vehicle passages.
A device is described for dropping selected heavy weights from various
heights onto the road surface, either one time or repetitively at selected
repetition rates. A cushioning arrangement between the impacting weight
and the road is used to reduce the noise, to protect the road surface, and to
ensure that the weight impacts on a flat surface rather than on a potentially
irregular road surface. The resulting road surface vibrations are sensed con-
ventionally by accelerometers placed at various distances from the impact
point and are evaluated by means of Japanese standard vibration level
recorders.—EEU

5,619,179

43.50.Fe METHOD AND APPARATUS FOR
ENHANCING ELECTRONICALLY GENERATED
SOUND

Blaine Smith, assignor to Sharper Image Corporation
8 April 1997 „Class 340/384.72…; filed 31 October 1994

A personal sound masking device includes independent noise genera-
tors for right and left channels. A variety of effects can then be produced by
controlling clock rates and processing the two signals.—GLA

5,676,300

43.50.Gf SOUND REDUCTION APPARATUS FOR
PNEUMATIC NAILING MACHINE

Takashi Nakazato and Masaru Sekita, assignors to Max Co.
14 October 1997„Class 227/130…; filed in Japan 7 November 1994

This patent relates to the control of noise from the exhaust air of
nailing machines. The exhaust air is ducted into an expansion chamber from
which it flows to the atmosphere through a number of slits. The detailed
geometry of the slits and their enlarged area results in a lower velocity and
less turbulent exhaust flow which in turn generates lower exhaust flow noise
levels.—HHH

5,680,889

43.50.Gf LOW NOISE BALL VALVE ASSEMBLY

Henry W. Boger, assignor to Dresser Industries, Incorporated
28 October 1997„Class 137/625.32…; filed 23 September 1996

This patent relates to the control of noise in ball valves used for the
throttling of compressible fluids. The rotable ball portion of the valve is
configured in such a manner that the fluid flows through a large number of
smaller passages, thus producing aerodynamic noise having relatively high
frequencies. Since these high frequencies are not effective in exciting struc-
tural vibrations in the downstream piping system, less associated noise is
radiated to the surrounding areas.—HHH

5,696,360

43.50.Gf SOUND ABSORBING MOTOR MOUNT
FOR ELECTRICAL ACTUATING DRIVES IN MOTOR
VEHICLES

Peter Tiemeyer, assignor to Siemens Aktiengesellschaft
9 December 1997„Class 181/205…; filed in European Patent Office

8 August 1994

This patent applies to the sound-absorbing mounting of electrical ac-
tuating devices in motor vehicles. Elastic sound-absorbing intermediate lay-
ers, which are subjected substantially to tensile stresses, are coupled be-

tween the mounting part and the carrier part. These axial direction members,
which run essentially like webs, are manufactured as injection molded plas-
tic parts attached to either the mounting or carrier parts.—HHH
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5,702,231

43.50.Gf APPARATUS AND METHOD FOR
REDUCING NOISE EMISSIONS FROM A GAS
TURBINE ENGINE INLET

Robert P. Dougherty, assignor to The Boeing Company
30 December 1997„Class 415/119…; filed 9 August 1996

This patent relates to the control of fan noise emissions in the forward
direction during takeoff and landing of turbofan engine powered airplanes.
Beneficial changes in the noise radiation patterns are said to occur by means
of selective and asymmetric application of passive acoustical linings~hon-
eycomb with perforated surface sheets! in the region of the forward extremi-
ties of the nacelle.—HHH

5,709,440

43.50.Gf TRACK NOISE SUPPRESSION

Gaetan Lecours, assignor to Bombardier, Inc., Montreal, Canada
20 January 1998„Class 305/178…; filed 1 February 1995

This patent relates to the control of noise from tracked vehicles such as
snowmobiles. It is said that unpleasant pure tone noise can be greatly re-
duced by ensuring that the driving lugs of the endless belt track of rein-
forced rubber are offset transversely, and that the ground engaging lugs have
a variable longitudinal spacing.—HHH

5,713,161

43.50.Gf NOISE PROTECTION SCREEN

Arend Johan Veldhoen, assignor to Durisol Materials Limited
3 February 1998„Class 52/144…; filed in The Netherlands 4 Febru-

ary 1994

This patent relates to the use of free-standing walls for noise shielding,
as, for instance, along roadways. Absorbent materials and tuned resonators
are included to give noise reduction over a range of frequencies. A unique

feature of construction is the use of wood fiber concrete elements for
absorption.—HHH

5,707,338

43.64.Ha STAPES VIBRATOR

Theodore P. Adams et al., assignors to St. Croix Medical,
Incorporated

13 January 1998„Class 600/25…; filed 2 August 1996

The patent shows a piezoelectric transducer mounted between the neck
and the footplate of the stapes to vibrate the oval window or perilymph of
the cochlea. An electronic unit supplies the electrical input signal. The ar-
rangement is said to be advantageous for middle-ear implantable systems.—
SFL

5,729,612

43.66.Qp METHOD AND APPARATUS FOR
MEASURING HEAD-RELATED TRANSFER
FUNCTIONS

Jonathan Stuart Abel and Scott Haines Foster, assignors to
Aureal Semiconductor, Incorporated

17 March 1998„Class 381/56…; filed 5 August 1994

This method and apparatus is intended to derive head-related transfer
functions specific to the particular listener involved~depending upon indi-
vidual anatomical properties!. Transducer210 generates a sound field in
response to a test signal from control100. Transducers309 in the left ear
and 310 in the right ear respond to the sound field by sending signals to
control 100. Position sensors220 at or near transducer210, and 320
mounted on the test subject’s head, provide signals to control100 to estab-

lish the relative positions. The patent shows a flow diagram of a process for
deriving head-related transfer functions that are said to eliminate the need
for anechoic surroundings, to reduce effects of test subject movements dur-
ing measurements, to eliminate inaccuracies caused by acoustic effects in
the ear canal, and to eliminate inaccuracies introduced by transducer acous-
tical properties. Six of the referenced publications are from thisJournalover
the time period from 1977–1992.—DWM

5,717,770

43.66.Ts PROGRAMMABLE HEARING AID WITH
FUZZY LOGIC CONTROL OF TRANSMISSION
CHARACTERISTICS

Oliver Weinfurtner, assignor to Siemens Audiologische Technik
GmbH

10 February 1998„Class 381/68.2…; filed in European Patent Office
23 March 1994

The use of a fuzzy logic controller in modern, programmable hearing
aids is said to improve the signal processing functions, particularly for
adapting the dynamic range of the input signal to the generally restricted
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dynamic range of the hearing impaired person. Circuits for producing the
desired processing are shown.—SFL

5,717,771

43.66.Ts PROGRAMMABLE HEARING AID MEANS
WORN IN THE AUDITORY CANAL

Joseph Saueret al., assignors to Siemens Audiologische Technik
GmbH

10 February 1998 „Class 381/68.6…; filed in Germany 1 March
1995

The patent shows an electrical line connected to a programmable hear-
ing aid worn in the auditory canal. At the ear canal entrance the outer end of

the line is provided with a connector5 to which signals from programming
equipment can be transmitted with the hearing aid in place.—SFL

5,718,001

43.66.Vt PROTECTIVE EAR COVERING DEVICE

Jacquelin E. Wright, Alexandria, VA
17 February 1998„Class 2/209…; filed 24 May 1996

The patent shows a pair of ear coverings joined by a hollow strap
under the chin. A drawstring with its ends under the chin permits tightening
the fit of the coverings as desired.—SFL

5,718,002

43.66.Vt HEARING PROTECTIVE EYEWEAR

Ronald M. Pavlac, Eagan, MN
17 February 1998„Class 2/423…; filed 7 January 1997

The patent shows a pair of protective safety glasses with extensions
added to cover the ears partially.—SFL

5,704,000

43.72.Ar ROBUST PITCH ESTIMATION METHOD
AND DEVICE FOR TELEPHONE SPEECH

Kumar Swaminathan and Murthy Vemuganti, assignors to
Hughes Electronics

30 December 1997„Class 395/2.16…; filed 10 November 1994

This LP residual autocorrelation pitch tracker computes the autocorre-
lation of the LP residual for speech segments of 7.5-ms duration. The pitch
candidates from each segment are then combined using a smoothing process
based on a distortion minimization technique.—DLR

5,710,865

43.72.Ar METHOD OF BOUNDARY ESTIMATION
FOR VOICE RECOGNITION AND VOICE
RECOGNITION DEVICE

Yoshiharu Abe, assignor to Mitsubishi Denki Kabushiki Kaisha
20 January 1998„Class 395/2.57…; filed in Japan 22 March 1994

This voice endpoint detection system uses hidden Markov model
~HMM ! techniques to evaluate the probability that a beginning or ending
voice endpoint has occurred during an analysis interval. Specific state se-
quences in the HMM are trained to match the speech endpoints for specific
utterance initial and final phonemes.—DLR

5,706,394

43.72.Dv TELECOMMUNICATIONS SPEECH
SIGNAL IMPROVEMENT BY REDUCTION OF
RESIDUAL NOISE

Woodson Dale Wynn, assignor to AT&T
6 January 1998„Class 395/2.28…; filed 30 November 1993

This noise reducer operates on line spectral pair~LSP! speech data to
reduce the effect of background noise on the transmitted speech signal. A
noise spectrum is accumulated by averaging nonspeech frames identified by

voice detection. The LSP coefficients are then time smoothed and the result-
ing spectra are further refined based on knowledge of the background
spectrum.—DLR
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5,710,862

43.72.Dv METHOD AND APPARATUS FOR
REDUCING AN UNDESIRABLE CHARACTERISTIC
OF A SPECTRAL ESTIMATE OF A NOISE
SIGNAL BETWEEN OCCURRENCES OF VOICE
SIGNALS

Steven Adam Urbanski, assignor to Motorola, Incorporated
20 January 1998„Class 395/2.35…; filed 30 June 1993

This speech noise reduction system includes a speech activity detector
and averages the signal spectrum during nonspeech periods. Spectral sub-
traction is performed using the average spectrum to modify the transmitted
signal during nonspeech periods.—DLR

5,699,480

43.72.Ew APPARATUS FOR IMPROVING
DISTURBED SPEECH SIGNALS

Rainer Martin, assignor to Siemens Aktiengesellschaft
16 December 1997„Class 395/2.14…; filed in Germany 7 July 1995

When a patient is placed into the magnetic field of a tomography
machine, a microphone allowing patient-to-doctor communication is said to
pick up large amounts of disturbing noise, presumably mostly low-
frequency noise. In this apparatus, two independent microphone channels

are divided into three bands, with each band being separately processed. A
low band is high-pass filtered. A mid-band is weighted so as to be particu-
larly sensitive to speech pauses. A high band is damped during pauses. The
signals are recombined to produce clean output speech.—DLR

5,692,098

43.72.Gy REAL-TIME MOZER PHASE RECODING
USING A NEURAL-NETWORK FOR SPEECH
COMPRESSION

Michael Thomas Kurdziel, assignor to Harris
25 November 1997„Class 395/2.11…; filed 30 March 1995

This patent uses a neural network to implement the Mozer phase ad-
justment method of speech compression as patented in the early 1980s. The
input speech signal is whitened to remove spectral tilt, and spectral magni-
tudes are determined by Fourier transform. A neural net performs a Mozer
phase encoding on the magnitude spectrum. After an inverse transform, half
of the signal has values near zero and need not be transmitted.—DLR

5,699,479

43.72.Gy TONALITY FOR PERCEPTUAL AUDIO
COMPRESSION BASED ON LOUDNESS
UNCERTAINTY

Jonathan Brandon Allen et al., assignors to Lucent Technologies,
Incorporated

16 December 1997„Class 395/2.14…; filed 6 February 1995

This speech compression system makes use of some new findings in
the psychoacoustics of hearing to compute a better masking function for the
perceptual weighting used to reduce the impact of quantization noise. New

studies have shown that masking levels are a function of the loudness un-
certainty. This system uses an amplitude variation measure to approximate
the desired masking levels.—DLR

5,701,390

43.72.Gy SYNTHESIS OF MBE-BASED CODED
SPEECH USING REGENERATED PHASE
INFORMATION

Daniel W. Griffin and John C. Hardwick, assignors to Digital
Voice Systems, Incorporated

23 December 1997„Class 395/2.15…; filed 22 February 1995

In a multiband excitation~MBE! vocoder, the speech signal is filtered
into bands and voiced/unvoiced decisions are made independently for each
band. This patent presents a MBE vocoder in which special attention is
given to maintaining the correct phase of harmonic components within those
bands selected as voiced.—DLR

5,704,001

43.72.Gy SENSITIVITY WEIGHTED VECTOR
QUANTIZATION OF LINE SPECTRAL
PAIR FREQUENCIES

William R. Gardner, assignor to QUALCOMM, Incorporated
30 December 1997„Class 395/2.28…; filed 4 August 1994

In this line spectral pair~LSP! vocoder, linear prediction vectors are
first computed for each speech frame. The LP coefficients are converted to
LSPs in a way that provides a sensitivity measure for each pair. The LSPs
are then quantized using the sensitivity measures to minimize the overall
spectral distortion.—DLR

5,704,002

43.72.Gy PROCESS AND DEVICE FOR MINIMIZING
AN ERROR IN A SPEECH SIGNAL USING A
RESIDUE SIGNAL AND A SYNTHESIZED
EXCITATION SIGNAL

Dominique Massaloux, assignor to France Telecom Etablissement
30 December 1997„Class 395/2.29…; filed in France 12 March 1993

A large class of speech vocoders uses a long-term predictor~LTP!
typically consisting of from one to three predictor coefficients applied at
time indices offset by a long-term delay coefficient. This device speeds up
the process of finding optimal LTP coefficients through the use of a pre-
defined LTP dictionary having a roughly logarithmic rate of change of delay
values.—DLR
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5,706,392

43.72.Gy PERCEPTUAL SPEECH CODER AND
METHOD

Randy G. Goldberg and James L. Flanagan, assignors to Rutgers,
The State University of New Jersey

6 January 1998„Class 395/2.19…; filed 1 June 1995

This multiband excitation~MBE! speech vocoder uses the masking
characteristics of human auditory perception to limit the bandwidth required
for high-quality reproduction. Following MBE analysis, coded frames are

passed to a masker module to determine whether any or all parts of the
frame are inaudible due to masking. If so, the bits which would be trans-
mitted for those portions are discarded.—DLR

5,704,006

43.72.Ja METHOD FOR PROCESSING SPEECH
SIGNAL USING SUB-CONVERTING FUNCTIONS
AND A WEIGHTING FUNCTION TO PRODUCE
SYNTHESIZED SPEECH

Naoto Iwahashi, assignor to Sony Corporation
30 December 1997„Class 395/2.68…; filed in Japan 13 September

1994

This speech synthesis system is based on the analysis of human speech
such that the output quality is improved and a particular voice pattern can be
produced. The analysis consists of the determination of a set of weightings
in the form of radial basis functions which may be used to map the linear

prediction spectral vectors from one speaker’s configuration to that of an-
other. Mapping functions may be obtained with a small amount of training
speech, but improve when more training is available.—DLR

5,689,618

43.72.Kb ADVANCED TOOLS FOR SPEECH
SYNCHRONIZED ANIMATION

Elon Gasper and Richard Wesley, assignors to Bright Star
Technology, Incorporated

18 November 1997„Class 395/2.85…; filed 19 February 1991

This tool for generating lip-synchronized video displays uses a simple
table-lookup approach to associate lip shapes with speech sounds. The sys-
tem can create animated figures which can be used as is or as a guide in

overlaying other footage of real actors, etc. A control language gives the
sequence designer considerable flexibility in constructing images lip synced
to a given script. The figure shows a few examples.—DLR

5,696,819

43.72.Kb SPEECH COMMUNICATION APPARATUS

Shinichi Suizu and Yuji Umemoto, assignors to Kabushiki Kaisha
Toshiba

9 December 1997„Class 379/390…; filed in Japan 29 January 1993

This telephone speech enhancer includes both a typical echo canceller
circuit and a center clipping stage to remove any remaining low-level echo
signal. The center clipping circuit is disabled under certain conditions de-
pending on the setting of a receiver volume control and the received and
transmitted channel gain settings.—DLR

5,704,004

43.72.Ne APPARATUS AND METHOD FOR
NORMALIZING AND CATEGORIZING LINEAR
PREDICTION CODE VECTORS USING BAYESIAN
CATEGORIZATION TECHNIQUE

Tze Fen Li et al., assignors to Industrial Technology Research
Institute, Taiwan

30 December 1997„Class 395/2.52…; filed 1 December 1993

This patent discloses the comparator portion of a speech recognition
system based on syllable pattern matching. The LP cepstral coefficients for
a number of frames covering a syllable are reduced by time normalization to
a set of standard syllable features. A probability-based comparison between
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standard and test features yields the syllable classification for the speech
segment.—DLR

5,704,005

43.72.Ne SPEECH RECOGNITION APPARATUS
AND WORD DICTIONARY THEREFOR

Hitoshi Iwamida, assignor to Fujitsu Limited
30 December 1997„Class 395/2.63…; filed in Japan 28 January

1994

The patent describes more or less typical phonetic speech recognition
systems except that the basic recognition unit is not phoneme sized but a
phoneme sequence called a ‘‘subword.’’ The word dictionary gives the
‘‘spelling’’ of each word in subwords and includes a weighting value for the
importance of each subword match to the overall word matching score.—
DLR

5,710,864

43.72.Ne SYSTEMS, METHODS AND ARTICLES OF
MANUFACTURE FOR IMPROVING RECOGNITION
CONFIDENCE IN HYPOTHESIZED KEYWORDS

Biing-Hwang Juang et al., assignors to Lucent Technologies,
Incorporated

20 January 1998„Class 395/2.47…; filed 29 December 1994

In this keyword spotter system, the test input utterance is matched
against a variety of word models, including the target words and a number
of closely competing nontarget words. Relative scores between target words
and competing false targets indicate when a keyword has been spoken.—
DLR

5,723,804

43.75.Gh ELECTRIC MONOPHONIC/
STEREOPHONIC STRINGED RESONATOR
INSTRUMENT

D. Michael Replogle, assignor to Gibson Guitar Corporation
3 March 1998 „Class 84/726…; filed 10 July 1996

Some acoustic guitars~DOBRO® and NATIONAL! have resonator
assemblies mounted in the body which mechanically amplify the sound
produced when the strings are played, and which add distinctive timbral
characteristics to the tone. In this patent, in addition to a string vibration
pickup, there is a vibration transducer mounted on the resonator. The pickup
and resonator outputs are separately amplified and either mixed for a mono-
phonic output channel or supplied separately to stereophonic output
channels.—DWM

5,723,805

43.75.Gh VIBRATION TRANSDUCER DEVICE FOR
STRINGED MUSICAL INSTRUMENTS

Robert J. Lacombe, Ville Ste-Catherine, PQ, Canada
3 March 1998 „Class 84/727…; filed 12 July 1996

Under and separate from metallic strings30 of this guitar are three
magnetic field generating bars32, 34, and36. Each bar contains cylindrical
magnets alternately polarized to create for each string a separate magnetic

field within which to vibrate, generating electric potentials in each string for
separate amplification or other electronic processing in mixer38.—DWM

5,717,155

43.75.Tv SYNTHESIZER DETECTING PITCH AND
PLUCKING POINT OF STRINGED INSTRUMENT
TO GENERATE TONES

Andreas Szalay, assignor to Yamaha Corporation
10 February 1998„Class 84/723…; filed in Japan 16 June 1995

Electronic synthesizers are often connected to electric guitar outputs
for generating accompanying synthesized tones under the control of the
output from the guitar pickups. The pickup output signal is typically de-
tected by the synthesizer for frequency coordination of the guitar tone with
the synthesizer tone. In this patent the plucking point is also detected ‘‘in

order to control a timbre in response to the plucking point.’’ The plucking
point is detected by having two frequency detectors operating at different
speed with an additional detector processing the waveform signal ‘‘to mea-
sure a time interval between a pair of the peaks so as to detect a plucking
point.’’—DWM
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5,726,374

43.75.Tv KEYBOARD ELECTRONIC MUSICAL
INSTRUMENT WITH GUITAR EMULATION
FUNCTION

Paul B. Vandervoort, Reno, NV
10 March 1998„Class 84/638…; filed 21 November 1995

This polyphonic electronic keyboard musical instrument triggers ar-
peggio chords to simulate a strumming guitar sound. Signals resulting from
chord or key selection are triggered sequentially or alternately at a selectable
rate. Two arpeggiated chords of alternating direction may be produced ‘‘as
a result of one triggering device cycle@cycling# from one state to the other
and back again.’’—DWM

5,717,769

43.80.Qf ADAPTER FOR REVERSIBLE
CONVERSION OF STANDARD STETHOSCOPES
TO MULTIMEDIA AND TELEMEDICINE
READY STETHOSCOPES

Christopher A. Williams, Wallingford, PA
10 February 1998„Class 381/67…; filed 10 February 1995

The patent shows a T-shaped adapter that is placed in the tube from
the chest piece to the binaurals of a stethoscope to allow it to function in the
usual manner. A microphone is placed in the bottom leg of the T to provide
an electrical signal for electronic storage, etc.—SFL
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Measurements of macrosonic standing waves in oscillating
closed cavitiesa)

Christopher C. Lawrenson, Bart Lipkens, Timothy S. Lucas, David K. Perkins, and
Thomas W. Van Doren
MacroSonix Corporation, 1570 East Parham Road, Richmond, Virginia 23228

~Received 6 November 1997; revised 30 April 1998; accepted 4 May 1998!

Measurements of macrosonic standing waves in gases in oscillating closed cavities are shown. The
strong dependence of the pressure waveform upon cavity shape is demonstrated. This dependence
is exploited to provide control of harmonic phase and amplitude, thus avoiding shocks and enabling
resonant waveforms to reach macrosonic pressures. The exploitation of this dependence is referred
to as resonant macrosonic synthesis~RMS!. Power is delivered to the cavity by oscillating it with
a linear actuator~entire resonator drive!. Standing wave overpressures in excess of 340% of ambient
pressure are demonstrated in RMS cavities, compared to maximum overpressures of 17% observed
in cylindrical resonators. Ratios of maximum to minimum pressures of 27 were observed in RMS
cavities compared to 1.3 for cylinders. Measurements are shown for four axisymmetric cavity
shapes: cylinder, cone, horn-cone hybrid, and bulb. Cavities were filled with nitrogen, propane, or
refrigerant R-134a~1,1,1,2-tetrafluoroethane!. Physical effects which can be observed at macrosonic
pressures are demonstrated. These effects include nonlinearly generated dc pressures of 40% of
ambient pressure as well as hardening and softening resonance behavior for the same gas but
different cavity shape. RMS, together with the entire resonator drive, provides high-power
transduction of energy through resonant sound waves and opens a wide range of new commercial
applications for macrosonic waves. ©1998 Acoustical Society of America.
@S0001-4966~98!04508-1#

PACS numbers: 43.10.Ln, 43.25.Gf@MAB #

INTRODUCTION

Nonlinear effects in high-amplitude standing waves are
strongly dependent on the interior shape of the resonant cav-
ity ~resonator!. Precise exploitation of this dependency com-
prises the subject of this paper, and constitutes a new tech-
nology referred to as resonant macrosonic synthesis~RMS!.

In this paper experimental results for mechanically
driven standing waves in gases show peak acoustic overpres-
sures exceeding 340% of ambient pressure, with correspond-
ing peak-to-peak pressures of over 1.37 MPa. At this pres-
sure, calculations using the model developed by Il’inskii
et al.1 show Mach numbers exceeding 0.50. By comparison,
the literature reports overpressures up to 10% of ambient for
mechanically driven standing waves,2–5 50% of ambient for
thermoacoustically driven standing waves,6 and approxi-
mately 50% of ambient for combustion-driven Helmholtz
resonators.7

High-amplitude waveform distortion caused by the non-
linear properties of a fluid can lead to the formation of shock
waves. Shocks are particularly relevant to the topic of high-
amplitude waves since they can impose overpressure limits.
~Overpressure is defined as the difference between the
wave’s peak pressure and the medium’s ambient pressure!.
For finite-amplitude plane traveling waves, the pressure limit
imposed by shock formation is known asacoustic

saturation.8 Acoustic saturation can occur for waves propa-
gating in a free-field and in waveguides.

Significant experimental and theoretical work has been
conducted in the field of finite-amplitude standing acoustic
waves in gases. Yet, little experimental attention seems to
have been directed towards the question of how large an
overpressure can be achieved. A particularly relevant ques-
tion is whether acoustic saturation will invariably lead to
overpressure limits for standing waves in gases, as is the case
for plane traveling waves.

Researchers have asserted that overpressure limits do
exist. Keller9 derived the piston displacement amplitude for
which shocks will occur in both progressive waves and for
standing waves in a tube. Keller states that this limiting am-
plitude is the same for both progressing and standing sound
waves, without distinguishing as to what effect a particular
resonator geometry may have on this limiting amplitude.
Temkin10 began a paper on standing shock waves in tubes by
stating, ‘‘the amplitudes of propagating and standing acous-
tic waves of finite strength in fluids have limiting values that
are of practical interest.’’ Swift11 stated that standing wave
amplitudes in gases are likely to be limited to Mach numbers
of less than 0.10 by nonlinear effects. The questions regard-
ing standing wave overpressure limits appear to have re-
mained open.

In this paper we show overpressure amplitudes which
far exceed previously predicted and demonstrated values.
Consequently, an important relative comparison can be
made. In gases, mechanically driven standing waves can now

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.
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provide pressures across a domain once offered only by posi-
tive displacement and kinetic machines.

A. Resonant macrosonic synthesis

Resonant macrosonic synthesis is defined as the synthe-
sis, or deliberate shaping, of a resonant acoustic waveform
by designing the shape of the resonator to give the desired
result.12 In other words, RMS exploits the influence of the
shape of the cavity upon the phases and amplitudes of har-
monic components of the wave in order to synthesize a de-
sired waveform.

The following terms are used throughout this paper.
Harmonic amplituderefers to the amplitude of a particular
harmonic component of a pressure waveform.Harmonic
phaserefers to the phase of a particular harmonic component
of a pressure waveform with respect to the fundamental fre-
quency component of the waveform. The fundamental com-
ponent of the pressure waveform is referenced as the first
harmonic.

A specific resonator shape exhibits a unique modal spec-
trum. It has been known for some time that the amplitude
and phase of harmonics of a standing wave are influenced by
the modal spectrum of the cavity in which the standing wave
is excited.13 If each harmonicm of a family of harmonics is
frequency coincident with a moden of a family of modes of
the resonator form51 to `, then the resonator is referred to
as consonant.14 Conversely, if the harmonics are not fre-
quency coincident with modes, then we refer to the resonator
as dissonant. Real resonators always have some degree of
dissonance due to the dispersive effects of energy dissipation
as well as geometric imperfections. Dissonance plays an im-
portant role in determining the nonlinear characteristics of a
resonator.

High-amplitude sine waves have been desirable for
many applications of finite-amplitude standing waves. For
example, in the field of thermoacoustics, the additional en-
ergy dissipation associated with harmonics reduces system
efficiency.4,15 A further example is the calibration of high-
intensity microphones where high-amplitude sine waves with
low harmonic generation are sometimes required.3 Thus, it
seems the typical use of dissonance for finite-amplitude
standing waves was to eliminate, or at least to minimize,
unwanted harmonics. When primary importance is given to
reducing harmonic amplitude, then little attention need be
given to harmonic phase.

In contrast, harmonics provide the raw materials, or syn-
thesis building blocks, of RMS. By controlling both har-
monic phase and amplitude it is possible to synthesize a
continuum of extremely high overpressure unshocked wave-
forms, including sine waves. The factors which make this
possible, and which we will demonstrate in this paper, are:
~i! shocks occur only when harmonics possess a particular
phase and amplituderelative to the fundamental, ~ii ! the rela-
tive phase and amplitude of harmonics can be controlled
with resonator shape, and~iii ! the overpressure at which
shock waves and saturation occur is strongly dependent on
resonator shape. When combined, these principles lead to the
simple concept of RMS. Out of the infinite family of possible
synthesized macrosonic waveforms, shocks are merely a spe-

cial case. Thus, unshocked waveforms can be synthesized at
extremely high overpressures.

Pressure waves of several different shapes are demon-
strated in this paper. As alluded to above, the shape of the
wave depends on both the amplitudes and the phases of the
harmonics relative to the fundamental. An example of how
phase affects the waveform is given by using this equation:

p~ t !5 (
n50

`
1

n
cosS nv1t1

pfn

180D , ~1!

wherev1 is the fundamental frequency~in rad/s! andfn is
the phase angle in degrees of the harmonicn relative to the
fundamental. Note thatf1 , the phase angle of the fundamen-
tal with respect to itself, is always 0 degrees.

Figure 1 shows three waveforms generated by Eq.~1!
for the first 40 harmonics. For all three waveforms the har-
monic amplitudes 1/n are identical and only the phasesfn

are changed. For alln such thatfn5f, asf is varied from
0 to 180 degrees an exact sawtooth waveform appears when
f590 degrees. We refer thef50 degrees waveform as au
wave, and thef5180° waveform as anm wave. Examples
of all of these waveforms, as well as variations of them, are
given in the results section.

B. Resonators

With proper design, simple resonator geometries can
provide quite dramatic results. In this paper measurements of
macrosonic standing waves in rigid closed axisymmetric
cavities are shown. Data is presented for a cylinder, a cone, a
composite shape with an exponential horn section and a
conical section, and a bulb-type shape.

Noncylindrical resonators are, in general, dissonant;
modal frequencies are not integer multiples of the fundamen-

FIG. 1. Waveforms constructed with identical harmonic amplitudes but dif-
ferent phases.
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tal mode frequency. This is not the case for purely axial
modes in a rigid-walled cylindrical cavity with rigid end
caps.

Analytical methods for accurately predicting the wave-
form within an arbitrarily shaped resonator are beyond the
scope of this paper. A companion paper provides details re-
garding a specific analytical approach.1

As mentioned previously, when harmonic wavelengths
become small with respect to the dimensions of the resona-
tor, it becomes more difficult to provide a desired harmonic
phase. This difficulty is compounded by the fact that the
modal spectral density increases substantially with fre-
quency. The inability to control harmonic phases at higher
frequencies can lead to the formation of what we refer to as
micro-shocks. The shock front of a micro-shock does not
span the entire peak-to-peak pressure of the waveform, as is
the case for a sawtooth-type shock wave. Micro-shocks can
appear as high-frequency spikes on the pressure waveform.
The family of harmonics comprising a micro-shock is a sub-
set of the total number of harmonics present in the resonator.
Many micro-shocks can exist simultaneously.

Micro-shock formation may lead to acoustic saturation.
Depending on resonator design, micro-shocks can occur at
overpressures of a few percent of ambient, or not until over-
pressures of more than 100%. The specific overpressure at
which micro-shocks appear is determined by the geometry of
the resonator.

Changing the shape of the resonator also changes the
power consumption of the resonator for a given pressure am-
plitude and working gas, due to changes in thermoviscous
boundary layer losses, turbulence, and micro-shocks. Reso-
nator shape changes will also affect the impedance match
between the resonator and the motor by which power is de-
livered.

C. Power delivery system

Hundreds of watts of acoustic power can be put to prac-
tical use in RMS resonators. However, high-power
mechanical-to-acoustic transduction is not a trivial task.

Consider, for example, the case of a moving piston be-
ing coupled to an open end of a cylindrical resonator which
is otherwise closed. If the resonator is driven at the lowest
axial mode, the dynamic pressure at each end is 180 degrees
out of phase. Unless the resonator is rigidly restrained, it will
oscillate along its cylindrical axis in response to the dynamic
pressure of the standing wave, in which case the standing
wave performs work on the resonator. This will reduce the
pressure in the cavity. To remedy this the resonator would
have to be either rigidly restrained or extremely massive.
Since the acoustic pressures can generate hundreds of pounds
of dynamic force on the resonator, rigid restraint would be
difficult.

These problems are overcome by a drive system referred
to as entire resonator drive; the entire closed resonator is
oscillated, rather than just having a moving piston or dia-
phragm at one end.12,16,17 This approach assumes that the
walls of the resonator are rigid and do not flex, so that the
entire resonator moves as a rigid body. Unlike the piston
case, the motion of the entire resonator makes potentially all

of its inner surface area available for transferring power to
the gas. This drive technology has been used to deliver more
than 700 W to a gas-filled cavity of about 1 l volume. A
closed cavity prevents problems associated with sliding or
flexing seals and also allows fluids at pressures significantly
higher or lower than atmospheric to be used and studied.

D. Commercial motivation

Gas pressures large enough to serve commercial needs
have typically been provided by positive-displacement and
kinetic machines, such as reciprocating, rotary, screw, and
centrifugal pumps and compressors.

The elevated pressure amplitudes enabled by RMS and
entire resonator driving can be used to provide practical
high-power commercial devices. Currently, working acoustic
gas compressors and acoustic liquid pumps have been suc-
cessfully built and tested. These devices use both the oscil-
lating pressure~with valves! and nonlinearly generated dc
pressure gradients~without valves! inside the resonator as
pumping mechanisms.

When evaluating commercial applications for resonators
it is helpful to calculate a pressure ratio based on the peak-
to-peak pressure of the waveform. Pressure ratio is defined
by

pressure ratio5
pmax

pmin
,

wherepmax is the highest absolute pressure andpmin is the
lowest absolute pressure measured on the pressure signal at
any given point in the resonator. Pressure ratios in excess of
27 have been measured in RMS-designed resonators. This
compares to maximum usable pressure ratios we have mea-
sured in cylinders, which are on the order of 1.3.

For commercial compressors, pressure ratios from dis-
charge to suction are on the order of 2 to 20. Refrigerator
compressors need to achieve pressure ratios of about 10.
Commercial air compressors need to achieve pressure ratios
of between 3 and 13. Thus, the pressures created using RMS-
designed resonators can cover the range of many commercial
applications when combined with high-speed valves.

FIG. 2. Interior geometry of resonators:~a! cylinder, ~b! horn-cone,~c!
cone, and~d! bulb.
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For use in practical devices, not only the peak-to peak
pressure amplitude and pressure ratio are important. The
shape of the pressure waveform is important for compressor
applications because it determines the duration and magni-
tude of the force for driving flow through the valves. Ex-
amples are shown in the following sections of waveform
variations that can be created with different resonator geom-
etries.

Pumping efficiency is an important requirement for
practical machines. The power consumption mechanisms in
acoustic pumps and compressors lead to potentially greater
pumping efficiencies when compared to conventional ma-
chines because the mechanisms for energy dissipation are
quite different and are potentially smaller for acoustic com-
pressors.

I. EXPERIMENTAL APPARATUS AND METHOD

In this section descriptions of resonator geometry, in-
strumentation, and experimental procedure are given. All ex-
periments were performed for closed resonators filled with a
gas of constant quiet-condition density.

A. Resonator geometry

Results are reported for the following resonators: cylin-
der, cone, horn-cone, and bulb. The interior geometry of
each resonator is shown in Fig. 2. All of these resonators
were axisymmetric, and their geometries are described by the
following equations, where all dimensions are in meters. For
the cylinder the radius is

r ~x!50.0222 for 0<x<0.10. ~2!

For the cone, the radius is

r ~x!50.005610.2680•x for 0<x<0.17. ~3!

The geometry of the horn-cone is

r ~x!5r th cosh~mx! for 0<x<0.06,
~4!

r ~x!5r c1a•x for 0.06<x<0.24,

where

r c5r th cosh~mx!u0.06, a5r thm sinh~mx!u0.06,

wherer th50.0068 m andm is 23.86 m21. For the bulb reso-
nator the radius is given by

r ~x!55
0.00720.15x14.1x229.93104x3293106x4

for 20.00508<x<0,

l Fa01a1S x

l D1a2S x

l D
2

1a3S x

l D
3

1a4S x

l D
4G

for 0,x<0.28,

A0.003802~x20.229!2 for 0.28,x<0.291,
~5!

where a050.025, a1520.15, a251.15, a350.0, a4

520.9, andl 50.28 m.
With the exception of the cylinder, all of the resonators

were machined from billet aluminum. The resonator end
caps were bolted on with O-ring seals~see Fig. 3! providing
a pressure-tight joint. The cylinder was formed from a brass
tube with brass plates soldered onto each end.

Typically, researchers have gone to great lengths to
eliminate gross resonator motion and flexing of the resonator
walls. For example, Cruikshank2 used approximately 352 kg
of hardware, and Coppens and Sanders5 used a steel tube
with a wall thickness of 28.6 mm. A typical RMS resonator,
which depends on motion of the entire resonator for power
transfer, has aluminum walls approximately 3.56 mm thick.
Finite-element analyses of RMS resonators show negligible
wall stresses and flexing at the elevated pressure amplitudes
and accelerations reported in this paper. The RMS resonators
are lightweight~less than 2 kg for the resonators described
above! and portable.

B. Instrumentation

Figure 3 shows a typical experimental configuration, in-
cluding the resonator, motor, and electronics. The resonators
were rigid closed cavities bolted to the motor through an
impedance head used to measure power transferred to the
resonator. The motor was a LabWorks model ET-127 voice
coil shaker capable of generating about 2200 N at the fre-
quencies of interest.

Since significant power was dissipated in the resonators,
the gas contained in the cavity tended to heat during experi-
ments. Because of this heating~and the associated resonance
frequency shift! it was necessary to use a resonance locking
scheme in order to keep the drive frequency locked to the
acoustic resonance. A computer program implemented in
LabVIEW® by National Instruments was used to sample the
dynamic pressure in the resonator and the acceleration of the
resonator. The LabVIEW® control program program then
adjusted the drive frequency so that the phase between pres-
sure and acceleration matched a target value. Note that this
target phase was not in general 90 degrees. Because the en-
tire resonator moves in response to both the drive force and
to the acoustic reaction forces, the drive phase for maximum
pressure amplitude depends on the mass of the cavity.

Precise drive frequency control was required, due to the
high resonance quality factor (Q) of each resonator.~Q fac-
tors were typically on the order of 500.! A Stanford ResearchFIG. 3. Experimental apparatus.
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model DS345 function generator was used and provided 0.01
Hz or better resolution over a range of frequencies of 450–
1050 Hz for the experiments reported below.

PCB® Piezotronics Inc. piezoelectric ballistic-type pres-
sure transducers~such as model 113A26! were used to mea-
sure dynamic pressures inside the resonators. The pressure
transducers were mounted in the resonator wall so that their
faces were flush with the interior resonator surface.

Static pressure changes due to nonlinear effects and
heating of the gas were measured. For this measurement a
fitting was constructed which had a 0.1-mm through-hole of
2.54 cm length. The small tube acted as a low-pass acoustic
filter and greatly reduced dynamic pressure variations. One
end of this fitting was mounted in the resonator wall with the
end flush with the inside resonator surface. The other end
was attached via a short flexible hose to a strain-gauge-type
static pressure transducer~Omega model PX-811!.

Power transfer to the resonator was measured with an
impedance head mounted between the resonator and the mo-
tor ~see Fig. 3!. The impedance head used three PCB® force
rings~model 201A05! mounted equidistant from the axis of a
rigid stainless steel fixture to which was also mounted a
PCB® accelerometer~model 353B02!. The force transducer
arrangement was designed to reduce the possibility of cross-
axis errors from side-to-side oscillations of the resonator.
Force measurements~which included both the input force
from the motor and acoustic reaction forces! ranged up to
about 4500 N. Accelerations of up to about 100 g were mea-
sured in the experiments, so the rigid-body displacements of
the resonators were very small. For example, 100 g at 500
Hz would give a peak displacement of only 0.1 mm.

A LabVIEW® program was used to measure the phase
between force and acceleration for the power measurement.
Phase measurement errors were about60.5 degrees. We es-
timate the experimental error for our power measurements to
be 63%.

Essentially all of the power delivered to the resonators
was at the drive frequency. We measured no significant
power flow either into or out of the resonator at the higher
harmonic frequencies. This lack of power flow is not surpris-
ing since, with the exception of the cylindrical resonator, the
harmonic frequencies do not coincide with the modal fre-
quencies. Thus, the distortion components in the drive signal
cannot generate significant pressure amplitudes and no ap-
preciable power flow is created.

However, this does not imply that energy dissipation is
not present at harmonic frequencies in the resonator. The
power flows from the motor, through the impedance head,
and into the resonator at the drive frequency. Inside the reso-
nator some of the energy is pumped by nonlinear processes
to distortion components of the standing waves at harmonic
frequencies, where the energy is then dissipated.

C. Experimental procedure

Two basic types of experiments were conducted. In the
first type, the drive amplitude was increased in steps while
the drive frequency was locked to the fundamental reso-
nance. At each drive amplitude the acquired data included
pressure waveform and static pressure~at either or both ends

of the resonator!, resonator acceleration, force, power deliv-
ered to the resonator, and resonator temperature.

In the second type of experiment, the drive frequency
was swept through the fundamental resonance of the cavity
while holding drive amplitude constant. Sweeps were run
both for increasing and decreasing frequencies, and were
performed at several different drive amplitudes. The same
data were acquired as for the first experiment type.

For the pressure waveforms shown in the next section
we report harmonic amplitudespn and phasesfn . Wave-
forms can be reconstructed from these values by using the
relation

p~ t !5 (
n50

N

pn cosS 2pn f1t1
pfn

180D , ~6!

where f 1 is the fundamental resonance frequency~in Hz! of
the resonator andN is the number of harmonics to be used in
the reconstruction. Note thatf05f150 degrees.

II. RESULTS

Several different phenomena are discussed here. First,
high-pressure amplitude waveforms are presented. These
waveforms are demonstrations of the effect of resonator ge-
ometry on pressure amplitude and waveform. Next, the evo-
lution of the pressure waveforms and harmonic distortion at
increasing amplitudes is presented. Then, effects such as
hardening and softening behavior in frequency response
curves are shown. Finally, measurements for several differ-
ent types of gas are contrasted. For the experiments de-
scribed below, all of the resonators were driven at their low-
est resonance frequency, and the pressure waveforms were
measured at the ends~antinodes! of each resonator.

A. High-pressure amplitude waveforms

This section provides a comparison of pressure wave-
forms for three different resonator geometries: horn-cone,
cylinder, and cone~see geometries in Fig. 2!. The results in
this section were obtained with resonators charged at room
temperature, 22 °C, withp05301 kPa of refrigerant 134a
~R-134a!. Note that, while the ambient density inside the
resonators remained constant during the experiments, the
pressure rose due to heating. For the data presented herep0

is reported for the condition at which waveforms were col-
lected.

Figure 4 shows a pressure waveform measured at the
small end of the horn-cone resonator. The waveform is of
quite high amplitude, and has multiple micro-shocks on the
higher pressure regions. The peak pressurepmax is 1446 kPa
and the minimum pressurepmin is 53.1 kPa, so that the peak-
to-peak amplitude of the waveform is 1390 kPa. Thus, not
only does the wave reach very high peak and peak-to-peak
pressures, the waveform also reaches down to low pressures.
Another way of expressing the amplitude of the wave is with
the pressure ratio:pmax/pmin527.

To obtain the waveform shown in Fig. 4, the power
delivered to~and dissipated by! the resonator was 144 W.
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The quiet-condition static pressure, measured immediately
after the waveform was taken and represented by the solid
horizontal line in the figure, wasp05327 kPa, and the reso-
nance frequency was 481.8 Hz. Using the value ofp0 mea-
sured with heating, the relative maximum pressure amplitude
pmax/p0 is 4.42 and the minimumpmin /p0 is 0.163.

Table I provides the amplitudes of the fundamental fre-
quency, second through tenth harmonic, and dc components
of the waveform in Fig. 4. The table also shows the phases of
the harmonics relative to the fundamental frequency compo-
nent. During the test, the static pressure at the small end
resonator~represented by the dashed line! rose to 458 kPa.
Thus, the nonlinear processes inside the resonator generated
a static pressure increase~from the quiet-condition! of 131
kPa, or 40% of the quiet condition pressure, at the throat-end
pressure antinode.

In Fig. 5~a!, a waveform measured at the small end of
the horn-cone resonator is compared to a waveform mea-
sured at one end of the cylindrical resonator. Harmonic am-
plitudes and phases for the two waveforms are shown in
Table II. The waveforms were measured for a power input of
41.7 W, and the finalp0 was 311 kPa for the cylinder and
306 kPa for the horn-cone. A comparison of the total pres-
sure amplitudes for each resonator is shown in Table III. The
resonance frequencies were 808.3 Hz for the cylinder and

463.6 Hz for the horn-cone. The comparison of the wave-
forms for the cylinder and the horn-cone gives a good dem-
onstration of the changes that can be made in the standing
wave pressure field by changing resonator geometry. For the
same ‘‘cost’’ measured in watts, the horn-cone gives much
higher ‘‘return’’ in pressure amplitude.

The peak-to-peak pressure amplitude is 95.2 kPa for the
cylinder’s waveform shown in Fig. 5~b!, and the pressure
ratio is 1.36. This pressure ratio was achieved with about
1600 N from the shaker. While slight increases in the pres-
sure ratio might be gained with higher forces, for practical
purposes the cylinder reached acoustic saturation. The satu-
ration is demonstrated by the fact that for a pressure ampli-
tude of 17.3 kPa peak-to-peak, the cylinder only dissipated
0.06 W. Increasing the pressure amplitude by a factor of 5.8
~17.3 to 95.2 kPa! required 700 times more power~0.06 to
41.7 W!. Since the pressure ratio that is achievable in a cyl-
inder is limited and since it takes a considerable amount of
power to generate the small pressure ratios, the cylinder

FIG. 4. Waveform at small end of horn-cone resonator charged with R-134a
(p05327 kPa).

FIG. 5. Waveforms at one end of cylinder and small end of horn-cone for
41.7 W of power input. Resonators were filled with R-134a (p05311 kPa
for cylinder and 306 kPa for horn-cone!.

TABLE I. Harmonic amplitudes and phases at small end of horn-cone reso-
nator filled with R-134a (p05327 kPa).

Harmonic

Small end of horn-cone resonator

Pressure
~kPa!

Phase
~degrees!

dc 131 ¯

1 449 0
2 118 21
3 112 28
4 84 51
5 45 24
6 23 33
7 11 113
8 15 97
9 19 94

10 12 102

TABLE II. Harmonic amplitudes and phases for 41.7 W of power delivery
to cylinder and horn-cone resonators filled with R-134a (p05311 kPa for
cylinder and 306 kPa for horn-cone!.

Harmonic

Cylinder Horn-cone

Pressure
~kPa!

Phase
~degrees!

Pressure
~kPa!

Phase
~degrees!

dc 3.5 ¯ 69.0 ¯

1 26.9 0 310.5 0
2 10.4 58 69.0 0
3 6.9 140 35.2 2
4 4.8 2150 13.1 214
5 3.5 271 15.9 49
6 3.5 0 13.8 66
7 2.8 72 6.2 52
8 2.1 157 2.1 34
9 2.1 2131 4.1 66

10 1.4 274 4.1 112
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would impose practical limits for pumping or compressor
applications.

For the same power input as for the cylinder~41.7 W!,
the horn-cone resonator achieved a peak-to-peak pressure
amplitude of 729 kPa, and the resulting pressure ratio was
8.03. For the same factor of 5.8 pressure increase as de-
scribed for the cylinder, the horn-cone only required an in-
crease of a factor of 50 in the delivered power~peak-to-peak
pressure increased from 126 to 729 kPa!. Unlike the cylin-
der, the horn-cone resonator is well suited for use in com-
pressor and pumping applications, because usefully high
pressures can be obtained for a reasonable amount of input
power.

The waveform shown in Fig. 5 for the cylinder is not a
perfect sawtooth. Rather, it is composed of large shocks con-
nected by half sine waves overlaid with high-frequency
spikes~micro-shocks!. There is good agreement between this
measured waveform and previously reported measurements
and predictions of waveforms in cylindrical reson-
ators.1,2,18,19

While there appear to be some small shocks at the peak
of the horn-cone resonator waveform, the basic shape is
nothing like the sawtooth observed in the cylinder. This can
be attributed to the RMS design~of which the carefully de-
signed dissonance is a part! of the horn-cone which gives the
desired high-amplitude unshocked waveform. In contrast, the
cylindrical resonator is consonant~or nearly so!, and thus has
longitudinal resonance frequencies that are nearly integer
multiples of the lowest resonance frequency. In Fig. 6 mea-
surements of the first eight longitudinal resonance frequen-
cies of the horn-cone resonator filled with R-134a are shown.
The vertical dashed lines mark the harmonics of the 472-Hz
fundamental~drive! frequency and the triangles mark longi-

tudinal mode frequencies. This particular dissonance pattern
shows a symmetry between modal spectra and harmonic
spectra. Odd–even adjacent harmonics~e.g., harmonics 1
and 2! bracket a single mode and even–odd adjacent har-
monics bracket two modes.

The response of both a dissonant~horn-cone! and con-
sonant ~cylinder! resonator is markedly different, as dis-
cussed above. The dissonant resonator is able to achieve
much higher pressure amplitudes than the consonant resona-
tor. Two of the goals of RMS resonator designs are to~1!
create high-amplitude unshocked waves, and~2! create
waves of a specific shape. To use RMS to create a high-
amplitude unshocked wave it is not sufficient simply to con-
struct a dissonant resonator, as is shown in Fig. 7 where a
waveform at the small end of the~dissonant! cone resonator
~resonance frequency of 604.0 Hz,p05325 kPa with heat-
ing! is compared to a waveform at the small end of the horn-
cone resonator. The relative amplitudep1 /p0 is 0.9 for both
waveforms. For the same fundamental amplitude, the cone
has shocks and the horn-cone does not. Thus, the change in
geometry between the two dissonant resonators leads to
shock formation at different amplitudes. Also, even though
both resonators are dissonant, the shape of the wave for each
is also different. The differences in the waveform can also be
seen in Table IV, which shows relative harmonic amplitudes
and phases for the waveforms in Fig. 7. Harmonic ampli-
tudes are larger for the cone, with the exception of the dc
component.

From the examples shown above we may draw several
conclusions. First, to achieve unshocked pressure waves in
gases with amplitudes much higher than aboutp1 /p050.1
the resonator must be dissonant. Second, the amplitude at
which a dissonant resonator will shock depends on the spe-
cific geometry of the resonator. Last, the shape of the wave
obtained in a dissonant resonator depends on the resonator
geometry.

Now we will discuss further some of the physical
mechanisms related to the behavior of consonant and disso-
nant resonators. When a dissonant resonator such as the
horn-cone is driven at a resonance frequency, nonlinear pro-
cesses pump energy into higher harmonics, but the energy at

FIG. 6. Frequencies of longitudinal resonances~3’s! and harmonic frequen-
cies~vertical dashed lines! for excitation of fundamental resonance of horn-
cone resonator filled with R-134a.

FIG. 7. Comparisons of waveforms at small ends of cone and horn-cone
resonators for p1 /p050.9. Resonators were filled with R-134a (p0

5325 kPa for cone and 306 kPa for horn-cone!.

TABLE III. Comparison of performance for cylinder and horn-cone with
41.7 W power delivery. Resonators were filled with R-134a.

Resonator
Power

~W!
pmax

~kPa!
pmin

~kPa!
pk–pk pressure

~kPa!

pmax

pmin

p0

~kPa!

Cylinder 41.7 360 264 95.2 1.36 311
Horn-cone 41.7 833 104 729 8.03 306
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the higher harmonics is not strongly resonance amplified.
The dissonance prevents efficient transfer of energy from the
fundamental to higher harmonics. In the cylinder resonator
nonlinear processes pump energy to harmonic frequencies
that coincide with resonances of the cavity, so this pumping
process is relatively more efficient than in the horn-cone.
Thus, in the cylinder significant harmonic amplitudes occur
at much smaller fundamental amplitudes than for the horn-
cone.

The proximity of harmonic frequencies to modal fre-
quencies~such as that shown in Fig. 6! cannot in general be
used to predict the shape of the wave or exact amplitudes and
phases of harmonics. It is not sufficient that a harmonic fre-
quency coincide with a mode frequency in order to have a
large amplitude for that harmonic; the spatial and temporal
distribution of the nonlinear sources inside the cavity must
be such that the mode can be excited. The actual amplitude
and phase of harmonics in standing waves at the elevated
pressuresp1 /p0 reported here also depend on a range of
contributions including boundary layer effects, turbulence,
and hardening or softening behavior of the resonance at
which the cavity is excited. These contributions can be ac-
counted for in RMS designs with tools such as those de-
scribed by Il’inskiet al.1

Other researchers have discussed some of the same is-
sues as we have here. Coppens and Sanders14 measured
finite-amplitude distortion in standing waves in rectangular
cavities, where certain families of modes had frequencies
that were not integer multiples, but their cases were limited
to low pressure amplitudes. Gaitan and Atchley4 and Oberst3

also built dissonant resonators, but neither reported pressure
amplitudesp1 /p0 greater than about 0.1. The RMS technol-
ogy together with entire resonator drive enable amplitudes
p1 /p0 greater than 1.3, or more than an order of magnitude
larger.

To summarize, the maximum practical pressure ampli-
tude of a standing wave depends very strongly on the shape
of the cavity in which the wave is generated. Acoustic satu-
ration in standing waves is very significant for the cylinder,
but less so for the resonators examined here. Also, the cavity
shape affects not only the amplitude of the wave and its

harmonic components, but also the phase of the harmonics
and therefore the shape of the wave.

B. Pressure distribution and evolution

In the previous section waveforms for different resona-
tors were compared. In this section, details of the evolution
and distribution of the pressure field inside the resonators are
discussed. As in the previous section, the experiments de-
scribed here were performed with resonators filled with R-
134a at an initial pressure of 301 kPa.

Figure 8~a!–~d! shows the evolution of the pressure
waveform at the small and big ends of the horn-cone reso-
nator @filled with R-134a, ~a!: p05306 kPa, ~b!: p0

5307 kPa,~c!: p05309 kPa,~d!: p05327 kPa] for increas-
ing drive amplitude. Figure 9~a! shows the waveforms at the
small end for the four drive amplitudes and Fig. 9~b! shows
the waveforms at the big end. Since the resonator is driven at
its fundamental mode, there is a 180-degree phase shift be-
tween the waveforms measured at the big and small ends. In
Fig. 8~a! the waveform at both ends of the resonator is nearly
sinusoidal.

It is interesting to note that for Fig. 8~b!, the peak over-
pressure (pmax/p0) amplitude is 2.32, more than twice the
ambient pressure, yet the waveform is very smooth~with a
‘‘ u-wave’’ shape!, and no shocks are present. This is in con-
trast to the waveform in the cylinder~see Fig. 4!, which
shows strong shocks for an overpressure of only 1.1.

In Fig. 8~c! small ripples appear in the waveform at the
small end. At a relative maximum pressure amplitude of 4.42
@Fig. 8~d!#, the waveform for the horn-cone contains several
distinct shocks. Table V shows the pressure amplitudespn of
the first ten harmonics and the dc component of the wave-
form of Fig. 8~d! for the small and big ends. The table also

FIG. 8. Evolution of pressure waveforms at big and small ends of the
horn-cone resonator being excited at its fundamental mode. Resonator was
filled with R-134a.

TABLE IV. Relative harmonic amplitudes and phases for cone and horn-
cone for p1 /p050.9 for resonators filled with R-134a (p05325 kPa for
cone and 306 kPa for horn-cone!.

Harmonic

Cone Horn-cone

Pressure
(pn /p1)

Phase
~degrees!

Pressure
(pn /p1)

Phase
~degrees!

dc 0.111 ¯ 0.205 ¯

1 1.000 0 1.000 0
2 0.394 1 0.204 0
3 0.170 22 0.089 1
4 0.089 8 0.027 0
5 0.064 19 0.032 8
6 0.065 29 0.021 12
7 0.055 32 0.007 8
8 0.035 27 0.003 10
9 0.037 32 0.004 13

10 0.026 42 0.005 32
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shows the relative phase of each harmonicfn with respect to
the fundamental.

The difference in amplitude of the nonlinearly generated
dc pressure between the ends of the horn-cone is 131 kPa for
the highest drive amplitude~see Table V!. This difference in
dc pressure can be used as a pumping mechanism to create
low compression ratio pumps without valves. Although the
amplitude of the waveform at the mouth end is smaller, non-
linear effects still exist, as evidenced by the shocks shown in
Fig. 8~d!.

The previous discussion has been directed at the shape
and amplitude of the waveforms obtained in various resona-
tor shapes. Another way to study differences between reso-
nators is to compare the amount of nonlinear distortion
present for a range of fundamental component pressure am-
plitudes.

Qualitative measurements of the effect of cavity geom-
etry on nonlinear distortion of waveforms are shown in Fig.

10, where the relative amplitudes of the second harmonic
(p2 /p1) are plotted for increasing fundamental amplitude
p1 /p0 . The ambient pressurep0 includes pressure changes
due to heating, but not from nonlinearly generated dc pres-
sure. All of the resonators had the same initial pressure
charge of R-134a. For the cylindrical resonator, very high
levels of second harmonic~about 40%! are obtained for very
low levels of the fundamental (p1 /p0 less than 0.1!. The
cone and horn-cone exhibit much less harmonic generation;
the ratio of second harmonic to fundamental is much lower
for a givenp1 /p0 . This is again an illustration of the fact
that both the horn-cone and cone are dissonant resonators.
For the cone the second harmonic increases almost linearly
with fundamental amplitude, while for the horn-cone the sec-
ond harmonic increases linearly at first, but the rate of in-
crease drops for higher fundamental amplitudes. The horn-
cone has a lower second harmonic amplitude than the cone.
Comparisons of amplitudes of higher harmonics between
resonators show similar behavior as in Fig. 10; harmonic
amplitude shows a strong dependence on resonator geom-
etry.

Now we will examine the evolution of the harmonic
amplitudes and phases in more detail. For the cone resonator,
Fig. 11 shows the dc pressure and the relative amplitudes and
phases of the second through fifth harmonics for a range of
fundamental amplitudes. Note that it is not, in general, pos-
sible to tell when a waveform develops shocks simply by
examining the amplitudes in the frequency spectrum; har-
monic phases must also be considered. Also note that the
phases of the harmonic components relative to the funda-
mental can vary substantially with fundamental amplitude.
This phase amplitude dependence is not surprising in light of
the nonlinear hardening behavior~described in detail in the
next section! observed for the lowest mode of the cone reso-
nator. When the amplitude at the fundamental mode~fre-
quencyf ! is increased, the frequency of this resonance in-
creases by an amountD f , which causes a corresponding
increase in thenth harmonic frequency ofnD f . Conse-
quently, the higher harmonic frequencies can be swept near
and/or through higher modes of the cavity, causing substan-
tial changes in harmonic phase. Also, the large overpressures

FIG. 9. Evolution of pressure waveforms at big and small ends of the
horn-cone resonator being excited at its fundamental mode. Graph~a! shows
waveforms for small end and graph~b! shows waveforms for the big end.
Resonator was filled with R-134a.

FIG. 10. Relative second harmonic amplitudep2 /p1 for a range of funda-
mental frequency amplitudes (p1 /p0) for three different resonator geom-
etries. Resonators were filled with R-134a.

TABLE V. Harmonic amplitudes and phases at big and small ends of horn-
cone resonator filled with R-134a (p05327 kPa).

Harmonic

Small end Big end

Pressure
~kPa!

Phase
~degrees!

Pressure
~kPa!

Phase
~degrees!

dc 131 ¯ 0.0 ¯

1 449 0 55.2 0
2 118 21 11.0 6
3 112 28 2.1 2104
4 84 51 4.1 2162
5 45 24 4.1 2149
6 23 33 6.2 2140
7 11 113 3.5 2125
8 15 97 1.4 2125
9 19 94 0.7 2158

10 12 102 1.4 98
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of the fundamental mode can significantly alter the local am-
bient conditions of the gas. These changes in local conditions
can result from the large temperature changes that occur over
an acoustic cycle and also from nonlinear effects such as the
large dc pressure and density gradients from end to end in
the resonator. This effect can alter the modal frequencies,
causing further amplitude-sensitive phase changes. All of
these effects can be modeled and do not prohibit good reso-
nator design.

As mentioned in the Introduction, a measure of the suit-
ability of a particular resonator design for use in a compres-
sor application is the the power input necessary to generate a
certain pressure ratiopmax/pmin . A comparison of the cylin-
der, cone, and horn-cone resonators is shown in Fig. 12. The
pressure ratio in the cylinder is very limited, yet the power
dissipated is significant. For the cone, a pressure ratio of
about 12 is obtained for a power input of 100 W, while for

the same dissipation a pressure ratio of 17 is achieved in the
horn-cone.

C. Frequency effects

All of the data presented in the previous sections of this
paper were measured for resonators being excited ‘‘on-
resonance,’’ where resonance in this case is defined as the
maximum pressure amplitude achievable for a given drive
force amplitude. In this section, effects in resonators being
driven near-, as well as on-resonance are examined. As in the
previous sections, the experiments described here were per-
formed with resonators filled with R-134a at an initial pres-
sure of 301 kPa.

Figure 13 shows frequency response curves for the cone
resonator at three drive amplitudes. Pressure was monitored
at the small end of the resonator during the frequency
sweeps. The pressure shown in the plot is only for the fun-
damental frequency component. However, the basic shapes
and behaviors of the resonance curves are the same when
peak-to-peak pressures are used.

At the lowest drive amplitude a single-valued response
curve was obtained, and the curve could be reproduced with
upwards or downwards frequency sweeps. However, even at
this lowest drive level a nonlinear hardening behavior is ob-
served; the resonance curve ‘‘leans’’ towards high fre-
quency. This low amplitude sweep had a resonance quality
factor (Q) of about 500.

As shown in Fig. 13, the two higher drive amplitude
response curves are multi-valued and strong hysteresis is
present. For these two curves the low-frequency segment
was taken from an upward sweep, and the high-frequency
segment was taken from a downward sweep that immedi-
ately followed the upward sweep. Care was taken to sweep
quickly enough so that heating or cooling of the gas in the
resonator would not change the sound speed and thus shift
the resonance frequencies, yet slowly enough that transients
did not affect the measurements. The resonator temperature
was monitored during the sweeps to confirm that heating and
the resultant sound speed changes did not affect the reso-
nance curves. The maximum resonance frequency change
during the test due to heating is estimated at less than 0.1%
~0.6 Hz!.

FIG. 11. Relative harmonic amplitudespn /p1 and phasesfn for a range of
fundamental frequency amplitudes (p1 /p0) for cone resonator. Resonator
was filled with R-134a.

FIG. 12. Pressure ratiospmax/pmin for cone, horn-cone, and cylinder. Reso-
nators were filled with R-134a.

FIG. 13. Frequency response curves measured at the small end of the cone
resonator. Resonator was filled with R-134a.
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As stated in the previous sections, the nonlinear charac-
teristics of a gas-filled resonant cavity are mostly influenced
by the cavity geometry. In Fig. 14, the frequency response
curves for a bulb resonator are presented. Unlike the cone
resonator, the bulb resonator exhibits a softening behavior.
However, measurements for the bulb do not exhibit the
strong hysteresis shown for the cone. Thus, for frequency
sweep experiments performed with the same gas conditions,
and similar pressure amplitudes, the bulb and cone exhibit
muchdifferent behavior. If the properties of the gas in the
cavities were the primary factor influencing nonlinear behav-
ior, we would expect to see similar frequency response
curves.

In Fig. 15 the results of three frequency sweeps for the
cylindrical resonator are shown. While the resonance curves
show the asymmetry associated with a hardening behavior
~similar to the curves in Fig. 13!, there is no hysteresis and
no measurable shift in resonance frequency. The lack of fre-
quency shift is in agreement with the results presented by
Il’inskii et al.1 However, the results are in disagreement with
the results presented by Cruikshank2 and Coppens and
Sanders.5 Both Cruikshank and Coppens and Sanders re-
ported increases in resonance frequency on the order of 0.5
Hz for a fundamental frequency of about 100 Hz. This 0.5%
resonance frequency increase would equate to about 4 Hz for

our experiment. One possible source of the discrepancy is
the difference in the driving mechanisms. While both Cruik-
shank and Coppens and Sanders employed a piston drive at
one end and a rigid cap at the other end, the results presented
here are obtained with the entire resonator drive system de-
scribed previously. A second possible explanation for the
discrepancy is the heating of the resonator during a sweep
test. The dissipation in the resonator will cause the resonator
and gas to heat, and results in an increase in the sound speed
and therefore the resonance frequency of the cylinder. The
increase in gas temperature raises the speed of sound at the
rate of 0.17% per °C increase in gas temperature for a 20 °C
initial temperature. The frequency changes observed by
Cruikshank and by Coppens and Sanders could be attributed
to an increase in ambient temperature in the tube of 3 °C.
From measurements on the resonator body, we estimate that
the total temperature change during our frequency sweep ex-
periments was less than 0.5 °C. Therefore, the shape of the
resonance curves in our experiments should not be affected
by temperature changes.

The graphs in Fig. 16 show waveforms measured in the
cylinder just before resonance~763.5 Hz!, on resonance
~774.0 Hz!, and just after resonance~786.5 Hz!. The shape of
the waveforms is very similar to that predicted by Chester18

and measured by Cruikshank.2 The waveform in Fig. 16~a! is
an ‘‘m wave.’’ For the ‘‘m wave,’’ the second and higher
harmonics are all out of phase with the fundamental fre-
quency component. On resonance@Fig. 16~b!# the waveform
is shocked. The waveform in Fig. 16~c! is an inverted ver-
sion ~‘‘ u wave’’! of that shown in Fig. 16~a!. The shape
results from the second and higher harmonics being~in gen-
eral! in phase with the fundamental frequency component.

The change in waveform for the cylindrical resonator as
it is swept through resonance is different than the behavior
with the cone, horn-cone, and bulb resonators. For the cylin-
der resonator, all of the harmonics of the fundamental fre-

FIG. 14. Frequency response curves measured at the small end of the bulb
resonator. Resonator was filled with R-134a.

FIG. 15. Frequency response curves measured at one end of the cylinder
resonator. Resonator was filled with R-134a.

FIG. 16. Waveforms in cylinder~filled with R-134a! just before resonance
~graph a!, on resonance~graph b!, and just after resonance~graph c!.
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quency sweep through higher modes as the fundamental
sweeps. Thus, both harmonic amplitudes and phases relative
to the fundamental change substantially. For the noncylindri-
cal resonators, harmonic frequencies, in general, do not cor-
respond to modal frequencies. Harmonic frequency compo-
nents grow as the fundamental is resonance amplified, but
~unlike in the cylinder! the basic character of the waveform
~i.e., ‘‘u wave’’ or ‘‘ m wave’’! does not change as it does in
the cylinder.

D. Effect of fluid properties

While the general characteristics of the waveform are
determined by the resonator shape, changes in fluid proper-
ties will also make predictable changes in the waveform. All
of the data previously presented in this paper were collected
using R-134a, which is a relatively dense, low-sound-speed
gas used for vapor-compression cooling systems in refrigera-
tors and automotive air-conditioners.

In this section performance is described for the horn-
cone resonator filled with three different gases: nitrogen, pro-
pane, and R-134a. Properties for these gases are shown in
Table VI. The gases were chosen to give a range of densities
and sound speeds, and also as examples of gases used for
applications such as compressors. To give a relative com-
parison of the nonlinearity for each gas, the table includes
the coefficient of nonlinearity, which for an ideal gas is de-
fined by

b511
g21

2
, ~7!

whereg is the ratio of specific heats.
In Fig. 17 comparisons of waveforms are shown for ni-

trogen (p05110 kPa), propane (p05319 kPa), and R-134a
(p05306 kPa). Waveforms were measured at the throat of
the horn-cone resonator forp1 /p051.0. The resonance fre-
quencies when the waveforms were captured were:f nitrogen

51039.6 Hz,f propane5753.6 Hz, andf R-134a5463.6 Hz. The
waveforms are very similar for each gas, except that the
nitrogen waveform is shifted up in pressure compared to the
other two. Table VII shows relative amplitudes and phases
for the first ten harmonic and dc components of the wave-
forms shown in Fig. 17. The amplitudes of the dc component
and the second through fourth harmonics are somewhat
higher for the nitrogen. This is consistent with the higherb,
which will tend to give higher energy transfer to distortion
components of the wave. The higher dc pressure gives the
upward shift in the waveform seen in Fig. 17. The phases of
the harmonics through the fourth are nearly the same, but

above the fourth harmonic, the phases vary somewhat from
waveform to waveform. This may be due to differences in
damping and frequency-related dispersive effects unique to
each gas. While there were measurable differences in wave-
form for each gas, the basic shape of the wave which results
for the RMS design remained constant.

Figure 18 showsp2 /p1 for a range of fundamental am-
plitudes as a measurement of nonlinearity for nitrogen, pro-
pane, and R-134a. Again, the results are basically consistent
with the calculated coefficients of nonlinearity above. It does
appear that the effective nonlinearity for the propane experi-
ments was higher than that for R-134a, which is contrary to
the calculated values, although the measured differences are
not large.

E. Applications

By enabling very-high-amplitude standing wave pres-
sures with RMS and enabling delivery of large power with

FIG. 17. Comparison of waveforms at small end of horn-cone resonator for
p1 /p051.0 in R-134a, nitrogen, and propane.

TABLE VI. Gas properties for experiments with nitrogen, propane, and
R-134a. All properties are for approximately 20 °C.

Nitrogen Propane R-134a

Pressurep0 ~kPa! 110 319 306
Density (kg/m3) 1.26 6.11 13.8
Sound speed~m/s! 341 239 154
Coefficient of

nonlinearity~b!
1.20 1.08 1.08

TABLE VII. Relative harmonic amplitudes and phases for horn-cone reso-
nator filled with nitrogen, propane, and R-134a. Relative pressure amplitude
is p1 /p051.0.

Harmonic

Nitrogen Propane R-134a

Pressure
(pn /p1)

Phase
~degrees!

Pressure
(pn /p1)

Phase
~degrees!

Pressure
(pn /p1)

Phase
~degrees!

dc 0.299 ¯ 0.219 ¯ 0.222 ¯

1 1.000 0 1.000 0 1.000 0
2 0.287 1 0.228 0 0.222 0
3 0.128 22 0.116 1 0.114 2
4 0.075 8 0.054 0 0.043 214
5 0.028 19 0.039 8 0.051 49
6 0.041 29 0.042 12 0.045 66
7 0.028 32 0.019 8 0.021 52
8 0.002 27 0.005 10 0.007 34
9 0.014 32 0.023 13 0.014 66

10 0.019 42 0.018 32 0.013 112
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entire resonator drive, a number of practical applications can
be addressed. These applications include process control;
process reactors for the chemical and pharmaceutical indus-
tries; chambers for separation, agglomeration, levitation,
mixing, and pulverization; oil-less compressors for air com-
pression, refrigeration, comfort air-conditioning, and natural
gas; noncontaminating compressors and pumps for commer-
cial gases, ultra-pure, and hazardous fluids; and the conver-
sion of combustible fuels into electric power with RMS pulse
combustion. Figure 19 shows ranges of pressure ratios that
might be needed for several different compressor applica-
tions. With single or multiple stages, RMS devices are ca-
pable of delivering the needed pressures.

In order to create the high pressures needed for practical
applications, power consumption of the resonator is impor-
tant. The comparison of the waveforms between consonant
and dissonant resonators demonstrates the large changes that
can be made in the standing wave pressure field by changing
resonator geometry. For the same ‘‘cost’’ measured in watts,
dissonant resonators~designed with RMS! give a much
higher ‘‘return’’ in pressure amplitude. Even comparing dif-
ferent dissonant resonator designs, power can be changed.
For example, in the cone a pressure ratio of about 12 is
obtained for a power input of 100 W, while for the same
dissipation a pressure ratio of 17 is achieved in the horn-

cone. For applications that require a high efficiency, the
horn-cone is better than the cone, since it generates a higher
pressure ratio for a given power input.

As demonstrated by the differences in the waveforms for
the cone and horn-cone resonators, using RMS resonator ge-
ometry can be changed to give different waveforms. This is
important in applications such as compressors where flow
through valves depends on not only the pressure amplitude,
but also the shape of the pressure wave.

One effect that can be exploited to give valveless com-
pressors is the change in dc pressure between ends of RMS
resonators. This pressure delta can be large enough~40% of
ambient for the horn-cone! to create significant flows with no
mechanical components moving relative to each other in the
flow stream.

If resonators designed with RMS are to be used for ap-
plications where the working gas changes, the results ob-
tained for the different gases are very important. The data
show that a resonator designed to give an unshocked wave-
form with a certain shape and relative amplitude should work
fairly consistently with different gases, and therefore several
applications can be addressed with a single resonator design.
Of course, this ignores performance of components such as
valves and motors, but that discussion is beyond the scope of
this paper.

III. SUMMARY AND CONCLUSIONS

The capability to synthesize unshocked waveforms of
very large amplitude by careful design of the shape of a
resonator has been demonstrated. Pressure amplitudes more
than an order of magnitude larger than those obtained in an
acoustically saturated cylindrical resonator have been mea-
sured. Within the range of pressure amplitudes studied for
the other resonators described acoustic saturation did not ap-
pear to be present.

A key technological component in the generation of
these macrosonic standing waves is the entire resonator drive
system, which provides a practical method of transferring
hundreds of watts of power into the standing wave.

Interesting physical effects of macrosonic standing
waves were apparent. Strong hardening and softening reso-
nance behavior in resonators of different geometry filled
with the same gas were observed. For a given gas and a fixed
power delivery, the dominant factor affecting the peak pres-
sure amplitude is the geometry of the resonator, with differ-
ent resonator shapes providing tremendous differences in
pressure amplitudes. The particular properties of the gas,
such as sound speed, density, or compressibility, do not ap-
pear to present absolute physical limitations on pressure am-
plitudes.

In conclusion, the pressure amplitudes produced were
limited only by available drive force, which can be in-
creased. The issue of what standing wave overpressures can
ultimately be generated remains an open question. However,
a significant benchmark is that acoustics can now span the
pressure ranges necessary for many important commercial
applications.

FIG. 18. Relative harmonic amplitudep2 /p1 at small end of horn-cone
resonator as a measure of relative nonlinearity in R-134a, nitrogen, and
propane.

FIG. 19. Pressure ratios~discharge/suction! for several compressor applica-
tions.
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The perceptual effect of modifying speech produced by deaf talkers was investigated to discover the
changes necessary for disordered speech to be judged normal. Recordings of passages read by three
deaf talkers were used as material. For the first two experiments, a three-syllable word was extracted
from the deaf talkers’ passages and from a similar passage recorded by a hearing talker. Each of the
deaf speech samples was paired with the normal speech sample to generate various continua that
differed in the spectral and temporal modifications applied to them. Within each continuum, the
individual stimuli varied in the shape of the spectrum envelope and were produced by linear
interpolation of LPC analysis parameters between the deaf and normal speech end points. Results
suggest that correcting the temporal component of deaf speech alone is not enough to make it sound
normal. Spectral corrections that approximate about 70% of normal appear to be necessary for the
deaf speech samples to be judged normal. A third experiment made use of a 10-syllable segment of
speech in which the relative contributions of spectral and temporal adjustments were investigated.
The general conclusion of these three experiments is that spectral adjustments are more important
to perceptual judgments of normality than temporal adjustments. ©1998 Acoustical Society of
America.@S0001-4966~98!05506-4#

PACS numbers: 43.10.Ln, 43.71.2k, 43.70.Dn, 43.72.Ew@WS#

INTRODUCTION

A major concern in speech therapy is to determine how
habilitation efforts should be emphasized or sequenced to
achieve intelligible and normal sounding speech. For ex-
ample, should therapy focus on correcting mispronunciation
of segmental phonemes or should the focus be on correcting
timing and intonation? One way of answering this question is
to apply corrections to disordered speech and evaluate the
perceptual outcome of the corrections. Although the effects
of this type of correction can be studied in any kind of dis-
ordered speech, most of the relevant research is based on
modifications applied to speech produced by deaf children.

An early study along these lines was reported by Levitt
~1973!; he synthesized various versions of the wordbetter
using parameters modeled after recordings from deaf chil-
dren. Some of the synthetic versions included adjustments to
timing and formant trajectories so that the deaf children’s
speech more nearly resembled normal speech. Ten versions
of the word were used in a paired comparison task in which
listeners were instructed to indicate the member of the pair
which sounded most like natural speech. The ten versions
included natural productions as well as synthetic versions.
Rankings based on paired comparisons between synthetic
and natural speech tokens suggested that duration adjust-
ments had the strongest effects on naturalness ratings. How-

ever, the unaltered versions were ranked as being more natu-
ral sounding than even the duration-adjusted synthetic
versions except in the case of one child who had very poor
articulation.

Subsequently, Osberger and Levitt~1979! worked with
recordings of sentences produced by 13- to 15-year-old chil-
dren with congenital severe to profound hearing loss. The
recorded sentences were digitized and the waveforms were
modified to correct six types of timing errors. All other as-
pects of the speech samples were left unchanged. Judges
were asked to write what they heard and an intelligibility
measure was calculated. The only timing adjustment that
produced an improvement in intelligibility was correction of
relative timing errors. This correction involved matching the
ratio of the stressed-to-unstressed vowels in each syllable
produced by the children to the median value of the normal
speaker.

A series of studies by Maasen and Povel~1984a, b,
1985! examined the effects of various computer based cor-
rections on the intelligibility of sentences produced by deaf
children. The speech of 12- to 14-year-old Dutch children,
who had congenital sensorineural hearing loss of 90 dB or
more, was used in the experiments. The deaf children were
asked to produce sentences that were only recently intro-
duced into their class reading material. Normal hearing chil-
dren of the same age were also asked to produce the same set
of sentences. Digital signal processing techniques, including
LPC analysis and resynthesis were used to modify speech
samples produced by the deaf children along the dimensions
of timing, fundamental frequency, and the spectral compo-

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.
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nents of vowels and consonants. When appropriate, the char-
acteristics of the speech produced by the normal hearing
children were used for the corrections. Small but significant
improvements in intelligibility were noted for correction of
suprasegmental aspects of speech such as timing and funda-
mental frequency~intonation!; however, when the correc-
tions were applied to segmental aspects of speech~vowels
and consonants!, a major improvement in intelligibility was
noted. The authors offer the general recommendation that, to
improve intelligibility, it is more important to work on cor-
recting problems in articulation than in timing and intona-
tion. The authors also stress that this conclusion applies to
the speech of deaf children who have acquired a steady voice
and thus do not have problems with maintaining phonation.
It could be that in instances where maintaining phonation is
a problem, the relative contribution of suprasegmental cor-
rections would be enhanced.

In the present set of experiments, the focus is on delin-
eating the spectral and temporal characteristics of speech that
are associated with a perceptual shift from disordered to nor-
mal speech. The aim is to discover the range and extent of
spectral and temporal modifications that need to be applied
to samples of deaf speech to be perceptually judged normal.
The perceptual question, thus, is aimed at acceptability of
speech as normal and not whether it is intelligible. Although
work described above has generally pointed to the impor-
tance of segmental over suprasegmental factors in determin-
ing the intelligibility of deaf speech, the role of these factors
in determining normal speech quality beyond intelligibility
has not been examined and is addressed in the present ex-
periments.

We report on three perceptual studies which made use of
synthesized speech stimuli that differed along a deaf to nor-
mal continuum. The general approach was to analyze the
speech samples produced by deaf and normal hearing speak-
ers and synthesize a series of intermediate stimuli that to-
gether with the endpoint stimuli formed a continuum span-
ning the distance between the deaf and the normal speech
samples.

I. EXPERIMENT 1

A. Introduction

The specific questions asked in this experiment were:~a!
given normal timing and intonation, to what extent must the
spectral properties of deaf speech approximate normal
speech before it is reliably perceived as ‘‘normal,’’ and~b!
what is the extent of perceived improvement in deaf speech
if only the spectral envelope is changed without altering deaf
timing and prosody?

The questions asked in experiment 1 were examined by
the use of two sets of continua. One set examined whether
the imposition of normal speech timing on the deaf talker’s
speech in and of itself made the speech sample sound nor-
mal; and if not, how close should the spectrum of the deaf
speech sample be to the normal sample before it is judged to
be normal. Using another set of continua, we inquired
whether spectral modifications alone would make the deaf
speech samples be perceived as normal.

B. Method

1. Subjects

Six female graduate students in Speech and Hearing
from the University of Maryland participated as listeners in
the study. They were all native speakers of English.

2. Stimuli

Recordings of the rainbow passage read by about 50
deaf students, enrolled at Gallaudet University, were re-
viewed. The recordings of three male talkers~identified as
#35, #37, and #40! were selected because they were margin-
ally intelligible and because each talker consistently at-
tempted to pronounce all the segmental components of the
passage they were asked to read. A normal hearing adult
male talker~HTB! recorded the same passage; his speech
samples were paired with similar tokens produced by the
deaf talkers.

The wordbeautifulwas extracted from the rainbow pas-
sage recorded by the four talkers and was used to generate
stimuli for the six continua used in experiment 1. The three
deaf talkers’ productions of the wordbeautiful were identi-
fiable as three-syllable words. Talkers #35 and #40 produced
words which contained the expected consonant and vowel
segments, and although they sounded disordered, the words
were identifiable asbeautiful. Talker #37 produced the word
with a neutralized, flaplike /t/, and generally had the most
disordered speech. The duration of this word for speaker #35
was 589 ms, for #37 was 464 ms, for #40 was 374 ms, and
for the normal hearing speaker it was 684 ms. The deaf
speakers, therefore, had faster speaking rates than the normal
hearing speaker for this word.

Each token produced by a deaf talker was paired with
the normal hearing talker’s production of the same word to
generate three continua, one for each deaf talker. The stimuli
in these continua had normal timing and intonation and
spanned the deaf to normal distance in ten spectral steps.
Another set of three continua differed from the first set in
that all stimuli retained the deaf talker’s timing and intona-
tion. Each of these three continua had different timing and
intonation per the original deaf talker’s productions.

There were several steps in the construction of the test
stimuli. First, LPC analyses of the three deaf and one normal
speech samples were carried out. Source~residual! and spec-
tral ~inverse filter! estimates were derived in successive 5-ms
analysis frames. Inverse filtering was used to remove the
spectral information specified by the LPC parameters, and
whatever else was left~i.e., the residual signal! was consid-
ered to be source information. Next, an asymmetrical Dy-
namic Time Warping~DTW! algorithm was used to match
frames of spectral information between deaf and normal
pairs of words.

To temporally adjust the speech samples produced by
the deaf talkers with the timing of the normal talker, LPC
parameter files were edited by removing extraneous frames
and inserting interpolated frames, where necessary, to opti-
mally align the frames of the deaf and normal talkers per the
DTW results. The temporally aligned deaf talkers’ param-
eters were then used for residual excited LPC synthesis~ex-
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citing the LPC filters with the normal talker’s residual sig-
nal!. The same procedure was used to temporally align the
token produced by the normal hearing talker to each of the
tokens produced by the three deaf talkers. Thus the time
alignment procedures meant that each of the three deaf
speech samples was altered to be matched and paired with
the normal speech for one set of continua; and the normal
speech sample was modified three times to be paired with
each of the three deaf speech samples for the second set of
continua. In all cases, the residual excitation signal used for
synthesis was derived from the utterance for which timing
and intonation were being modeled. That is, normal timing
continua were synthesized with the residual from normal
speech; and the deaf timing continua were synthesized with
the residuals from the associated deaf speaker’s speech.

Finally, a ten-step spectral continuum was created for
each of the six deaf-normal pairings of the wordbeautifulby
linearly interpolating the LPC synthesis parameters~reflec-
tion coefficients! of every time frame. In each continuum,
stimulus 1 was synthesized using the LPC parameters of the
deaf talkers, stimulus 2 was synthesized using LPC param-
eters linearly interpolated to 10%, of the distance~in the LPC
parameter space! between the deaf and normal hearing talk-
ers, stimulus 3 approximated the normal LPC parameters by
20%, and so on up to stimulus 10 which approximated the
normal LPC parameters by 90%.

Figure 1 illustrates the acoustic consequences of this in-
terpolation procedure for stimuli in one of the continua~for

deaf talker #35 aligned to normal speech timing!. In this
figure, LPC smoothed spectrograms are shown for the two
endpoint stimuli@Fig. 1~a! and~d!# and for two intermediate
stimuli ~the 30% and 60% cases!.1 As this figure shows, the
consequences of the interpolation procedure for formant fre-
quencies are generally well-behaved and result in a graded
progression from formant patterns associated with one talker
to those of another. This is generally true in the case~as
here! where the steps are relatively small with respect to the
range of differences in the parameter space.

To summarize, there were six continua, three were
formed by matching each of the disordered samples to the
timing and intonation of the normal speech sample; and the
residual used for synthesis was derived from normal speech.
The other three continua were formed by matching the nor-
mal sample to the timing and intonation of each of the three
disordered samples; and the residual used for synthesis was
derived from each of the three deaf speakers.

3. Procedure

The listeners were tested individually. A computer sys-
tem was used to present the stimuli to the listeners and to
record their responses. The listeners were informed that the
stimuli consisted of synthesized speech tokens based on the
productions of deaf talkers saying the wordbeautifulwhich
were altered in various ways. They were instructed to make
their judgments, as to whether each token sounded normal or
disordered to them.

The ten stimuli within each continuum were presented in
ten randomizations, and the order in which each continuum
was presented within a set was also randomized. The order in
which the normal timing and the deaf timing continua were
presented was counterbalanced. The subjects responded to
the stimuli in each continuum twice. Trials were presented as
a two-alternative forced choice task in which subjects were
instructed to label the stimulus as either ‘‘normal’’ or ‘‘dis-
ordered.’’

C. Results

The results based on the continua in which the deaf talk-
ers’ speech was initially modified to match the normal talk-
er’s timing are illustrated in Fig. 2. This figure displays per-
cent ‘‘normal’’ responses as a function of change in the
spectrum of the stimulus for talkers #35, #37, and #40. On
the x-axis, stimulus 1 represents the deaf speech end of the
continuum and stimulus 10 the normal speech end of the
continuum.

It can be seen that all the responses to the stimuli that
were not modified spectrally~stimulus step 1! were rated as
disordered~not normal! demonstrating that simply correcting
the timing of the deaf speech samples to normal, without
making any changes in the spectrum, does not make the
stimuli sound normal. As the stimuli in a continuum ap-
proach the spectrum of the normal talker, however, there is
an ordered increase in the proportion of ‘‘normal’’ responses
corresponding to spectral modification in the stimuli.

The average number of times each stimulus was judged
to be normal by the subjects was entered in a two-way

FIG. 1. LPC smoothed narrow-band spectrograms for the 90% normal end-
point ~a!, 60% normal token~b!, 30% normal token~c!, and deaf talker
endpoint~d! in the continuum for deaf talker #35 from experiment 1. Fre-
quency in 1-kHz increments is shown in the left border of each spectrogram,
and a 100-ms time interval is illustrated along the bottom of panel~d!. All
panels share a common time base.
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ANOVA with talkers ~three levels! and spectral steps~ten
levels! as within subjects variables. Multiple group compari-
sons and simple main effects were calculated when appropri-
ate. The results of the analysis revealed a significant main
effect for talkers@F(2,10)515.43,pI ,0.0009#, spectral steps
@F(9,45)550.93, pI ,0.0001#, and a significant interaction
between talkers and spectral steps@F(18,90)54.39, pI
,0.0001#. Talker #37 received significantly fewer normal
ratings than talkers #35 and #40 who did not differ from each
other. The interaction revealed that the difference among the
talkers was significant only for stimuli that approached nor-
mal spectral patterns~spectral steps 6–10!. The spectral steps
effect, as seen in Fig. 2, showed that the speech of all talkers
was consistently rated disordered at the deaf end of the con-
tinuum and was more likely to be rated normal at the other
end of the continuum. Further analysis of the spectral steps
factor showed three groupings of the stimuli: spectral steps
1–6 received very low normal ratings~0%–20%! and did not
differ among themselves, spectral steps 7–8 received signifi-
cantly higher normal ratings~40%–57%! and did not differ
from each other, and spectral steps 9–10 received the highest
ratings~79%–85%!.

In contrast, the listeners’ responses regarding the stimuli
that were based on the deaf talker’s timing was varied and
somewhat unstable. The listeners frequently commented that
they found the stimuli in these three continua difficult to
judge. Some indicated that they did not hear clear differences
among the stimuli within a continuum to enable them to
respond reliably. The results are shown in Fig. 3.

Similar statistical analyses were carried out on the rat-
ings of these stimuli, namely a two-way ANOVA was done
with talkers ~three levels! and spectral steps~ten levels! as
within subjects variables. There was a significant main effect
for talkers @F(2,10)57.84, pI ,0.009#, and group compari-
sons indicated that speaker #40 received significantly more
normal speech ratings than speakers #35 and #37. The main
effect of spectral steps was not significant, and as can be seen

in Fig. 3 there was no correspondence between spectral
changes in the stimuli and the ratings of the listeners. A
significant interaction between talkers and spectral steps
@F(18,90)52.03, pI ,0.02# was due to a dip in ‘‘normal’’
speech ratings for talker #37 at the center of the continuum.

D. Discussion

A 70% ‘‘normal’’ rating was used as a cut off score
indicative of normal speech. This criterion was used to ex-
amine the group means listed in Figs. 2 and 3. The criterion
of normal speech was reached for some of the stimuli in the
continua based on normal timing~Fig. 2! however, almost all
the means of the continua based on deaf timing~Fig. 3! were
below this cut off point. Looking at the group means in Fig.
2, normal speech ratings was reached at stimulus 8~70%
normal spectrum! for deaf speakers #35 and #40, and stimu-
lus 10~90% normal spectrum! for deaf speaker #37. It can be
concluded that in these temporally adjusted stimuli, and for
two out of the three deaf talkers, only the stimuli that ap-
proximated the normal spectrum by about 70% or better
were judged to be normal. Deaf speaker #37 was less intel-
ligible than the other two speakers. Although his token of the
word beautiful did not contain any missing segments and
listeners could identify the word easily, his pronunciation of
individual segments deviated more from normal than for the
other two deaf speakers. Consequently, the spectral differ-
ence between his productions and the normal talker was
more than for the other deaf talkers.

One interpretation of the results for the set of continua
based on deaf timing and intonation~Fig. 3! is that the pres-
ence of normal timing and intonation is a precondition for
speech to be judged normal. That is, with disordered timing
and intonation, spectral modifications do not play a consis-
tent role in contributing to what is perceived as normal
speech. Instead, the results suggest that listener judgments

FIG. 2. Percent normal ratings given to the stimuli in three spectral continua
based on the speech of deaf talkers #35, #37, and #40. All stimuli were
synthesized and modeled on the timing and residual of the normal hearing
talker. Continuum step 1 is the deaf end of the continuum.

FIG. 3. Percent normal ratings given to the stimuli in three spectral continua
based on the speech of deaf talkers #35, #37, and #40. All stimuli were
synthesized and modeled on the speech timing and residual of the three deaf
talkers. Continuum step 1 is the deaf end of the continuum.
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were not affected by the spectral adjustments in these con-
tinua.

In general, the results of experiment 1 suggest that spec-
tral changes in the context of normal timing bring about a
perceptual shift in judgment toward normal speech; however,
the same spectral changes in the context of deaf speech tim-
ing do not produce a reliable perceptual shift to normal.
However, there are several confounding factors to be consid-
ered as well. First, by design, timing and intonation were
confounded in this experiment. Although intonation did not
seem particularly disruptive for any of the talkers, it is un-
clear if effects are due specifically to timing, or to intonation,
or to both combined. Second, because residual excitation
was used, it is possible that spectral information retained in
the residual signal tended to bias or confound the results. If
the all-pole LPC model was a poorer fit to the deaf speech
~e.g., because of greater nasality! than to the normal speech,
we would expect the residual signals from the deaf speech to
retain more of the deaf speech spectral features. Conse-
quently, in resynthesis, more of the deaf spectral features
would be preserved, even at the normal speech end of the
spectral continua. Experiment 2 was designed to address
these issues and examine the timing~independent of intona-
tion! in greater detail.

II. EXPERIMENT 2

A. Introduction

In experiment 2 an attempt was made to separate the
effects of timing from the effects of possible artifacts~due to
the residual of deaf speech! by using a neutral signal to ex-
cite the LPC vocoder for synthesis. The question asked in
this experiment was: how would partial timing adjustments
of deaf speech influence judgments of normality? In other
words, is there a trade-off between temporal and spectral
adjustments of deaf speech?

B. Method

1. Subjects

Another group of seven female graduate students in
Speech and Hearing from the University of Maryland partici-
pated as listeners in the study. They were all native speakers
of English.

2. Stimuli

The same original tokens of the wordbeautifulproduced
by deaf talkers #35 and #40 and the normal talker were used
to generate the stimuli in this experiment. To test the effect
of timing and spectral adjustments factorially, spectral
change continua were created for five levels of timing adjust-
ment relative to the difference between deaf and normal tim-
ing: ~1! no temporal change;~2! a 25% change toward nor-
mal; ~3! a 50% change toward normal;~4! a 75% change
toward normal; and~5! a complete~100%! match with nor-
mal timing.

The timing adjustments to create end point stimuli for
each of the five continua were based on linear temporal ex-
pansion or compression of syllables within the deaf and nor-

mal speech. Consequently, a syllable originally produced by
a deaf talker with the same duration as the normal talker’s
corresponding syllable would not vary in duration over the
five steps of the temporal continuum. A speech waveform
time compression and expansion program developed by the
second author was used to produce time-altered waveforms
from the original speech tokens. The program achieved the
desired syllable durations by repeating or deleting brief sig-
nal epochs which corresponded to pitch periods in voiced
regions and to similar sized chunks of waveform in unvoiced
regions of the stimuli~a more detailed description of the
algorithm is given in the Appendix!. A study by Pitt and
Samuel~1995! showed that even substantial time compres-
sion produced by using this algorithm results in an accept-
ably small loss of intelligibility for normal speech.

Following the time alignment procedure, the same gen-
eral procedures for synthesis used in experiment 1 were fol-
lowed. For these stimuli, however, the LPC vocoder excita-
tion signal was generated by matching a synthetic glottal
pulse and noise model to the residual of the~in some cases
time-altered! normal speech. This synthetic source function
made use of the Rosenberg~1971! glottal waveform approxi-
mation, adjusted for use with the LPC vocoder, during
voiced regions of speech and used Gaussian noise for voice-
less excitation. The synthetic source could also contain
mixed ~glottal pulses1noise! excitation signals.

As in experiment 1, each of the continua consisted of
spectral steps that were created by linearly interpolating LPC
reflection coefficients between the tokens of the deaf and
normal hearing talkers. However, in experiment 2, seven
rather than ten spectral steps were used. In addition, at each
of the spectral steps, theF0 did not change, i.e., there were
no pitch variations associated with spectral steps; theF0
contour was that of the normal talker for all stimuli. In all,
the stimuli for the ten continua created for this experiment
made use of speech samples from two deaf talkers at five
timing levels and seven spectral steps.

The no temporal change condition~Time 1: deaf timing!
is in essence a replication of the second part of experiment 1.
For this set of stimuli, however, a synthesized neutral source
which modeled normal intonation was used to drive the vo-
coder. Thus temporal and spectral factors were varied or-
thogonally over the various experimental continua, but into-
nation and other source features were held constant.2

3. Procedure

The test setting, instructions to the listeners, computer
system for stimulus delivery and response recording were
similar to the ones used in experiment 1.

The seven stimuli within each continuum were presented
in ten randomizations, and the order in which each con-
tinuum was presented was also randomized. The order in
which the continua based on the tokens of speaker #35 and
speaker #40 were presented was counterbalanced.

C. Results

The results of this experiment are shown in Fig. 4. The
figure shows averaged group judgments for the two talkers.
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Each of the five lines in the figure represents a different
timing level. The subjects’ responses were entered into a
three-way ANOVA with talkers~two levels!, temporal ad-
justment ~five levels! and spectral steps~seven levels! as
within subjects variables. The main effects for talkers and for
temporal adjustment were not significant; however, the main
effect for spectral steps was highly significant@F(2,24)
5126.45,pI ,0.0001#. There was, in addition, a significant
interaction between talkers and temporal adjustment
@F(4,24)56.78, pI ,0.0008#; no other interaction was sig-
nificant.

The significant spectral steps factor revealed that there
was an orderly increase in the number of normal speech rat-
ings as the spectral steps were modified in the direction of
normal. Further analysis of this factor indicated that stimuli
in spectral steps 6 and 7 received significantly more ratings
of normal than all other stimuli. At the other end of the
continuum, spectral step stimulus 1 received significantly
fewer ratings of normal than all other stimuli. The interme-
diate stimuli were either significantly different from their
adjacent steps~spectral steps 4 and 5! or only overlapping
with their adjacent steps~spectral steps 2 and 3!.

The temporal adjustment factor was not significant, re-
vealing that the stimuli with and without temporal adjust-
ment were rated at the same level of normality. This finding
suggests that using a neutral source but keeping the deaf
speech timing intact can produce perceptual ratings of nor-
mal speech. That is, spectral modifications applied to speech
tokens with deaf timing, but using a neutral sound source,
produced perceptual ratings that were reliably judged to be
normal. The criterion of 70% normal was reached for stimuli
in spectral steps 6 and 7.

The interpretation of the significant interaction between
talkers and temporal adjustment is not interesting; it indi-
cates that deaf speaker #40 had slightly higher average nor-

mal ratings than speaker #35 at temporal adjustment levels 1
and 2 and the difference between the 2 speakers was reversed
at temporal adjustment levels 4 and 5.

D. Discussion

The findings of this experiment support those of experi-
ment 1 by demonstrating the perceptual importance of spec-
tral modifications applied to deaf speech. That is, as the
spectrum of the stimuli approached that of the normal
speech, there was a concomitant perceptual shift in the direc-
tion of normal. Furthermore, and in contrast to the results of
experiment 1, the results of this experiment indicate that
spectral modifications of the stimuli had the same perceptual
impact, independent of adjustments in syllable timing. That
is, normal timing does not appear to be a precondition to
speech being judged normal, and there does not seem to be a
trade-off between spectral and temporal modifications. The
only variable that affected perceptual judgments was the
change in the spectrum of the stimuli.

It could be concluded, at this point, that the problems
with evaluating the stimuli synthesized with the deaf residu-
als to create deaf timing in experiment 1, had to do with the
effects of using the deaf residual and were not related to deaf
timing per se. However, with a stimulus item of only three
syllables, it is possible that timing effects were just too small
to be observed. Consequently, experiment 3 was designed to
extend these results to stimuli of more complex rhythmical
structure.

III. EXPERIMENT 3

A. Introduction

The aim of this experiment was to extend the results of
the previous experiments to phrase-length speech tokens
since it is possible that timing effects are better assessed in
such materials. Additionally, rather than fixing the intonation
pattern to model the properties of normal intonation in all
stimuli, we allowed the intonation pattern to vary from dis-
ordered to normal in a manner that was redundant with spec-
tral changes while still orthogonally varying the timing di-
mension alone. It was thought that this might increase the
perceptual differences between the normal and non-normal
ends of the continua and hence provide more opportunity to
observe effects of timing, especially at the non-normal end
of the continua.

B. Method

1. Subjects

A third group of eight female graduate students in
Speech and Hearing from the University of Maryland partici-
pated as listeners in the study. They were all native speakers
of English.

2. Stimuli

The speech sample used in this experiment was a ten-
syllable phrase from the rainbow passage:When the sunlight
strikes raindrops in the air. The speech of deaf speaker #37
was used because it was reasoned that the least intelligible

FIG. 4. Percent normal ratings given to stimuli in five spectral continua,
each representing a different level of timing adjustment~from 0% normal
time to 100% normal time!. All stimuli were synthesized by using a syn-
thetic source~glottal pulse and noise! matched to the residual of normal
speech. The responses are averaged over stimuli based on the speech of
talkers #35 and #40.
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speaker might show the greatest timing adjustment effect.
Speaker #37’s pronunciation of this phrase contained all of
the consonantal and vowel segments, although segments
tended to be nasalized, and friction energy was very weak for
all fricative segments. The duration of this phrase as pro-
duced by speaker #37 was 3517 ms. A normal-hearing male
speaker’s recording of this phrase was selected from previ-
ously digitized materials for use as the normal template. This
was a different speaker than the normal-hearing male speaker
in the previous experiments. The duration of the normal
phrase was 2464 ms.

The procedure for creating five different temporal ad-
justments was the same as in experiment 2, that is, phrases
for both talkers were first aligned by linear expansion or
compression of syllable durations to target patterns repre-
senting each of the five temporal steps. These time aligned
endpoint stimuli were then analyzed to obtain LPC param-
eters for synthesis.

The synthesis excitation signal in this experiment was a
simple pulse train for voiced segments and Gaussian noise
for voiceless segments. In these series, the timing of the
stimuli was separated from intonation which varied from
deaf to normal redundantly with spectral changes.

The stimuli consisted of five continua, one for each tim-
ing adjustment, each of which had seven spectral steps rang-
ing from deaf to normal spectral characteristics; thus there
were 35 different stimuli in all. With these stimuli, however,
the usual linear interpolations for the spectral steps from deaf
to normal were also accompanied with linear interpolations
of F0 and amplitude. That is, the intonation contour also
changed linearly from deaf to normal within each con-
tinuum.

3. Procedure

The test setting, instructions to the listeners and com-
puter system for stimulus delivery and response recording
were similar to the ones used in experiment 2.

The stimuli within each continuum were presented in ten
randomizations, and the order in which each continuum was
presented was also randomized. Subjects in this experiment
were presented the 35 stimuli blocked in two counterbal-
anced orders:~a! trials that were blocked for spectral steps
~within each continuum, the temporal adjustment of the
stimuli was constant and the spectral steps varied!, and ~b!
trials that were blocked for temporal adjustment~within each
continuum, the spectral modification of the stimuli was con-
stant and the temporal adjustments varied!. The format of the
trials blocked for spectral steps was the same as that used in
experiments 1 and 2. It was assumed that the spectral block-
ing would enhance the spectral effect and temporal blocking
would enhance the temporal effect.

C. Results

The results based on the spectral block and temporal
block trials are presented in Fig. 5~a! for the seven spectral
steps and in Fig. 5~b! for the five temporal steps. A compari-
son between the values shown for experiment 3 and those
shown for experiments 1 and 2 reveals an overall drop in the
incidence of normal speech ratings, presumably reflecting
the use of only the least intelligible talker~#37!. To assess
the relative contributions of spectral and temporal modifica-
tions, and whether these factors contribute independently to
perception of normality, a log-linear analysis was used. This
analysis models data in hierarchically structured frequency
tables by determining the minimum number of factors~main
effects! and interactions needed to account for the data.

For the present analysis, two seven by five tables of
frequencies were constructed. Each table represented a dif-
ferent blocking factor~either spectral or temporal blocking!
and the rows and columns of each table were the seven spec-
tral and five temporal steps. Thus the complete dataset
formed a three-dimensional (73532) table for analysis.
The results of this analysis showed a significant spectral ef-

FIG. 5. Percent normal ratings given to the stimuli in experiment 3.~a! Listeners’ ratings demonstrating the perceptual effect of spectral adjustments in
spectral block trials and temporal block trials, and~b! ratings demonstrating the perceptual effect of temporal adjustments in spectral block trials and temporal
block trials.
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fect ~x2df56, 1741.7,pI ,0.0001! and significant temporal
effect ~x2df54, 266.41, pI ,0.0001!. The main effect of
block was not significant. It also revealed significant interac-
tions for spectral by block~x2df56, 108.53,pI ,0.0001! and
temporal by block~x2df54, 132.12, pI ,0.0001! effects;
however, the interaction between spectral and temporal fac-
tors was not significant. Finally, the three-way interaction
was not significant.

Figure 5~a! plots the means involved in the significant
spectral by block interaction, and in Fig. 5~b! the means for
the significant temporal by block interaction are shown. The
parameter in each panel is the blocking factor. In Fig. 5~a!, it
can be seen that the effects of spectral changes are enhanced
when stimuli are blocked spectrally, and similarly it can be
seen in Fig. 5~b! that temporal changes are enhanced when
stimuli are blocked temporally. However, the magnitude of
spectral effects, Fig. 5~a!, is substantially greater than the
magnitude of the temporal effects, Fig. 5~b!.

IV. GENERAL DISCUSSION

Experiment 3 extended the results of the previous ex-
periments to speech stimuli of longer duration, allowed into-
nation to vary independently of timing~although redundantly
with spectral factors!, and further used presentation blocking
to enhance possible temporal and spectral effects. Despite
these differences, the results of all experiments suggest that
spectral features contribute more to the perception of normal-
ity than temporal features. It was never possible to produce a
criterion level of 70% normal judgments by altering the tem-
poral structure of deaf speech without spectral modification
as well. In experiment 2, with short three-syllable stimuli and
normal intonation, spectral changes in the absence of tempo-
ral changes were sufficient to produce at least 70% judg-
ments of normal. In experiment 3, a combination of temporal
and spectral changes were needed to produce 70% or higher
normal ratings, but spectral effects were both stronger than,
and independent of, the temporal effects. Only in experiment
1 did it appear that normal timing and intonation were pre-
requisite to judgments of normal, and in that experiment, the
conclusion is suspect because of the possible confounding of
spectral and temporal information within the deaf speech re-
sidual signals used for synthesis.

The temporal disruption associated with speech disor-
ders is often large~Darley et al., 1975! and appears to be
correlated with both intelligibility and naturalness
~Linebaugh and Wolf, 1984!. Nonetheless, studies evaluating
the relative contributions of temporal and spectral factors to
speech intelligibility generally support the view that spectral
factors are more important~Maasen and Povel, 1984a, b,
1985!. One reason for undertaking the present study was the
possibility that the subjective impression of the importance
of timing in speech disorders would be reflected more in
judgments of normality than in measures of intelligibility.
However, the findings of the present experiments tend to
parallel those of experiments in which the intelligibility mea-
sure is used and show the predominance of spectral factors in
normality judgments as well.

It is necessary to qualify this conclusion by noting that

the distinction between spectral and temporal features in
speech is somewhat arbitrary. In preparing the stimuli for
experiments 2 and 3, the syllable level was chosen as the
level at which timing was manipulated. That is, syllable du-
rations were linearly expanded or compressed to align deaf
and normal utterances. Thus temporal features were associ-
ated with rhythmic structure and with segmental durations in
constant proportion to the durations of their parent syllables;
while spectral features were associated with the redistribu-
tion of segmental durations within a syllable and more fine-
grained variations in articulatory patterns, even thought such
variations implicitly involve timing as well. For instance,
subtle features such as the way vowel offglides are patterned,
and the pattern of vocalic transitions associated with CV and
VC gestures, as well as less subtle features such as the rela-
tive durations of vowels and surrounding consonants within
the same syllable fell into the category of spectral effects.
For experiment 2, which involved only the wordbeautiful, it
does not appear that a finer-grained definition of timing
would have made any difference. However, it is possible that
effects of timing could have been more pronounced in ex-
periment 3 if timing had been adjusted at the segmental or
sub-segmental level~as in experiment 1!.

To explore this further, three spectrograms from stimuli
in experiment 3 are shown in Fig. 6. The top panel@Fig. 6~a!#
shows the LPC spectrogram of the synthetic version of the
deaf talker’s production of the ten-syllable test phrase. The
central panel@Fig. 6~b!# shows the spectrogram of the same
phrase after timing adjustment to align syllable onsets with
those in the normal talker’s phrase. The bottom panel@Fig.
6~c!# is the spectrogram of the synthetic version of the nor-
mal talker’s production. Vertical lines running through all
three panels indicate the approximate temporal alignment
points used in the signal processing. Perceptual differences
between the stimuli associated with panels~a! and~b! would
be attributed to temporal modification while differences in
perception between stimuli associated with panels~b! and~c!
would be attributed to spectral modification.

Several features are worth noting in this figure. First, the
normal talker neutralizes the /Z/ of when the, replacing the
/nZ/ with a dentalized nasal which is released into schwa@see
the leftmost two regions of Fig. 6~c!#. This is a pattern which
is typical of connected speech~Manuel et al., 1992!. The
deaf talker produces these two words with a very brief nasal
stop in the coda ofwhen, virtually no nasal murmur, a period
of silence, betweenwhenandthe, and replaces /Z/ with what
is perceptually a weak unaspirated /d/@see the leftmost two
regions of Fig. 6~b! and ~a!#. These articulatory differences
between the talkers certainly have both temporal and spectral
components. It is possible that temporal factors would have
appeared to be more important had a very fine-grained tem-
poral restructuring of the spectral features in the deaf talker’s
utterance been used. For instance, by lengthening the end of
when while shortening the silent interval followingwhen,
something similar to the normal talker’s nasal murmur might
have resulted. However, given that the spectrum at the end of
the deaf talker’swhen is different than the normal talker’s
nasal murmur, such fine-grained temporal restructuring
might only have resulted in a different but equally unnatural-
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sounding utterance. Moreover, practical limitations in the
signal processing typically result in distortions when a seg-
ment of speech is extended in duration by more than a factor
of 2 or 3, thus reducing perceived normality.

The differences between the talkers forwhen theare the
most extreme of the examples that can be seen in Fig. 6. In
other cases, there may be smaller segmental or sub-
segmental temporal differences which, in the present analy-
sis, will be attributed to spectral changes. However, inspec-
tion of the overall differences between the spectrograms in
Fig. 6 suggests that spectral, not temporal differences domi-
nate the differences between these tokens. In addition to the
absence of virtually any friction energy visible in the deaf
talker’s phrase, every voiced region shows marked differ-
ences in formant frequencies and formant trajectories which
for the most part could not be resolved by temporal restruc-
turing, nor accounted for by simple differences in, for ex-
ample, vocal tract length. Given these considerations, the

conclusion that spectral rather than temporal factors are most
crucial in determining perceived normality is warranted.

Applying these results to clinical practice suggests that it
is more important to achieve improvements at the segmental
level rather than in speech timing as the outcome of clinical
treatment. This was also the conclusion drawn by Maasen
and Povel~1984a, b, 1985! who worked with speech samples
from deaf children in the Netherlands. However, it is worth
bearing in mind that these results speak to the desired out-
come of treatment and do not necessarily imply that the
course of effective treatment must focus on segmental articu-
lation to the exclusion of prosodic, and particularly timing
factors. Indeed, it is possible that the best training to achieve
improvements at the segmental level builds on establishing a
well-grounded timing strategy. Our experiments cannot ad-
dress this issue, but our findings in conjunction with results
of previous studies clearly show the importance of improved
segmental articulation as an outcome of speech therapy.

The findings of this set of experiments are also in accord
with results of studies on computer enhancement of disor-
dered speech~e.g., Bunnellet al., 1992; Bunnell, and Po-
likoff, in preparation!. These investigators adjusted the tim-
ing of short sentences produced by dysarthric talkers to
achieve temporal alignment at the segmental level with nor-
mal speech exemplars of the same sentences. A total of 740
sentences~74 sentences and 10 talkers! were presented to
listeners in both original and time-aligned form. Segmental
intelligibility was measured using a closed response set iden-
tification task for three keywords in each sentence. Overall,
and in nearly all specific contrasts, segmental intelligibility
was either unchanged or slightly lowered as a result of tem-
poral alignment with normal speech. These authors conclude
that, while adjusting the temporal structure of dysarthric
speech may produce objectively more natural timing, signifi-
cant improvements in segmental intelligibility are unlikely to
be observed without adjustments to the spectral structure as
well. That is, it is more important to directly work on im-
proving the spectral properties of the signal than on adjusting
its temporal features.

In summary, in experiment 1, the timing of disordered
speech samples was modified to fit the temporal structure
and prosody of normal speech and then spectral adjustments
were applied to the speech samples. Another set of stimuli
was used to investigate whether spectral modifications alone
would make deaf speech samples be perceived as normal. In
experiment 2, we evaluated the contribution of temporal
modifications in more detail. In experiment 3, we used a
longer sample of speech and again examined the relative
contribution of spectral and temporal modifications to the
perception of normal speech. In all experiments our general
conclusion is that the contributions of spectral adjustments to
normality judgments are more effective than temporal adjust-
ments.
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FIG. 6. LPC smoothed narrow band spectrograms for three stimuli in ex-
periment 3.~a! Original deaf talker’s phrase,~b! deaf talker’s phrase tem-
porally aligned to the normal talker’s phrase, and~c! normal talker’s phrase.
All spectrograms are derived from the synthetic versions of the stimuli used
in the experiment. Vertical lines are drawn through each panel to illustrate
alignment points for the temporal adjustments. Frequency in kHz is indi-
cated within each panel. The common timescale is indicated in ms below
panel~c!. The phrase is: when the sunlight strikes raindrops in the air.
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APPENDIX: METHOD USED FOR TIME COMPRESSION
AND EXPANSION

The algorithm for time compression and expansion was
developed for use in altering the temporal structure of dys-
arthric speech~Bunnell et al., 1992!. However, it has been
used by a number of investigators for temporal modification
of normal speech as well~e.g., Gordon-Salant and Fitzgib-
bons, 1993; Pitt and Samuel, 1995!. The procedure works by
copying an input waveform file to an output waveform file
occasionally duplicating or skipping short sections of the in-
put waveform to achieve a required timescale modification.
For voiced regions of the input file, the segments copied are
~with high probability! individual pitch periods, thus main-
taining the fundamental frequency of the speech being com-
pressed or expanded in time. For unvoiced regions of the
input, the same segment selection criteria leads to choosing
portions of the waveform which are of approximately pitch
period length.

The general design of a program implementing this al-
gorithm is illustrated in the flowchart shown in Fig. A1. Af-
ter initializing various data registers, the program chooses a
waveform epoch~pitch period or unvoiced region of short
duration!, appends the epoch to the output, computes the new
duration of the output file, and then computes a location
within the input file from which to select the next epoch
based on the timescaled duration of the output waveform.

The most difficult part of this process is selecting epochs
to copy. A variety of methods for pitch period location have
been tried for use in this algorithm, including inverse filter-
ing techniques~e.g., Markel, 1972! and wavelet analysis
~e.g., Kadambe and Boudreaux-Bartels, 1992!. However, for

most laboratory speech~i.e., good signal to noise ratio and
stable recording channel characteristics!, a simple approach
based on detecting features within a low-pass filtered copy of
the input waveform often performs nearly as well as more
elaborate techniques, at relatively low computational cost.
For this approach, the input waveform is low-pass filtered at
850 Hz so that it will be likely to include oscillations due to
F1, but notF2. The filtered waveform is then searched in the
region from which a segment is to be copied to locate the
largest excursion between a waveform minimum and adja-
cent ~preceding or following! maximum. From the location
of the maximum, the preceding positive-going waveform
zero crossing is then taken as the start of a pitch period.
Using similar logic, the start of the immediately following
pitch period is also located~subject to parameters which con-
strain the likelyF0 and jitter for the speech!, and from that
the duration of the pitch period to be copied is determined.
To avoid compounding errors, this process is restarted as an
independent search each time a pitch period is to be located.

When the input speech signal is not voiced, the same
logic is used to locate some waveform feature within the
input which can serve as the start of a waveform epoch to be
copied. On occasions where there is too little energy below
850 Hz to leave useful minima and maxima in the filtered
waveform, the search returns to the center of the input se-
quence as the next location of a pitch period and 10 ms as the
period duration.

Finally, each epoch is isolated with a small amount
~generally 1.5 ms! of prior waveform context which is used
for overlap blending of the epoch with the tail of the output
waveform. The blending process is a weighted averaging of
the samples in the overlap region with corresponding
samples in the tail of the output waveform. A weighting
factor is linearly incremented from zero to 1.0 over the du-
ration of the overlap region to increase the contribution of
the new data to the average while a complementary weight is
applied to samples from the tail of the output waveform. This
eliminates small waveform discontinuities which might arise
when epochs are either duplicated or skipped due to differ-
ences in the timescales of the input and output waveforms.

1The LPC smoothing was computed with a 25-ms Hanning window and 12
inverse filter coefficients using the preemphasized~6 dB/oct! speech wave-
form. This display format provides roughly the frequency resolution of a
narrowband spectrogram without imaging the voice harmonics, thus giving
a clear view of the consequences of the interpolation vis-a-vis formant
frequencies.

2It is, of course, impossible to completely separate intonation pattern from
timing since intonation is a pattern defined over time. However, in so far as
intonation could be describe in ordinal terms, the pattern was fixed for all
stimuli.
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An approximation to the planar harmonic Green’s function
at branch points in wave-number domain
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An arbitrary anisotropic piezoelectric half-space is considered, and harmonic wave field in both time
and space on its surface. A planar harmonic Green’s function, dependent on the wave number, is
involved in the matrix relation between complex amplitudes of the applied traction and the resulting
particle displacement on the surface of the half-space. An approximation to this function is derived,
being valid in the vicinity of the cutoff slownesses of bulk waves, for certain cases of the shape of
the slowness curves at the cutoffs. The Stroh formalism is adopted and a new theorem is proved for
this purpose. This approximation is useful in any analysis of the wave field carried out by means of
the methods of complex variable, for example in finding the singular points or determining the type
of branch points~at the cutoff wave numbers of bulk waves! on the complex plane of a wave
number. The branch points of square and cubic root type are discussed. The approximation
parameters are derived from the matrix dependences at a given branch point. The computed
examples are presented for effective surface dielectric permittivity of quartz substrate. ©1998
Acoustical Society of America.@S0001-4966~98!02008-6#

PACS numbers: 43.20.Bi, 43.20.Gp, 43.20.Jr, 43.35.Pt@JEG#

INTRODUCTION

In this paper, we consider a planar harmonic Green’s
function G for piezoelectric half-space, which is involved in
the equation

@Ui 2E1#T5G~r !@T3i D3#T, ~1!

where Ui5]ui /]x1 , ui is the particle displacement (U
5u,1), E152w ,1 is the tangential electric field,w is the
electric potential,T3i is the stress component~a traction on
the surface of the body,T!, andD3 is the electric flux density
~normal component!, all on the surface of the considered
arbitrarily anisotropic piezoelectric half-spacex3<0, where
they are assumed to be harmonic functions ofx1 and timet
in the form (j 5A21)

exp~ j vt2 j rx 1!, ~2!

with angular frequencyv and wave numberr ~a real spectral
variable!.

Equation~1! is the Fourier transform of the relation

@U 2E1
T#~x1 ,t !5E E G~x12x18 ;t2t8!

3@T D3#T~x18 ,t8!dx18 dt8 at x350.

The above notations for the wave-field components are ex-
tended to their complex amplitudes dependent onr , for ex-
ample,U52 j r u. It will be later assumed that the wave field
in the body~for x3,0! depends onx3 according to exp(jvt
2jrx12jsx3), with s being generally a complex number.

At given frequencyv, the matrixG is a function ofr . It
results directly from the energy conservation law thatG is an
anti-Hermitian matrix forr above the cutoff wave number of
bulk wavesks . In this case, there are no propagating modes
in the body that can carry energy from the surface sources
~e.g., an applied traction! to infinity. G has a pole atr

5kR, wherekR is the wave number of the surface acoustic
wave ~SAW!. In piezoelectrics, there are two characteristic
wave numbers of SAWs, for metallized surface (w50), and
for isolated surface (D350), k0 and kx , respectively,k0,x

.ks .
In the theory of SAW devices, of particular interest is

the so-called effective surface permittivityD3 /E1

52G44
21(r ). Its useful approximation,1 valid for ur u

.ks(Ar 25ur u for real r !, is

D3

E1
5 j ee

r 22kx
2

r 22k0
2

Ar 2

r
. ~3!

This approximation neglects the bulk waves entirely. A more
general approximation has been introduced for certain cases
of piezoelectric crystals2 that accounts for the slowest bulk
wave. It has the form

D3

E1
5 j ee

Ar 22ks
22bAr 2

Ar 22ks
22aAr 2

Ar 2

r
, ~4!

that is valid in the vicinity of the cutoff wave number of bulk
wavesks . In fact, it is quite accurate forr .ks , including
k0,x ; a andb are the approximation coefficients. This equa-
tion accounts for the most important bulk wave for SAW
devices. This is the wave propagating with velocity close to
the SAW velocity, carrying energy almost parallel to the
surface of the substrate. This is because, at the cutoff wave
number, the direction of the Poynting vector, being normal to
the slowness curve (r ,s)/v, is parallel tox1 . Such waves
decay slowly~due to diffraction! alongx1 . This property is
exploited in certain SAW devices for signal transmission
along the substrate surface.3

In Eq. ~4!, there is a branch point of the square-root type
on the complex plane of wave numberr . It will be shown
below, that this type of branch point is connected with slow-
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ness curves that can be approximated, at the cutoff, by a
parabola. In this paper, we further generalize the approxima-
tion to the planar harmonic Green’s function by:

~1! Considering arbitrary cutoff wave numbers of bulk
modes~there can be many cutoffs; Fig. 1 presents four cutoff
wave numbers, A, B, C, and D!, that propagate in arbitrary
anisotropic piezoelectric half-space.

~2! And considering more complicated cases of slowness
shape at the cutoff~in Fig. 1, A, B, and D are cutoffs where
the slowness curves have parabolic approximations that re-
sult in the above-mentioned branch points of the square-root
type, and C is the cutoff where the slowness curve has a
point of inflection, this will result in a branch point of Airy,
cubic root type!.

In Eq. ~4!, the slowness curve is assumed to be a pa-
rabola such that the wave vector of bulk wave (r ,s) has its
x3 component dependent onr like s;Aks

22r 2. Generally,
the slowness can exhibit higher-order curvaturess;(ks

2r )1/n, with n<6. In this paper, we discuss cases ofn52
and 3. These are the most fundamental cases; there are only
isolated points with highern on the entire slowness surfaces
~for all sagital planes!. For nonpiezoelectric bodies, similar
cases were considered in Ref. 4. For completeness of the

presentation we will necessarily repeat certain results of that
paper with new derivation.

As discussed elsewhere in the literature,5 evaluatingG is
quite a difficult task. As mentioned above, the proposed ap-
proximation at the cutoff wave numbers of bulk modes al-
lows us to account for the most important waves carrying
energy along the surface of the body. The remaining waves,
andG in the remaining domain ofr , can thus be treated with
a reduced accuracy, or even neglected in some applications.

I. BOUNDARY VALUE PROBLEM

For our purposes, the best suited is the Stroh formalism
generalized to piezoelectric body in Ref. 6. With details pre-
sented in this paper6 and also in Appendix A, the constitutive
equations and equations of motion of arbitrary anisotropic
body can be transformed into the following eigenvalue prob-
lem for real and nonsymmetric matrixH, dependent on spec-
tral variabler ~andv, which is assumed to be constant in our
considerations!

HF5qF, ~5!

whereq5s/r , s is thez component of the wave vector of the
harmonic wave field assumed in the body exp(jvt2jrx
2jsz) ~x5x1 , z5x3,0, and there is no dependence ony
5x2!. The vector

F5@U1 U2 U3 2E1 T31 T32 T33 D3#T ~6!

comprises all the wave-field components that will be later
involved in boundary conditions atz50, on the surface of
piezoelectric half-space.

There are eight eigenvalue–eigenvector pairs$qi ,F( i )%
satisfying Eq.~5! and the normalization condition

F~ i !* –F~ i !51, ~7!

but only half of them satisfy the radiation condition at
z→2`, which is (si5rqi)

Im si.0, or P3
~ i !,0 if Im si50, ~8!

whereP3 is thez component of the Poynting vector of the
i th bulk propagating mode, the slowness and polarization
vectors of which are described by (r ,rqi)/v andF( i ), respec-
tively ~if Im qiÞ0 then it is an evanescent bulk mode, van-
ishing deep in the body!. It is shown in Appendix A that

P35
1

2

v

r
Re T̄•Ū* , ~9!

where the asterisk means complex conjugation andT̄ andŪ
are parts ofF

Ū5F U
2E1

G , T̄5F T
D3

G . ~10!

Only the (qi ,F( i )) satisfying radiation condition~8! are in-
cluded in the solution for the wave field from thez,0 do-
main. They are numbered byi 51 – 4 in the representation of
the wave field inside the body

FIG. 1. ~a! Slowness curves of quartz in the sagital plane described by Euler
angles~0°, 60°,260°! and with subsequent rotation in the sagital plane by
24.6904°. Cutoff wave numbers are marked by letters A–D. X marks the
point where slowness curves do not cross each other~this is due to piezo-
electric coupling of these two shear waves!; the curves approach each other
and then diverge what makes the approximation of such slowness curves
extremely difficult. Somewhat similar is the case of two slowness curves
near points C and B.~b! The approximation to the slowness curve~thick
line! at cutoff C, thin solid line: approximated with parametera evaluated
from Eq. ~27! ~this approximation is of equal quality on both sides of the
cutoff!, and thin dashed line: slowness curve approximated with 1.75a. This
produces better approximation at the right-hand side of the cutoff, whose
domain ofy is more important in Fig. 2.~c! The computedy(r )5G44

21(r ) in
a broad domain. Points A–D correspond to the cutoff slownesses in the
subplot at the left-hand side. R marks a pair of a zero and a pole ofy
corresponding to the Rayleigh waves.
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F~x,z!5(
i 51

4

CiF
~ i ! exp~ j vt2 j rx 2 jsiz!,

si5rqi , z,0, ~11!

where Ci are unknown constants to be evaluated from the
boundary conditions atz50. These conditions are usually
stated forT3i , i 51,2,3 andD3 , that is forT̄.

OnceC5@Ci # is evaluated, we obtain the solution for
]ui /]x andE152]w/]x at z50, that is forŪ

C5@ F̌~1! F̌~2! F̌~3! F̌~4!#21 T̄,

Ū5@ F̂~1! F̂~2! F̂~3! F̂~4!#C. ~12!

In the above equation,T̄ is assumed to be given atz50, and
the inverted caret denotes the column vector of the last four
components ofF( i ), while the caret denotes the column vec-
tor of its first four components@neglecting indices,F̂ is Ū,
and F̌ is T̄ in Eq. ~10!#.

From the above equation, we obtain immediately Eq.
~1!, where

G5@ F̂~ i !#@ F̌~k!#21, i ,k51,2,3,4 ~13!

with evident notations for the two 434 matrices involved.
The purpose of this paper is to analyze some special

cases of the above equation, namely the cases where@ F̌( i )#21

is close to the singular matrix. This can happen atr'kx ~a
SAW wave number!, where the determinant of@ F̌( i )# is zero.
Indeed, the Rayleigh wave hasŪ different from zero, thusC
is different from zero, butT̄50 as stated for Rayleigh
waves, hence@ F̌( i )#C must be zero.

There is yet another cause of singularity of the matrix
@ F̌( i )#21 which is thoroughly discussed in the section below.
The matrixH can be defective. This happens at the cutoffks

of any bulk wave mode. At such a point, two eigenvalues
become one, and two corresponding eigenvectors of the ma-
trix become one as well. This is easily seen in Fig. 1 at cutoff
A. For smallerr , we easily get two solutions fors on the
inner slowness curve~and two corresponding eigenvalues
defined bys/r !, at points where the vertical line starting from
r crosses this slowness curve. The corresponding two bulk
modes propagate in slightly different directions and surely
their polarizations are described by two different eigenvec-
torsF. But at cutoff,r 5ks , there is only one solution fors,
and only one corresponding bulk wave, thus only one eigen-
vector F exists instead of two existing forrÞks . In other
words, two eigenvectors melt into one atr 5ks . Hence two
columns of the matrix@ F̌( i )#21 are the same atr 5ks . This
makes the matrix singular.

II. DEFECTIVE MATRIX H AND ITS EIGENVECTORS

The slowness curves are usually evaluated from the
Christoffel equation. It is evident that the Stroh formalism
must yield the solution forsi5rqi that falls on the slowness
curves, for realsi , and eigenvectors ofH describe the cor-
responding bulk wave polarization.r andsi5rqi arex andz
projections of the wave vector of bulk wavek i ~k i /v is the
slowness vector!. If r is small, there can be up to six such
vectors, for differentsi . For largerr , somesi become com-

plex becausek i is not large enough to make thex projection
equalr . Suchsi correspond to evanescent modes which are
not usually inferred from the Christoffel equations. Forr
.ks , all si concern evanescent modes,ks is the cutoff wave
number of all bulk waves. Similarly, we can define a cutoff
wave number of a given bulk moder 0 , at which the number
of real solutions tosi drops, or rises by 2, as shown in Fig. 1.

Two eigenvalues ofH are always complex~for real r !.
They can be called ‘‘electrostatic solutions’’ because by ne-
glecting piezoelectric coupling, they describe electric field in
the body governed byDi ,i50. These two solutions toq are
usually close to6 j .

Investigating the eigenvalues forr close tor 0 , we notice
that two ~or more! si5rqi converge to the sames0 . The
same concernsF( i ) describing polarization of the correspond-
ing bulk waves, which converge to oneF0. It means that two
eigenvectors ofH become one, and thus the system of eigen-
vectors cannot span the whole eight-dimensional space of
solutions. The matrixH is defective7 at r 0 .

Usually, the slowness curve of the given bulk propagat-
ing mode can be approximated by a parabola,r 2r 05a(s
2s0)2, and the corresponding eigenvalues areqi5(s0

6A(r 2r 0)/a)/r 0 ~for r'r 0!. There are cases, however~see
Refs. 4 and 8!, where the approximation isr 2r 0;(s
2s0)n, n.2, and at such a point, more than two eigenvec-
tors melt into one; the matrixH can be multiple defective.

In this paper we do not considerr exactly at the cutoff.
That is, withrÞr 0 assumed, the matrixH has all its eigen-
vectors independent and spanning the space of the solution
sought for in the form of expansion~11!. However, for r
'r 0 , we can take advantage of the above discussion and find
the eigenvalues from approximation to the slowness curve
rather than from Eq.~5!, as well as to find approximate
eigenvectors. For this purpose, we must consider each case
of the type of the slowness curves at the cutoff separately.

A. Case of parabolic approximation

Let us first consider a parabolic approximation to the
slowness curve at cutoffr 0 . We propose the following ap-
proximations toq andF for r'r 0 :

q5q01d, F5F01dF81¯ , d56Ae/a,
~14!

e5r 2r 0 .

The matrixH depends onr smoothly, and forr close tor 0

Þ0, Eq. ~5! can be rewritten in the form

~H01eḢ!~F01dF81d2F̈!5~q01d!~F01dF81d2F̈!,
~15!

where H05H(r 0) and Ḣ5]H/]r at r 0 . Note thate;d2,
and that all higher-order components are dropped in the
above equation.

Expanding Eq.~15! in powers ofd we obtain

H0F05q0F0 ~16!

that defines the ordinary existing eigenvalue-eigenvector pair
at r 5r 0 , and

~H02q0I !F85F0 ~17!
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~I is the identity matrix! that defines the generalized eigen-
vectorF8 of the defective matrixH0 . It is made unique by
applying the normalization condition~7! to F expanded in
Eq. ~14!. This results in~both F0 andF8 are real vectors!

F0
–F850. ~18!

To solve the set of equations~17!, the determinant of which
equals zero, we replace one of the equations by Eq.~18! ~a
similar technique can be applied for other generalized eigen-
vectors considered below!.

The last equation that results from~15!

~H02q0I !F̈1aḢF05F8 ~19!

allows us to evaluatea, the parameter describing the curva-
ture of the slowness curve at the cutoff (r 0 ,s0)/v. First, we
define the left eigenvectorE0

E0~H02q0I !50 ~20!

satisfying the well-known equation for the defective matrices

E0F050. ~21!

It is shown in Appendix A that

E05@ F̌0TF̂0T#. ~22!

Hence multiplying Eq.~19! on the left byE0 and using~20!
we get

a5
E0F8

E0ḢF0
. ~23!

Note thata has a different sign depending on whether the
slowness is a convex or concave curve, and whetherr 0 is
positive or negative.

Summarizing, if we know thatr 0 is the cutoff wave
number, and that the slowness curve can be approximated by
a parabola, the above reasoning allows us to obtain approxi-
mations for eigenvalues and eigenvectors as functions ofr in
the vicinity of r 0 , with accuracy up tod;(r 2r 0)1/2, which
is of an order greater thanr 02r . There are two solutions for
$qi ,F( i )%, for different signs ofd, and they can be extended
for imaginary values ofd, that is forr on both sides ofr 0 .

Only one of these solutions satisfies the radiation condi-
tion and will be included in the expansion~11! to the field
inside the body. Ifd is imaginary, the choice is simply based
on the rule~8! for complex qi . Thus we discuss only the
case of reald and qi . As it is known, the direction of the
Poynting vector of the propagating bulk mode is perpendicu-
lar to its slowness curve.9,10 For example witha,0, r 0.0,
at cutoff (r 0 ,s0), the normal to the slowness curve is parallel
to thex axis, and any move down along the slowness curve
results in the normal directed down into the bulk of the body,
producingP3,0 as required by Eq.~8!. This means that for
q5q01d, with d52A(r 2r 0)/a real and negative, the cor-
responding eigenvectorF01dF8 satisfies the radiation con-
dition. It thus results from Eq.~9! that

P35
v

2r
~ F̌01dF̌8!•~ F̂01dF̂8!* ,0.

Noticing that for realq bothF0 andF8 are real and satisfying
Eq. ~18!, we conclude that, for the considered case ofe
;d2,

a
v

r
E0F8,0, ~24!

where E0 is given by Eq.~22!. Exactly at the cutoff (d
50), the modeF0 producesP350 ~its Poynting vector is
parallel to thex axis!, thus

F̌0
•F̌050, ~25!

which confirms Eq.~21!.

B. Higher-order approximations

A similar discussion can be carried out for multiple de-
fective matrixH at cutoff r 0 , where

q5q01d, F5F01dF81d2F91¯ ,
~26!

e5r 2r 05ad3.

Accounting for the normalization conditions forF, Eq. ~5!
results in

~H02q0I !F050, ~H02q0I !F85F0,

~H02q0I !F95F8, F0
–F850, F0

–F952 1
2 F8–F8,

a5
E0F9

E0ḢF0 ,

~27!

whereF8 andF9 are generalized eigenvectors of the second
and third ranks, respectively, (H02q0I )3F950. There are
three different values ofd5(e/a)1/3, and three different
pairs$qi ,F( i )% resulting from Eqs.~27!.

The last case considered in this section is

q5q01d, F5F01dF81d2F91d3F-1¯ ,

e5r 2r 05ad4,

~H02q0I !F050, ~H02q0I !F85F0,

~H02q0I !F95F8, ~H02q0I !F-5F9,
~28!

F0
–F850, F0

•F952 1
2 F8–F8,

F0
•F-52F8•F9, a5

E0F-

E0ḢF0 .

Note the difference between this case and that considered in
Ref. 4 of two simultaneous cutoffs at the samer 0 but at two
differents0’s, with parabolic approximations to the slowness
curves at both of them. In such a cased;e1/2, while in the
above case we haved;e1/4. The analysis that is presented in
the next section, however, will be similar for all the cases.

It is worth noting that applying improper approximation
to e5adn, by assumingn52 instead of the proper value 3,
for instance, Eqs.~23! will producea50 due toE0F850 in
the case ofn53. This means that, knowing thatr 0 /v is the
cutoff slowness, we can try an approximation withn52;
then, if a50, with n53, and if still a50 results from Eqs.
~27!, try n54 and Eq.~28!, etc.
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Interesting equations result from the consideration con-
cerning theP1 component of the Poynting vector of theF0

mode. The normal to the slowness is inclined tox1 by
3ad2/r 0 for the casen53, and 4ad3/r 0 for n54, thusP3

;d2P1 or ;d3P1 , respectively. By evaluatingP3 from
expansion~14! we notice that terms proportional tod in the
n53 case, and to bothd andd2 for n54, must vanish. This
results in

E0F850, E0F95E8F8, n53,
~29!

E0F850, E0F950, E8F-5E9F950, n54,

i.e., relations which are also known from the matrix analysis.
Indeed, multiplying on the left (H02q0I )F95F8 by E8, then
noticing thatE8(H02q0I )5E0, analogously to Eq.~27!, we
get the second of Eqs.~29!. In the same way we obtain the
remaining identities in Eqs.~29! that do not directly result
from the energy conservation law.

III. GREEN’S FUNCTION NEAR THE CUTOFFS

The remaining eigenvalue–eigenvector pairs$qi ,F( i )%
depend onr regularly, and becauser 5r 01adn, they can be
considered to beconstantsfor small d, with accuracy better
than udun21. There are six such pairs for the casen52, and
five for n53. Only some of them satisfy the radiation con-
ditions atz→2` and are included in Eq.~13!. There must
be four pairs altogether satisfying Eqs.~8!, including all pairs
$q01d,F01dF81d2F91¯% satisfying the radiation condi-
tion at2`. From the latter set, there is one such pair for the
casen52, and one or two pairs for the casen53, depending
on the shape of the slowness curve at the cutoff slowness
(r 0 ,s0)/v. In the example of Fig. 1, at the point C, the real
solution tod does not satisfy Eqs.~8! and is not included in
Eqs.~12!. For convenience, we choose this simplest case for
detailed discussion. Then the well-known relation10

Gi j ~2r !52Gji* ~r ! ~30!

gives the required result for the other case, where the propa-
gating mode at cutoff satisfies the radiation conditions~for
the sake of completeness, we remark here that2GT is the
planar harmonic Green’s function for the upper half-space,
z.0!.

The analysis presented in previous sections has been
carried out with accuracy toudun21:F01dF81¯ does not
include the termdn;e ~infinitesimale! and higher. Thus we
cannot expect better accuracy of the approximatedG. It can
be improved, however, by making it to hold its physical
correctness forfinite d, and this requires certain higher-order
terms to be included in this improved approximation toG.
The physical correctness means particularly, that the energy
conservation law is satisfied by the solution evaluated by
means of the approximateG for all possible surface forcesT̄
applied. This is discussed below in details.

A. Case e5ad2

We rewrite Eqs.~12! in a somewhat symbolic form

T̄5@ F̌01dF̌8 F̌~e!
¯ F̌~p!#C5F̌C,

~31!
Ū5@ F̂01dF̂8 F̂~e!

¯ F̂~p!#C5F̂C,

where indexe marks evanescent modes~there is at least one
evanescent mode involved!, and p-propagation modes~at
most two!. Note the order of eigenvectors in 434 matrices
in the above equation~the ellipsis stands for either evanes-
cent or propagating modes!. Cn are the amplitudes of the
corresponding modes excited in the body by the applied
force T̄.

The solution toT̄5F̌C, with accuracy tod, is11

C15
1

11dp
d1 j T̄ j , d5@ F̂0 F̂~e!

¯ F̂~p!#215@dk j#,

Ck5dk jT̄j2F̌k8
d

11dp
d1 j T̄ j , k52,3,4, ~32!

p5(
l

d1l F̌ l8 , F̌ l85F41 l8 , l 51,2,3,4

~summation convention applied!, which substituted to Eqs.
~31! yields

Ū i5Gi j T̄j5
F̂ i

01dF̂ i8

11dp
d1 j T̄ j

1F̂ i
~k!S dk j2

dF̂k8

11dp
d1 j D T̄j , k5e,p.

~33!

Note thatCk , k5e,p is the d-dependent amplitude of the
evanescent or the propagating mode the polarization of
which, described byF(k), is considered to be constant~being
dependent onr , the polarization depends ond2 that is neg-
ligible!. The vectorF(1)5F01dF8, however, properly de-
scribes the varying polarization of this perturbed mode at the
cutoff, for d small.

In the rigorous analysis, ford infinitesimally small, there
is not much sense in keepingd in the denominator in Eq.
~32!, since (11dp)21512dp. However, we will later at-
tempt to use the expression forG~d! for larger~finite! d, and
in spite of that

F01dF85F01
d

11dt
F8

to within the accuracy ofd, the latter behaves quite differ-
ently whend is finite, particularly if t is large. We will ex-
ploit this in construction of such expression forG~d! which,
remaining rigorous for infinitesimald, does not lead to vio-
lation of the energy conservation law for finited. The accu-
racy of such an approximation toG is subjected to numerical
verification.

To discuss the energy conservation law, we first evaluate
the power delivered to the body by the applied surface force
T̄ at z50

P5P3~z50!5
v

2r
Re$T̄TG* T̄* %5

v

2r
Re$T̄T* GT̄%.

~34!

For convenience of the subsequent discussion, we apply the
modal amplitudestn to expressT̄T5tTF̌T and T̄5F̌t, which
substituted into the above equation yield
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P5
v

2r
Re$tT* G̃t%, G̃5F̌T* GF̌5F̌T* F̂ ~35!

~note that the indicesn, m of the matrix@G̃nm# are the mode
indices!.

Let us apply imaginaryd, thus the modeF01dF8 be-
comes the evanescent one. Applyingtp50 for all propagat-
ing modes involved in~35!, the powerP must be zero be-
cause there are no propagating modes in the body to carry
the energy to2`.

Re$tT* Ḡt%50,

Ḡ5F F̌01
d

11dt
F̌8 ¯ F̌~e!GT* F F̂01

d

11dt
F̂8 ¯ F̂~e!G ,

~36!
d5 j udu,

where the ellipsis stands for another evanescent mode. Thus
the corresponding part of the matrixḠ must be anti-
Hermitian ~n,m51,2,..., exceptp!

Ḡnm52Ḡmn* , ~37!

and we will require this not only for infinitesimald, but for
its finite values as well. Moreover, we will require that both
the numerator and denominator in the expression forG~d!
should not include higher powers ofd. This is reasonable:
the solution to the eigenvalue problem is only this accurate
for infinitesimald.

Still using symbolic notation wheree stays for any in-
dex of evanescent modes~there can be more column vectors
F(e) in the discussed matrices!, we obtain forḠ

F S F̌01
d*

11d* t*
F̌8D •S F̂01

d

11dt
F̂8D S F̌01

d*

11d* t*
F̌8D •F̂~e!

F̌~e!
•S F̂01

d

11dt
F̂8D F̌~e!* –F̂~e!

G . ~38!

Noticing that

F̌~e!* –S F̂01
d

11dt
F̂8D52F̂~e!* •S F̌01

d

11dt
F̌8D

~39!

on the basis of the orthogonality properties discussed in Ap-
pendix A, we easily conclude thatG2152G12* . It results
from ~A15! that G22 is purely imaginary, thusG2252G22* ,
and we need only to analyzeG11, which should also be
purely imaginary forḠ to be an anti-Hermitian matrix

Re$G11%5
1

u11dtu2
Re$d~11d* t* !~ F̌0

•F̂81F̂0
•F̌8!

1udu2F̌8•F̂8%50 ~40!

~d5 j udu is purely imaginary!; this requires that

Re$t%52
1

2

E8F8

E0F8
, ~41!

while Im$t% is arbitrary. This is a free parameter which can
be used to improve the approximation toG.

Applying dF8/(11dt) instead ofdF8 in Eqs.~33!, we
finally get

Gi j 5F̂ i
~m!dm j1

d

11d~p1t!
~ F̂ i82F̂ i

~m!dmlF̌ l8!d1 j ,

~42!

where we have introduced the notationFi
(1)5Fi

0 for conve-
nience;Fi

(m) , m52,3,4 are the remaining eigenvectors sat-
isfying the radiation condition. Note thatd5(s2s0)/r 0

5A(r 2r 0)/a is also subjected to conditions~8!.

This formula satisfies the requirements stated earlier:
part of G that does not depend on the propagating modes
is an anti-Hermitian matrix for any finited5Ae/a, e5r
2r 0 , andG includes terms up tod in both the numerator and
denominator of Eq.~42!, similarly to Eq. ~4!. In the most
interesting case, wherer 05ks , the matrix G is anti-
Hermitian for anyur u.ks , whered is purely imaginary. Its
asymptotic value forr→` can be used to set the free param-
eter Im$t%. The Rayleigh wave number evaluated from the
approximateG and compared to its correct value can be also
applied as another criterion for this same purpose.12

Note that d5(s2s0)/r 05A(r 2r 0)/a has incorrect
asymptotics forr→`, where usu;ur u. This is why we ap-
plied in Ref. 3 the improved formula:d5@0.5ks(r

2

2ks
2)/(ar2)#1/2 that resulted in Eq.~4!.

B. Case e5ad3, ar 0<0

We consider the case ofa,0, r 0.0, where the real
solution to d does not satisfy the radiation condition atz
→2`. The eigenvalue satisfying it is

d5ue/au1/3H ej 2p/3521/21 j)/2, e,0,

ej p/351/21 j)/2, e.0.
~43!

The approximation for the other case,a.0, can be obtained
by using Eq.~30!.

With accuracy tod3, we apply

F01dF81d2F95F01
d

11d2h
F81

d2

11dt
F9, ~44!

whereh andt are parameters which will be evaluated in the
analysis that follows. Equation~12! becomes
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T̄5F F̌01
d

11d2h
F̌81

d2

11dt
F̌9 ¯ F̌~n!GC,

~45!

Ū5F F̂01
d

11d2h
F̂81

d2

11dt
F̂9 ¯ F̂~n!GC, n

52,3,4.

The solution toC is

C15
d1 j

11d1l@dF̌ l8/~11d2h!1d2F̌ l9/~11dt!#
T̄j ,

~46!

Cn5dn jT̄j

2
dnl@dF̌ l8/~11d2h!1d2F̌ l9/~11dt!#

11d1l@dF̌ l8/~11d2h!1d2F̌ l9/~11dt!#
d1 j T̄ j .

It is evident that the parameterh brings terms;d4 that are
beyond the accuracy of our analysis. This is the reason why
we have puth50.

To obtain the constraints fort, we consider the matrixḠ
which is

Ḡ5F F̌01dF̌81
d2

11dt
F̌9 ¯ F̌~e!GT*

3F F̂01dF̂81
d2

11dt
F̂9 ¯ F̂~e!G . ~47!

Note thatd has the complex value given by Eq.~43!.
We easily notice thatḠ2152Ḡ12* on the strength of the

orthogonality properties of the eigenvectors, and thatḠ22 is

purely imaginary. We thus need to make Re$Ḡ11%50. Evalu-
ating the above term by term, we get for terms withd

1

u11dtu2 Re$dF̌0
•F̂81d* F̌8–F̂0%50, ~48!

which is satisfied due toE0F850, for termsd2 we get

Re$~dt1d* t* !~dF̌0
•F̂81d* F̌8•F̂0!1dd* F̌8•F̂8

1d2F̌0
•F̂91d* 2F̌9•F̂0%

5 1
2 ue/au2/3 Re$E8F82E0F91 j ~¯ !%

50 ~49!

becauseE8F85E0F9, terms withd3 yield the following con-
dition:

Re$t%52
1

2

E8F9

E0F9
~50!

in order to make the corresponding part ofḠ11 purely imagi-
nary, and the last term;d4 produces another constraint

~ Im$t%!253~Re$t%!22
E9F9

E8F8
. ~51!

The ambiguity of6Im$t% must be resolved by compari-
son of the computed and approximated values ofG.

The above constraints determine both the real and
imaginary parts oft; there is no free parameter for adjusting
the approximation ofG~d!.

Substituting the above into Eqs.~45! and~44!, we finally
obtain

Gi j 5F̂ ~m!dm j1
~11dt!dF̂ i81d2F̂ i92F̂ ~m!dml@~11dt!dF̂ l81d2F̂ l9#

11dt1d1l@~11dt!dF̂ l81d2F̂ l9#
d1 j , ~52!

whered depends one5r 2r 0 as given in Eq.~43!.

C. Case e5ad4 and concluding remarks

The approximation to the slowness curve of both forms,
e;d3, and e;d4, are limited to a small domain ofd. In-
deed, it is known thatusu;ur u for large ur u, and thuss
;(q01d)r is not a proper asymptotics fors ~for large udu!.
This shows that the validity domain of approximation toG in
the considered case can be rather narrow. Moreover, it is
shown below that there is a serious difficulty in obtaining the
physically correctG~d! for finite d: there are too many con-
straints on the parametert.

The casee;d4 is much more difficult because the ra-
diation conditions admit two perturbed eigenvectors in Eqs.
~12! and ~13!. To simplify the discussion, we consider only
the case ofr 05ks.0, a,0. There are only evanescent
modes forr .ks , and only one propagating mode, the per-
turbed one, ifr is just belowks :

d15d, F01d1F81d1
2F91

d1

11td1
F-,

d25 j d, F01d2F91d2
2F91

d2

11td2
F-, ~53!

d5H j ue/au1/4, e,0,

ue/au1/4ej p/4, e.0

~note that the same formula, taken for two differentd, ex-
presses both the perturbed values ofF!. Above, we have
introduced the parametert in advance, like in the cases dis-
cussed previously.

For e,0, the matrixḠ is ~the propagating mode is not
included!

Ḡ5@ F̌01dF̌81 ¯ F̌~e!#@ F̂01dF̂81 ¯ F̂~e!#. ~54!

The discussion similar to that carried out previously pro-
duces the following conditions fort
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Re$t%52
1

2

E8F-
E0F-

, utu25
E9F-
E0F-

2
E-F-
E8F-

~55!

resulting from termsd4 andd6 of Ḡ11, correspondingly.
For e.0 (r .ks), the matrixḠ includes both the per-

turbed evanescent modes, corresponding to eigenvaluesd1

andd2 . We need to check only whetherḠ11 is purely imagi-
nary. Again, the termsd4 and d6 produce the same condi-
tions as previously fore,0, and the termd5 requires addi-
tionally that

~ Im$t%!253~Re$t%!22
E9F-
E0F-

. ~56!

This means thatt can be evaluated only if

S E8F-
E0F- D 2

22
E9F-
E0F-

1
E-F-
E8F-

50. ~57!

If this is the case,G~d! depends on one variabled becaused2

depends ond1 similarly in both casese.0 ande,0. We do
not discuss this case further.

IV. NUMERICAL EXAMPLES

It has been found convenient to apply the following
units in numerical analysis:t@106 s#, v@MHz#, x@1023 m#,
r @1/mm#, u@1029 m#, f@V#, T@103 N/m2#, D@1026 C/m2#,
and g@103 kg/m3#, c@109 N/m2#, e@C/m2#, the value of di-
electric constant of vacuume0@109 F/m#50.008 854 2.

In applications, we frequently need only one diagonal
element ofG, namelyG44, that plays an important role in
the theory of SAW devices.3,13 It can be more easily evalu-
ated from the above analysis than from the standard compu-
tation based on Eq.~13! ~evaluated for subsequent values of
r !. This is becauseG(r ) varies very rapidly in some tiny
domains ofr ~at cutoffs!. This is shown in the example pre-
sented below for quartz.

We applied quartz because its bulk waves are known to
be strongly dependent on the propagation direction. This al-
lowed us to choose such orientation of the substrate surface,
that both cutoff types are simultaneously present~at different
r 0’s! on the same sagital plane:e;d2 at points A, B, and D
in Fig. 1, ande;d3 at point C in this figure.

To make the reference easy, in the neighboring figure
~bottom right drawing in Fig. 1! the computed function of
y5G44

2152D3 /E1 is shown. We easily notice that the most
interesting domains ofy fall in the vicinity of the cutoff
slownesses, A–D. The letterR marks the domain ofy(r )
describing the Rayleigh wave;y has a zero and a pole there,
and their relative distance describes the piezoelectric cou-
pling coefficient of this wave. Note that both the zero and the
pole of y reside above the cutoff wave number of the bulk
waves, point D, where Re$y%50. This is typical of Rayleigh
waves.

We also easily notice similar sharp variation of Im$y% at
other cutoffs, A and B, buty(r ) has no pole there because
Re$y% is different from zero, for real values ofr . There can
be a pole, however, for complexr . Such a pole is very
difficult6 to find by direct computations based on Eq.~13!,
and very easy to find from Eq.~C5!, for instance, resulting

from the approximation introduced in this paper. This is one
of the possible applications of the presented theory. Another
application concerns evaluation of the generated wave field
at the substrate surface by integration of a certain expression5

on the complex plane ofr . This requires evaluation of the
residuum at the pole ofy(r ). This is again easy by using Eq.
~C5!, for instance.

The approximate~thin lines! and computed values ofy
~thick lines! are shown in the above-mentioned important
domains ofr , A, B, C, and D in four subsequent figures
marked correspondingly in Fig. 2. Case A does not require
explanation. The agreement between the computed and ap-
proximate values is excellent. This is because the cutoff A is
well separated from the next cutoff, B, and thus the assump-
tion of independence of the other eigenvalues ond, Eqs.
~31!, is satisfied sufficiently well in this narrow domain ofr
that is presented in this figure.

This does not always happen, however. In such cases the
approximation can be valid in a narrower domain ofr ~case
D!, can be somewhat improved~case B and C!, or can re-
quire another theory~for example, if two cutoffs are ex-
tremely close to each other, the case that is not discussed in
this paper!. In any case, the validity of a particular approxi-
mation is subjected to numerical verification by computed
values.

Two approximations are drawn in case C (e;d3): for
computed parametera from Eqs.~27! ~thin solid line!, and
for parametera greater by 75%~dashed line!. The parameter
a is responsible for approximation of the slowness curve at

FIG. 2. Detailed plots of computedy around cutoff wave numbers~thick
lines!, for comparison with the approximatey ~thin solid and dashed lines!.
Subplots A–D correspond to cutoffs A–D in Fig. 1. Solid lines concern
approximations as directly evaluated from the equations presented in the
paper, and dashed lines present approximations somehow improved in
broader domain ofr . In case C, the improvement of the approximation to
the slowness curve in the domain at the right-hand side of the cutoff pro-
duces the improved approximation toy in the same domain. In case B, the
chosen free approximation parameter (Im$t%52j10) results in a somewhat
better fit to the computedy in broader domain around the cutoff.
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cutoff. Because of the complicated shape of this curve, it
cannot be well approximated by the curve liker;s3 in the
broader domain, and Eqs.~27! produce an approximation
which is equally good on both sides of the cutoff~see the
upper right subplots in Fig. 1 presenting the slowness curves:
the thick line is the computed slowness, the solid line is the
approximate one with parametera, and the dashed line is
that for the parameter 1.75a instead ofa!.

Better approximation to the slowness curve on the right-
hand side of the cutoff results in a better approximation toy
in the same domain ofr , to the right ofr 0 . The correcteda
has improved the approximation toy in a quite wide domain
of r and for quite large values ofd. This example clearly
shows that better approximation tos(r ), obtained by chang-
ing only one parameter,a, can produce better approximation
to G~d!, without changing many other parameters resulting
from F8, F9, etc. We should stress, however, that for original
a, the approximation in the tiny domain around the cutoff C
is excellent. Changing the value ofa, we can better match
the computed and approximate curves forlarger e.

The other cutoff slownesses are of the typer;s2, where
we have one approximation parameter free, Im$t%. This can
be used for certain improvement of the approximation toG,
if necessary. We applied Im$t%50 in cases A and D, and
obtained good approximations toy ~in Fig. 2 the computedy
in certain narrower domains is shown, because otherwise
some of the thin lines of approximatey would be invisible
under the thick lines representing the computedy!. It is
worth noting that in case D, forr much larger thanr 05ks ,
the positions of both the zero and pole of Im$y% are very well
approximated in the domain marked by R. This is important
because these points are the wave numbers of Rayleigh
waves propagating at the free and metallized substrate sur-
face. Hence the evaluated approximation toy at ks deter-
mines the Rayleigh wave velocity and its piezoelectric cou-
pling coefficient relatively well. This is an interesting result
because it can be exploited in the numerical investigation of
surface waves in piezoelectric crystals.

In case B, however, Im$t%50 produces approximatey
~thin solid line! that diverges fast from the computedy ~thick
line!, if r ,r 0 . The approximation can be somewhat im-
proved in this area oflarge e by applying Im$t%52j10
~dashed line!. This poorer fit can be attributed to the prox-
imity of the cutoff slowness C. This makes invalid the as-
sumption that only one, the perturbed eigenvector, depends
strongly ond and the other eigenvectors areconstant. More-
over, the value ofy is rather small in the case B, thus prone
to perturbation by small inaccuracies in eigenvectors. Let us
stress again that in the tiny domain at the cutoff B, the ap-
proximation is excellent.

V. CONCLUSIONS

The proposed approximation to the Green’s functionG
is shown to be excellent at cutoff slownesses well separated
from the neighboring cutoffs, particularly wheny is large
due to its almost vanishing denominator, the case represented
by Eq.~C5!, for instance. The denominator can have zero for

complexr and one of the applications of the presented analy-
sis is the search for such zeros. This is usually necessary in
searching for new waves and modes.3,13–15

The impulse response of the body to the applied surface
traction that is the time and spatial Fourier transformation of
G,8,16 has distinctive features corresponding to the bulk
waves propagating parallely to the surface of the body. They
are the waves at cutoffs in spectral domain. Having correct
approximation toG(r ), we can evaluate these important fea-
tures analytically, by applying inverse Fourier transforms of
relatively simple functions. Indeed, it is a common method
of evaluating far wave field excited by the pointlike source
by closing the integration path on the complex plane of spec-
tral variabler in infinity. The most important contribution to
the wave field results from the residuum at the pole of the
harmonic Green’s function,3,17 that is at zero of the above
discussed denominator. This clearly shows the possible area
of applications of the presented analysis and the approxima-
tion to the planar harmonic Green’s function in the spectral
domain of the wave number.
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APPENDIX A: DERIVATION AND PROPERTIES OF
THE MATRIX H AND ITS EIGENVECTORS

The constitutive equations for a piezoelectric body10

Ti j 5ci jkl uk,l1eki jw ,k ,
~A1!

D j5ejkluk,l2e jkw ,k ,

can be rewritten in a somewhat symbolic form

FTi3

D3
G5Fci3 j 1 e1i3

e31j 2e31
G Fuj

w G
,1

1Fci3 j 3 e3i3

e33j 2e33
G Fuj

w G
,3

,

~A2!

and similarly for@Ti1D1#T. The equations of motion

Ti3,31T31,11gv2ui50,
~A3!

D3,31D1,150,

after substitution of@Ti1 D1] ,1
T evaluated from the constitu-

tive equations, yield

FTi3

D3
G

,3
1gv2Fui

0 G1Fci11j e1i1

e11j 2e11
G Fuj

w G
,11

1Fci13j e3i1

e13j 2e13
G Fuj

w G
,31

50. ~A4!

Now, we can combine~A2! and~A4! to form one system of
equations
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F ci33j e3i3 0 0

e33j 2e33 0 0

ci13j e3i1 I 0

e13j 2e13 0 1

GF uj ,13

w ,13

Tj 3,31gv2ui

D3,3

G
1F ci31j e1i3 2I 0

e31j 2e31 0 21

ci11j e1i1 0 0

e11j 2e11 0 0

GF uj ,1

w ,1

Tj 3

D3

G
,1

50, ~A5!

which, solved with respect to the first vector, yields

@u,1 2E1 T D3# ,3
T5h@u,1 2E1 T D3# ,1

T

2gv2@0 u 0#T, h52z21x,

~A6!

wherez andx are 838 matrices in~A5!, 05@0000#. These
matrices and the matrixh do not depend onr .

Replacing thex1 and x3 derivatives by2 j r and 2 js,
respectively, we easily get Eq.~5!. The dependence ofH on
r results only from the termgv2/r 2 in its 5th to 7th rows: the
matrix H is h, except that H41 i ,i5h41 i ,i1gv2/r 2, i
51,2,3.

The above derivation gives us theMATLAB -style18 code
for evaluation ofh for given material constants in abbrevi-
ated notationscIJ , eiJ , ande i j contained in the 939 table9

mat. It is presented in Appendix B.
Substitution of~A2! into ~A4!, and the application ofr

5k cosq, s5k sinq results in the pseudo-Christoffel equa-
tion

Ḡ@U 2E1#T5gv2@U 0#T, v5v/k. ~A7!

Eliminating E1 from the above, we obtain an eigenvalue
problem for the Christoffel matrixG, that is GU5lU, l
5gv2. We introduce the additional rotation of the coordinate
system in the sagital plane~the fourth component ofeu in
Appendix B!, which makes the given pointk(q) become a
point of cutoff slowness (r 0 ,s0) in the rotated system.3 To
find the angle of this rotation, we can exploit the relation for
dl/dq5UT(dG/dq)U, wherel is the eigenvalue andU is
the normalized eigenvector ofG. We obtain s0 /r 0

520.5l ,q /l.
Below we investigate useful properties of eigenvectors

of the matrixH that result from the energy conservation law
which is known20 to be satisfied by any solution to Eqs.~A2!
and~A4!. Consider a slab of certain thickness in thex direc-
tion, and extend from the body surface toz→2`. There is
a wave field expressed by Eq.~11!. We will consider several
cases of wave fields composed of two modesF( i ), but we
should notice first that, due tox-translational invariance,
equal power enters the slab from its left side and leaves it at
its right-hand side. Thus we can neglect the consideration of
thex component of the Poynting vector, focusing only on its
z component.

The power delivered to the slab through its upper sur-
faceS is10

P5SP3 , P35 1
2 Re$2T3i~ j vui !* 1w~ j vD3!* %

~A8!

and because the area of the bottom surface of the slab is the
sameS, we can neglectS. The above formula can be easily
transformed into Eq.~9!, and substituting expansion~11!, we
get

P3~z50!5 1
2 Re$~C1F̌~1!1C2F̌~2!!•~C1F̂~1!1C2F̂~2!!* %.

~A9!

For the sake of the energy conservation law, the same value
must appear at the bottom side of the slab, that is atz,0

P3~z→2`!5
1

2
ReH S (

i
Ci F̌

~ i !e2 jsi zD
3S (

k
CkF̂

~k!e2 jskzD * J . ~A10!

Consider two propagating modes in the wave field,F(p) and
F(q), both of them real.

P35
v

2r
F̌–F̂ ~A11!

is thez component of the Poyting vector of such modes. The
difference betweenP3(z50) andP3(z→2`) is

DP35
v

2r
Re$CpCq* F̌~p!

–F̂~q!ej ~sq2sp!z

1Cp* CqF̌~q!
–F̂~p!ej ~sp2sq!z%, ~A12!

must be zero for anyCi , i 5p,q, pÞq. We conclude that

F̌~p!
–F̂~q!1F̌~q!

–F̂~p!50, pÞq. ~A13!

Note that the above equation is true for any propagating
modes~real eigenvectors!, independently of their propaga-
tion direction.

Similar considerations can be carried out for the set of
one propagating (p), and the other evanescent (e) modes,
vanishing atz→2` ~thus onlyp-mode carries power at the
bottom side of the considered slab!. We easily obtain~with
details presented in the next case below! that the necessary
condition forDP3 to vanish for arbitrary realCp ~this does
not constrain the reasoning! and complexCe is

F̌~p!
–F̂~e!1F̌~e!

–F̂~p!50. ~A14!

Note that similar reasoning is true for the slab extending
from z50 to z→`, thus the above result holds for any
modes, satisfying the radiation conditions~8! or not.

In the last case we have the set of two evanescent
modes,e and c, both satisfying~8! and having arbitrary
complex amplitudes. But first, we consider only one evanes-
cent mode. Because there is not any power carried at large
uzu ~no wave field there! P3 evaluated atz50 must vanish
~we cannot deliver any power to an evanescent mode!. This
yields

Re$F̌~e!
–F̂~e!* %50. ~A15!

For two modes, the necessary condition for vanishingP3 at
z50 is
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Re$CeCc* F̌~e!
–F̂~c!* 1Ce* CcF̌

~c!
–F̂~e!* %50 ~A16!

for any Ce , Cc . This equation is similar to Re$(a1jb)(c
1jd)1(a2jb)(e1jf )%50 for any a, b, requiring that c
52e andd5 f , that isc1 jd52(e1 j f )* . Finally we ob-
tain

F̌~e!
–F̂~c!* 1F̌~e!

–F̂~c!* 50, eÞc ~A17!

and similarly for the case of both modes vanishing atz
→`. Note that ifF(e) is an eigenvector, thenF(e)* is another
one, however, atqe* instead ofqe , and vanishing atz→`
instead of2`. Thus the above equation can be interpreted
as the orthogonality relation for two modes from two differ-
ent families, satisfying radiation conditions at differentz
→6`.

Now we can repeat the above reasoning for a finite slab,
extending fromz50 to a certain finitez, and for a wave field
composed of two evanescent modes:e, vanishing at z
→2`, andc, vanishing at̀ . Using Eq.~A15!, we easily
arrive at the conclusion

Re$~12CeCc* ej ~sc* 2se!z!F̌~e!
–F̂~c!*

1~12Ce* Cce
j ~se* 2sc!z!F̌~c!

–F̂e* %50, ~A18!

and finally to Eq.~A16!, but now for modes from two dif-
ferent families. Note, however, that ifF(c) is the mode van-
ishing at`, thenF(c)* is the mode vanishing at2`, that is
the mode from the same family asF(e). The above equation
expresses the orthogonality relation of two modes satisfying
the same radiation condition.

All the above equations, when compared with the known
orthogonality relations of the left and right eigenvectors

E~ i !F~ j !50, iÞ j , ~A19!

prove the following
Theorem: The left and the right eigenvectors of the ma-

trix H are

E~ i !5@ F̌~ i !T F̂~ i !T#, F~ i !5F F̂~ i !

F̌~ i !G ,
~A20!

E~ i !F~ j !50, iÞj,

which gives us the left eigenvectors without solving the cor-
responding left eigenvalue problem for nonsymmetricH: if
F5@U1 U2 U3 2E1 T31 T32 T33 D3#T is the right ei-
genvector, then the corresponding left eigenvector isE
5@T31 T32 T33 D3 U1 U2 U3 2E1#. This theorem,
when applied to expansion~14! and similar expansion forE,
results in

Corollary:

E05@ F̌0T F̂0T#, E85@ F̌8T F̂8T#, ~A21!

and similarly forE9, E-. It also allows us to rewrite~A8! in
the form

P3
~n!5

v

4r
Re$E~n!F~n!* %. ~A22!

~Numerical hint: Typical numerical programs21 give us
the eigenvalue–eigenvector pairs in arbitrary order. We can

use the above theorem to order them when they are evaluated
for subsequent points ofr . To do this we evaluate the prod-
uct of E( i ) from the previousr with F( j ) from the currentr ,
and accordingly reorder the latter to get almost a diagonal
matrix @E( i )#@F( j )#. This is useful for making figures, for
instance.!

It is instructive to evaluate the Poynting vector of the
modeF0. Below we show an example of evaluation for the
case ofr;as4 (n54). First, we evaluate

P35
v

2r
Re$~ F̌01dF̌81d2F̌91d3F̌9!

3~ F̂01dF̂81d2F̂91d3F̂-!* %. ~A23!

Neglecting all terms of higher-order thand3, taking into ac-
count Eqs.~29!, and E0F-5E8F9, that results from (H0

2q0I )F-5F9 multiplied on the left byE8, we easily get

P35
v

r 0
Re$d%Re$d2%E0F-. ~A24!

For reald, the considered mode is the propagating one, the
Poynting vector of which is perpendicular to the slowness
curve. For smalld, the absolute value of the full Poynting
vector of the mode is described byF0, and its dependence on
d is negligible. ThusP35aP1 , wherea is the angle be-
tween thex axis and the normal to the slowness curve:a
'dr/ds54(a/r 0)d3. Hence

v

r 0
d3E0F-54

a

r 0
d3P1 , ~A25!

wherea is given by Eq.~28!. This yields

P15
v

4
E0ḢF-, Ḣ522g

v2

r 0
3 F 0 0

I 8 0G ,
~A26!

I 85diag~1110!,

where we have assumed thatE0 and F- are real. Noticing
the component order in both these vectors, given explicitly
below Eq. ~A20!, and remembering that (2v2/r o

2)Ui
2

5u]ui /]tu2, we get

P15v0E , E5
1

2
g(

i
uui ,tu2, v05

v

r 0
, ~A27!

what is the already well-known relation.9

APPENDIX B: MATLAB -STYLE CODE FOR THE MATRIX
H

In the SAW literature,19 three Euler angles are used to
describe the orientation of the coordinate systemxi with re-
spect to the crystallographic axes. Here we will use addi-
tional rotation of the coordinate system in the sagital plane
x250; thus the vectoreu contains three Euler angles and
this angle of additional rotation. In the code,a is the cosine
matrix of tensor transformation, andb is its Cartesian prod-
uct. The transformed tensors are stored in the matrixtd that
represents the dependence of@Ti j D j # on @uk,l w ,l #. This
helps us to evaluate matricesz and x which appear in Eq.
~A6!, and finally to obtain the matrixh. The matrixmat is
the table of material constants9,10 ~with relative dielectric
constants! in units described in Sec. IV above.
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APPENDIX C: THE IDENTITY FOR PERTURBED
MATRIX G8

Below, an identity is presented without proof, for the
matrix components of the matrixG8. The proposition results
from transformation2 of Eq. ~33! involving Ū i , T̄j @defined
in Eqs.~10!#, andGi j , rewritten below in the form

@Ui 2E1#T5Gi j @Tj D3#T,
~C1!

Gi j 5Gi j
0 1

d

11dh
Gi j8 ,

to another matrix equation, having replaced electric ampli-
tudes

@Ui D3#T5GI i j @Tj 2E1#T ~C2!

in its left- and right-hand sides.
From the original equation we obtain

D35
11dh

G44
0 ~11dh!1dG448

~2E1!

2
G4 j

0 ~11dh!1dG4 j8

G44
0 ~11dh!1dG448

Tj , ~C3!

which, substituted into the remaining equations~C1! yields,
among others, the expression involved in the relation be-
tweenUi andTj

Ui5
@d2/~11dh!#Gi j8 G448 2@d2/~11dh!#Gi48 G4 j8 1¯

G44
0 ~11dh!1dG448

Tj

1¯ .

This term exhibits singularity at 11dh50, the same as in
the original equation~C1!, and another singularity, at
G44

0 (11dh)1dG448 50. If the ‘‘old’’ singularity really ex-
ists, then there would be two surface modes~two Rayleigh
waves, for instance, whenTj50! for metallized surfaces of
piezoelectrics. This does not happen, hence the first singular-
ity must vanish on the strength of

Conjecture

G448 Gi j8 5Gi48 G4 j8 , ~C4!

which is perfectly satisfied in numerical examples.
Accounting for this, we finally obtain thatGI involved in

~C2! is
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FGi j
0 2

Gi4
0 G4 j

0

G44
0 1d

Gi j8 G44
0 1Gi4

0 G4 j
0 ~G448 /G44

0 !2Gi4
0 G4 j8 2Gi48 G4 j

0

G44
0 1d~G448 1hG44

0 !

Gi4
0 1d~Gi48 1hGi4

0

G44
0 1d~G448 1hG44

0 !

G44
0 1d~G4 j8 1hG4 j

0 !

G44
0 1d~G448 1hG44

0 !

11dh

G44
0 1d~G448 1hG44

0 !

G . ~C5!

The dispersive equation for surface waves, for example, im-
mediately results from the above. Indeed, for the free metal-
lized surface,Tj50 andE150, thus for nontrivial solution
for U j , D3 , the denominator that appears in all the above
matrix components must vanish. This gives the dispersive
equation 11d(h1G448 /G44

0 )50, d5A(r 2r 0)/a, determin-
ing the SAW wave numberr 5k0 for metallized substrate
surface ~the cutoff r 05ks is assumed for the considered
case!. Similarly, for any other cutoffr 0 , there can be zero of
the above denominator, atr taking complex values due to
complex values ofh andG448 .
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Sound attenuation in a cylindrical tube due
to evaporation–condensation
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The influence of evaporation–condensation processes on sound propagation in a cylindrical tube
was studied in an attempt to understand sound attenuation in porous materials. In this theoretical
model, the tube wall is assumed to be rigid and kept at constant temperature. Water in a very thin
layer on the wall is allowed to evaporate into or condense from the gas/vapor mixture due to the
sound field propagating in the tube. In addition to the acoustical, thermal, and vorticity modes in
Kirchhoff’s theory, there exists a mass-diffusion mode. Sound attenuation was obtained after
applying the boundary conditions at the tube wall for these four modes. Analytical expressions
for the asymptotic behavior in both high- and low-frequency limits were derived. While the sound
attenuation due to viscosity could be identified, those due to thermal conduction and evaporation–
condensation were coupled. The sound attenuation due to the evaporation–condensation pro-
cess was significant when the concentration of vapor in the tube was high, but it still underesti-
mated the experimental results in porous materials. ©1997 Acoustical Society of America.
@S0001-4966~97!04912-6#

PACS numbers: 43.20.Bi, 43.20.Hq, 43.20.Mv@JEG#

INTRODUCTION

The equations describing sound propagation in a gas-
filled cylindrical tube were formally solved more than a cen-
tury ago. Kirchhoff1 gave the solution in the form of a com-
plicated, complex transcendental equation. The approximate
analytic solutions in the limits of high and low frequencies
were first obtained by Kirchhoff1 and Rayleigh.2 Higher-
order approximations were given later by Weston.3 Numeri-
cal solutions of Kirchhoff’s transcendental equation by
Shieldset al.4 and the ‘‘low reduced frequency solution’’ by
Tijdeman5 provide a complete view of sound propagation in
cylindrical tubes. There is a long list of authors who derived
analytic solutions directly from fundamental equations or
performed numerical calculations by introducing some sim-
plifying assumptions. Interested readers may refer to the lit-
erature by Helmholtz,6 Crandall,7 Kerris,8 Zwikker and
Kosten,9 Iberall,10 Rohmann and Grogan,11 Garlach and
Parker,12 Tsao,13 Karam and Franke,14 and Scarton and
Rouleau.15

Several experimental studies of sound propagation in
sandstone have demonstrated that a small amount of ab-
sorbed moisture has a large effect on velocities and attenua-
tion. Pandit and King16 measured elastic velocities and the
quality factor,Q, on specimens of Berea sandstone as water
vapor content was increased by exposure to an environment
of increasing relative humidity. The velocity showed a 20%–
30% decrease when relative humidity increased to 0.98%.
The quality factor,Q, fell sharply from;200 to;50 during
the initial increase~about 0.01% by weight! in the moisture
content but changed very little upon further addition of water
vapor. Spencer17 also observed a significant reduction of
stiffness and quality factorQ due to a small amount~1.1 g
H2O, corresponding 7% of pore volume! of water in a

sample of Navajo sandstone. O’Hara18 observed a logarith-
mic decrement~directly related to attenuation! three times
greater for ‘‘air dry’’ than for ‘‘vacuum dry’’ in an experi-
ment on Berea sandstone. In these measurements, the higher
logarithmic decrement resulted from the existence of a small
amount of water in ‘‘air dry’’ Berea sandstone.

When small amounts of water are present in the pore
spaces, the air/vapor mixture undergoes a condensation–
evaporation process near the pore wall during an acoustic
cycle. Mehl et al.19 have measured the condensation–
evaporation effect on sound speed in an acoustic resonator.
In the latter, the acoustic wave in the mixture drives the
condensation–evaporation process, while in the sandstone
experiments, the Biot-type one wave does. To model the
condensation–evaporation effect, we allowed the frame to be
rigid. The matrix elasticity can be added to the mass-transfer
model in the manner that Biot incorporated rigid frame pore-
wall effects in a poro-elastic model.20 It is important to point
out that the essence of the effects of condensation–
evaporation can be captured in a rigid-wall tube model.

For theoretical simplicity, we also consider sound propa-
gation in a cylindrical tube rather than real pores in a sand-
stone. The theory presented here modifies Kirchhoff’s
theory1,2 by including condensation–evaporation in the
model. The method is straightforward. First, we obtained a
general solution to the wave equation for a gas/vapor mixture
confined in the tube. The general solution is a superposition
of the four possible modes in the mixture. Application of the
boundary conditions resulted in an equation for the wave
number for sound propagating along the axis of the tube. The
wave number is complex; its real and imaginary parts are
related to the phase velocity and the attenuation in the tube.
Because of the mutual mass diffusion between the vapor and
air molecules involved in our model, the analysis is compli-
cated. In the high- and low-frequency limits, however, ana-
lytical solutions have been derived.

a!Present address: Tuboscope Vetco Pipeline Services, 2835 Holmes Rd.,
Houston, TX 77001, 713-766-5410.
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I. THEORETICAL MODEL

Consider a wave propagating in a gas/vapor mixture
confined in a tube of an infinite length. The wall of the tube
is always covered with a thin layer of water. The gas in the
tube is able to exchange water molecules with this layer
through evaporation–condensation. The goal is to obtain at-
tenuation of the sound traveling down the tube.

The same assumptions used in Kirchhoff’s theory apply.
The tube has a rigid wall and its heat capacity~or heat con-
ductivity! is large so temperature fluctuations are negligible.
The gas/vapor mixture in the tube is assumed to be an ideal
gas. Only plane waves are considered; all higher modes are
ignored.

Because of the evaporation–condensation process at the
surface, the density of vapor molecules near the interface is
different from that in the bulk of the gas. This creates a
gradient in the density of water vapor. As a result, mutual
diffusion between the gas and vapor has to be considered.
Another complication here is the water layer between the
tube wall and the gas/vapor mixture. For a complete solution,
one has to solve the wave equations in the three regions,
respectively, and make them meet the boundary conditions at
these two interfaces. However, if the thickness of the water
layer is thin enough, all physical quantities will be uniform
in the layer. In this way, the layer is just an extension of the
wall and only one interface is taken under consideration. In
other words, the problem can be treated as if the gas/vapor
mixture had an immediate interface with the solid wall which
could exchange water molecule just as if it were water. Un-
der this thin layer assumption, the analysis will be greatly
simplified.

II. FUNDAMENTAL EQUATIONS AND FOUR MODES
IN A GAS/VAPOR MIXTURE

For a gas/vapor mixture, there are the following funda-
mental equations:21 the mass conservation law for the gas,
the mass conservation law for the vapor, the Navier–Stokes
equation, the Kirchhoff–Fourier equation, the diffusion
equation for the mixture, the equation of state for an ideal
gas, and the thermodynamic relation for energy:

]r1
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1“–~r1n1!50, ~1!
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1“–~r2n2!50, ~2!
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1
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D kT, ~6!

and

ru5S r1

m1~g121!
1

r2

m2~g221! D kT. ~7!

The subscripts 1 and 2 are for gas and vapor, respectively,
and a quantity without a subscript is for the mixture. The
termsr, m, n, n, and T are, respectively, the density, the
molecular mass, the molecular number density, the velocity,
and the temperature. The quantitiesm, b, l, andD12 are the
coefficients of shear viscosity, bulk viscosity, thermal con-
ductivity, and mutual diffusion. In addition,k is Boltzmann’s
constant,g is the specific-heat ratio,u is the internal energy
per unit mass, andD/Dt5d/dt1n–“.

The above set of equations has been solved for a small
disturbance from equilibrium.21 There are four modes of
wave motion. In the linear region, each mode can exist inde-
pendently in the gas/vapor mixture and their interaction oc-
curs only at a boundary. In a tube, these boundary interac-
tions transfer energy from the acoustical mode into the other
three highly attenuated modes so that the acoustical mode in
the tube is more rapidly attenuated than in open space. At a
given ~circular! frequency,v, these four modes satisfy four
different Helmholtz equations¹2F1xF50, with x~5k̂2c2/
v2) being one of four characteristic valuesxA , xT , xM , and
xV listed below;F is the variation of a physical quantity and
c is the sound speed in the mixture. Three of the allowed
modes are irrotational which satisfy“3v50:21

acoustic mode:

xA511~gg12g2!«k2~g21!«l2«m , ~8!

thermal mode~entropy mode!:

xT5
1

«l
1

~g21!~«l2g2«k!~«l2«m!

«l~«l2gg1«k!
, ~9!

mass diffusion mode:

xM5
1

gg1«k
2

~gg12g2!~«l2g1«k!~gg1«k2«m!

gg1
2«k~«l2gg1«k!

.

~10!

The last one is a rotational, vorticity mode, which satisfies
“3v50. Because the vorticity mode is decoupled from the
mutual diffusion, Pierce’s22 solution applies to this case:

Vorticity mode: xV5~4/3m1b!/~m«m!. ~11!

Those quantities which appear in Eqs.~8!–~11! are defined
as
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Each mode leads to different relations between physical
quantities such as pressure, particle velocities of vapor, gas
and their mixture, temperature, densities, etc. Because the
medium is a dynamic system, a temperature gradient will no
longer result in only a temperature field. For example, a ther-
mal mode has not only a temperature field but also an ac-
companying nonzero particle velocity field and an accompa-
nying nonzero density field.

III. FOUR MODES IN CYLINDRICAL COORDINATES
„R,U,Z…

The four modes are building blocks for a description of
wave propagation in a gas/vapor mixture. A general solution
is just a linear superposition of these four modes. In a tube,
solutions of the four modes should be expressed in terms of
cylindrical coordinates.

In addition to those quantities defined by Eq.~12! it is
useful to introduce additional quantities:21

“* 5
c“

v
, r * 5

vr

c
, z* 5

vz

c
,

r̃ 1* 5
r̃1

r̄
, r̃ 2* 5

r̃2

r̄
, ~13!

and

p̃ * 5
p̃

r̄c2
, T̃* 5

T̃

T̄
, n* 5 i

n

c
.

A superscript* stands for a dimensionless quantity, a bar
‘‘-’’ for the equilibrium value and ‘‘;’’ for the variation
about equilibrium. In the new symbol system, the Helmholtz
equation¹2F1xF50 becomes¹* 2F* 1xF* 50.

Solutions are understood to have an extra factoreivt. All
four modes have a common factor exp(2ikz*z* ) since the
wave travels inz direction. The goal is to findkz* . The real
and imaginary parts ofkz* are related to the phase velocity
and the attenuation of wave in the tube. Due to the assump-
tion introduced earlier, the solutions areu independent. The
solutions for the three irrotational modes are the same except
for different characteristic values ofx. Solutions for two
types of waves, rotational and irrotational, are required:

~1! Vorticity mode xV5(4/3m1b)/(m«m). Only the
vorticity mode is rotational. Ther componentn r* andz com-
ponentnz* satisfy the following equations withx5xV :

¹* 2n r* 2
n r*

r * 2 1xn r* 50,

¹* 2nz* 1xnz* 50, ~14!

¹* •n50.

The solution is found to be

n r* 5Aikz* J1~kr* r * !exp~2 ikz* z* !,
~15!

nz* 5Akr* J0~kr* r * !exp~2 ikz* z* !,

wherekr* 5A(x2kz*
2) andA is an undetermined constant.

For the vorticity mode, the particle velocities for gas and
vapor are the same, i.e.,n* 5n1* 5n2* and T̃* 5 p̃ * 5 r̃ *
50.

~2! Acoustical mode (x5xA), thermal mode (x5xT),
and mass diffusion mode (x5xM): Three modes are irrota-
tional. Ther and z components ofn* , n1* , andn2* satisfy
the following equations withx equal toxA , xT , xM :

¹* 2n r* 2
n r*

r * 2 1xn r* 50,

¹* 2nz* 1xnz* 50, ~16!

“* 3n50.

Any two of the velocitiesn* , n1* , andn2* , can be ex-
pressed in terms of the other.21 The solution of Eq.~16! for
n2* is expressed as

n2r* 5Akz* J1~kr* r * !exp~2 ikz* z* !,
~17!

n2z* 5Aikr* J0~kr* r * !exp~2 ikz* z* !,

wherekr* 5A(x2kz*
2) and A is an undetermined constant.

The velocitiesn* andn1* in terms ofn2* are as follows:

n r* 5~12r1* G!n2r* , nz* 5~12r1* G!n2z* , ~18!

n1r* 5~12G!n2r* , n1z* 5~12G!n2z* , ~19!

whereG is a mode-dependent parameter and it has to have
the same subscript asx,

G5
12~g«l1«m11!x1«l~11g«m!x2

r̄1* 2@~g«l1«m1121/g!r̄1* 1 p̄1* #x1«lg~ p̄1* 1 r̄1* «m!x2 .

~20!

For later usage, other relations are derived21 and listed
below:

“* –n* 5
~12r1* G!xn2r*

ikz*
, ~21!

r̃ 2* 5“* –n2* 5
xn2r*

ikz*
, ~22!

T̃* 5
~g21!~12r1* G!xn2r*

ikz* ~12xg«l!
. ~23!
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IV. GENERAL SOLUTION IN TERMS OF THE FOUR
MODES IN CYLINDRICAL COORDINATES
„R,U,Z…

Any solution in the tube can now be written as a super-
position of four modes. For example, the temperature varia-
tion in the mixture is a summation ofT̃A* , T̃T* , T̃M* , andT̃V* ,
where the subscripts ‘‘A, ’’ ‘‘ T, ’’ ‘‘ M , ’’ and ‘‘ V’’ are at-
tached to indicate a quantity in the acoustical, thermal, mass-
diffusion, and vorticity modes, respectively. These subscripts
will be added when needed. Since each mode has an unde-
termined constant, a general solution contains four corre-
sponding undetermined constants,AA , AT , AM , andAV .

For the temperature variation,

T̃* 5FAV

xV

i ~12xVg«l!
J0~krV* r * !

1 (
i 5A,T,M

Ai

~12r1* Gi !xi

i ~12xig«l!
J0~kri* r * !G

3~g21!exp~2 ikz* z* !. ~24!

For the gradient of the temperature variation in the radial
direction,

]T̃*

]r *
52FAV

xVkrV*

i ~12xVg«l!
J1~krV* r * !

1 (
i 5A,T,M

Ai

~12r1* Gi !xikri*

i ~12xig«l!
J1~kri* r * !G

3~g21!exp~2 ikz* z* !. ~25!

For the velocity of gas,

n1r* 5FAVikz* J1~krV* r * !1 (
i 5A,T,M

Ai~12Gi !

3kri* J1~kri* r * !Gexp~2 ikz* z* !,

~26!

n1z* 5FAVkrV* J0~krV* r * !1 (
i 5A,T,M

Ai~12Gi !

3 ikz* J0~kri* r * !Gexp~2 ikz* z* !.

For the velocity of vapor,

n2r* 5FAVikz* J1~krV* r * !1 (
i 5A,T,M

Aikri* J1~kri* r * !G
3exp~2 ikz* z* !,

~27!

n2z* 5FAVkrV* J0~krV* r * !1 (
i 5A,T,M

Ai ikz* J0~kri* r * !G
3exp~2 ikz* z* !.

For velocity of mixture,

n r* 5FAVikz* J1~krV* r * !1 (
i 5A,T,M

Ai~12r1* Gi !

3kri* J1~kri* r * !Gexp~2 ikz* z* !,

~28!

nz* 5FAVkrV* J0~krV* r * !1 (
i 5A,T,M

Ai~12r1* Gi !

3 ikz* J0~kri* r * !Gexp~2 ikz* z* !.

For vapor density variations,

r̃2* 5“* –n2* 5FAVixVkz* J1~krV* r * !

1 (
i 5A,T,M

Aixikri* J1~kri* r * !Gexp~2 ikz* z* !

ikz*
.

~29!

In writing out the above, Eqs.~15! and ~17!–~23! were
used. We could list the general solution for other quantities,
but they are not needed below.

V. BOUNDARY CONDITIONS

The general solution obtained above is, in fact, a family
of solutions becauseAA , AT , AM , andAV can take on any
value. However, sound traveling in the tube is well defined
when physical properties and the geometrical configuration
are given. To find this specific solution, boundary conditions
are needed to restrict the choice ofAA , AT , AM , andAV .
Actually, boundary conditions impose three relations among
these four undetermined constants.

For our model, there are four boundary conditions:
~1! the gas cannot penetrate the boundary:

n1r* ur* 5R* 50; ~30!

~2! the gas/vapor mixture can not slip against the bound-
ary:

nz* ur* 5R* 50; ~31!

~3! the temperature on the wall remains constant:

T̃* ur* 5R* 50; ~32!

~4! the vapor pressure at the boundary depends only on
the temperature there:

F p̄2* r̃2* 1S p̄22
] p̄2*

]T̃*
D T̃* GU

r* 5R*

50. ~33!

Because of the third boundary condition above, the last
condition can be reduced to

r̃ 2* ur* 5R* 50. ~34!

VI. SOUND ATTENUATION

Inserting the general solution equations~24!–~29! into
these boundary conditions~30!–~32! and ~34!, we obtain a
set of four homogeneous linear equations forAA , AT , AM ,
and AV . The condition for this set of equations to have a
nonzero
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solution is that the determinant of the matrix constructed from the coefficients ofAA , AT , AM , andAV must be zero, i.e.,

Det@M #50, ~35!

where

M5S kz*
2

krV*
2 F~krV* ! F~krA* !~12GA!S 1

xA
2g«lD F~krT* !~12GT!S 1

xT
2g«lD F~krM* !~12GM !S 1

xM
2g«lD

1 ~12 r̄1* GA!S 1

xA
2g«lD ~12 r̄1* GT!S 1

xT
2g«lD ~12 r̄1* GM !S 1

xM
2g«lD

0 ~12 r̄1* GA! ~12 r̄1* GT! ~12 r̄1* GM !

0 ~12xAg«l! ~12xTg«l! ~12xMg«l!

D ~36!

andF(kri* ) is defined as

F~kri* !5kri*
J1~kri* R* !

J0~kri* R* !
, i 5A,T,M ,V. ~37!

Some algebraic manipulations have been employed to write
down the above simplified matrix.

A value of kz* satisfying Eq.~35! reflects the existence
of a wave traveling down the tube with a phase velocity
c/Re(kz* ) and an attenuation Im(kz* ) per c/v5l/2p, where
Re(kz* ) and Im(kz* ) are the real and imaginary parts ofkz* ,
andl is the wavelength in an infinite medium. The solution
of the problem has been reduced to mathematically solving
Eq. ~35!, which is in the form of a complex transcendental
equation. Because the left-hand side of Eq.~35! is a compli-
cated function ofkz* , it usually has to be solved numerically.

We could derive Kirchhoff’s equation from the matrix
M . The last column of the matrixM is due to the mass
diffusion mode and the last row is due to the boundary con-
dition regarding the vapor. Neither exist in Kirchhoff’s
model. If we had taken the upper-left 333 submatrix
~formed from the matrixM by deleting the last column and
the last row!, and kept only the lowest order forxA and xT

and set bothGA andGT to be zero in this 333 submatrix,
Eq. ~35! would be Kirchhoff’s result.

VII. HIGH- AND LOW-FREQUENCY LIMITS

Although Eq.~35! is complicated, an analytical solution
can be derived in either the high- or low-frequency limit.
Before deriving these analytic solutions, the orders of mag-
nitude of some physical parameters need to be considered.
The three parameters,«m , «l , and «k , are all much less
than one, and can be treated as small quantities. Conse-
quently,xA is on the order of one, whilexV , xT , andxM are
much larger than one. Also,GA andGT are found to be small
quantities andGM is of order one. The radius of the tube is
small compared to the acoustical wavelength. For small val-
ues of the argument of the Bessel functions,

J1~krA* R* !

J0~krA* R* !
52

krA* R*

2 S 11
~krA* R* !2

8
1

~krA* R* !4

48
1••• D .

~38!

In the high-frequency limit, the frequency is high or the
radius of the cylindrical tube is large compared to the

boundary-layer thicknesses for the vorticity, thermal, and
mass-diffusion modes. In other words,ukri* R* u@1 for i
5V,T,M , so that the Bessel functions for large arguments
can be employed:

J1~kri* R* !

J0~kri* R* !
' i . ~39!

Using the stated approximations above and keeping only
the largest two terms, an analytical solution for the high-
frequency limit is given by

kz*
25xAS 12

2i

R* AxV

2
2~g21!i

R* AxT

RhD , ~40!

where

Rh5
g~12GM !AxT~xMg2xT!1~g21!~GM r̄1* xT2xMg!AxM

~g21!@g~xT2xM !2~g21!GM r̄1* xT#AxM

. ~41!

Equation~40! reduces to Rayleigh’s high-frequency solution
whenRh is set equal to 1 and only the largest term of thex’s
are kept.

The last two terms in the parentheses of Eq.~40! account
for attenuation in the tube. The first term is due to viscosity.
The second term, which was purely due to the thermal con-
duction in Kirchhoff’s model, is coupled with the mass-
diffusion loss. The attenuation due to thermal conduction and
mass diffusion cannot be easily separated. In fact, substitut-
ing Rh into Eq. ~40!, the solution has some symmetry be-
tweenxT and xM . This result is not surprising because the
mass diffusion is thermal in nature.

Because the last two terms in the parentheses of Eq.~40!
are small, the analytical solution can be approximated by

kz* 5AxAS 12
i

R* AxV

2
~g21!i

R* AxT

RhD . ~42!

It is clear now that the real part ofRh is the ratio of the
attenuation coefficients due to thermal effect in the wet and
dry tubes.

Figure 1 displays the ratio of the attenuation in saturated
air to the attenuation in dry air as a function of
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temperature.23–25 Note that this ratio is independent of fre-
quency as long as the conditions for the high-frequency limit
are met.

For the low-frequency limit, assume that the frequency
is low or the radius of the cylindrical tube is small compared
to the boundary-layer thicknesses for the vorticity, thermal,
and mass-diffusion modes; that is,ukri* R* u!1 for i
5V,T,M . The Bessel functions with arguments associated
with each of the four modes will be approximated by

J1~kri* R* !

J0~kri* R* !
52

kri* R*

2 S 11
~kri* R* !2

8
1

~kri* R* !4

48
1••• D .

~43!

The solution in low-frequency limits can be written as

kz*
25

8xAg

xVR* 2

GM~xMg2xT!

@g~xM2xT!1~g21!GM r̄1* xT#

1O„~kri* R* !2
…. ~44!

Kirchhoff’s solution results in the expression

kz*
25

8xAg

xVR* 2 S 11
xVR* 2

6
2

~g21!xTR* 2

8 D . ~45!

Figure 2 displays the ratio of the attenuation in saturated

air in a tube to the attenuation in dry air in a tube in the
low-frequency limit calculated using Eqs.~44! and~45!.23–25

Note that this ratio is frequency independent in the range of
validity of the low-frequency approximation.

VIII. DISCUSSION AND CONCLUSIONS

In the high-frequency limit, the ratio of wet to dry at-
tenuation is small at temperature less than 40 °C. At extreme
temperatures the ratio approaches 1.9. In the low-frequency
limit, corresponding to narrow tubes and low frequency, the
ratio of wet to dry attenuation is even smaller, only ap-
proaching 1.4 at high temperatures. The relative effect is
larger in the high frequency case since the thermal effects are
proportionately larger in the wide tube limit. For narrow
tubes, the propagation is approximately isothermal.

In summary we have demonstrated that moisture gener-
ally influences the attenuation of sound propagating in a tube
and causes a significant increase in attenuation at high tem-
peratures. This result only qualitatively agrees with experi-
mental results in sandstone. At low temperatures where the
gas/vapor mixture has a small fraction of vapor, this theory
predicts a moderate increase in attenuation; experiments in
sandstone yield at least three times higher attenuation.

The discrepancy may be due to the difference in geom-
etry between the connected pore spaces in sandstone or may
be due to the assumed boundary conditions in the present
calculation. In particular, the assumption of constant tem-
perature wall and water layer temperature may lead to an
underestimation of attenuation.
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This article presents a three-dimensional formulation for the analysis of acoustic barriers over an
impedance plane as infinitely thin structures. The barriers are therefore modeled as simple surfaces
rather than volumetric structures. Using this approach, the problems caused by near-singular
integrations and near-degenerate systems of equations are averted, and mesh generation is made
easier. A dual-boundary-element method is used in the analysis, involving the simultaneous solution
of standard and hypersingular boundary integral equations. An optimization procedure is used to
speed up the assembling of the system of equations, increasing the applicability of the method to a
wider range of frequencies. ©1998 Acoustical Society of America.@S0001-4966~98!04808-5#
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INTRODUCTION

Acoustic barriers have been widely used as a means of
noise abatement from road traffic. Several empirical and nu-
merical methods have been developed, based on different
approaches, to predict the insertion loss in the field behind
the barrier. Among them, the boundary integral equation
method permits the analysis of barriers of complex shapes
and complicated boundary conditions. In this formulation,
the problem is recast in terms of boundary integral represen-
tations using a Green’s function which directly satisfies the
Sommerfeld radiation condition. Therefore, only interior
boundaries need to be discretized. Accurate results can be
obtained using a sufficient number of elements per wave-
length. The drawback of the method is that it requires large
amounts of CPU time and memory, especially for three-
dimensional problems at high frequencies. The standard
boundary integral formulation also presents some difficulties
for the analysis of very thin bodies, in the form of near-
singularities and near-degeneracy of the final system of equa-
tions.

Filippi and Dumery1 and Terai2 developed efficient
boundary integral techniques to analyze the scattering of
sound waves by thin rigid screens in unbounded regions us-
ing a slender body theory. This technique makes use of a
hypersingular boundary integral equation and only requires
discretization of the screen axis. The formulation was later
extended by Kawai and Terai3 to analyze outdoor sound
propagation and its attenuation by thin rigid barriers over a
rigid ground. The formulation also used a hypersingular in-
tegral equation over the barrier axis and avoided discretiza-
tion of the infinite plane ground by modifying the free-space

Green’s function through the method of images.
Numerical solutions for two-dimensional problems in

which both the barrier and the ground are treated as absorp-
tive have been presented by Hothersallet al.4 and de Lacerda
et al.5 However, no such numerical formulations have been
derived for three-dimensional problems.

The present paper extends Kawai and Terai’s work by
considering the infinite ground as homogeneously absorp-
tive. In this case the method of images is no longer sufficient
to derive a Green’s function which takes into account the
properties of the ground. Nevertheless, a Green’s function
for this problem has been found and represented in closed
integral form by many authors.6–10 Different asymptotic rep-
resentations were also suggested for these integrals, depend-
ing on the frequency, ground absorption, and relative posi-
tion between source and receiver. The general approach
adopted in this work for evaluating the Green’s function ba-
sically uses numerical quadrature in the ‘‘near’’ field and an
asymptotic expansion presented by Kawaiet al.10 for the
‘‘far’’ field, derived from the modified steepest descent
method. The ‘‘near’’ and ‘‘far’’ field positions will be de-
fined later in this paper.

Because the thin barriers themselves will also be consid-
ered as absorptive, contrary to previous works where they
were always treated as rigid, we formulate a dual-boundary-
element method which simultaneously applies a standard and
a hypersingular integral equation at each side of the barrier.5

Evaluation of the Green’s function is very expensive and has
to be performed at every integration point, together with its
first and second derivatives. It will be shown that the second
derivatives of the Green’s function, required in the hypersin-
gular boundary integral equation, do not demand extra com-
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putational effort since their terms can be represented as func-
tions of the Green’s function and its first derivatives, already
used in the standard boundary integral equation. Another ad-
vantage of modeling the barrier~or its attachments! as a sur-
face rather than a volumetric structure is the reduction in the
CPU time for the system assembly. Numerical aspects con-
cerning the accurate evaluation of the Green’s function and
its derivatives are also discussed.

Computer speed and memory define a threshold of ap-
plicability in every large numerical analysis. In the present
problem, computational efforts increase with increasing bar-
rier sizes or frequencies of excitation. An optimization pro-
cedure is proposed for the analysis of simple shaped barriers
in order to reduce the CPU time required for assembling the
system of equations. This very simple and effective ap-
proach, which basically avoids repetitive integrations over
homogeneous patches of the mesh, is explained in Sec. IV.
Finally, some examples are presented and results compared
to standard boundary element analyses.

I. MATHEMATICAL FORMULATION AND GREEN’S
FUNCTION

Consider the problem of outdoor sound propagation and
its attenuation using thin acoustic barriers sketched in Fig. 1.

The domainV is assumed free from any pressure or
temperature variations and wind effect. All boundaries are
locally reacting and the barrier, represented byGb , may have
different surface treatments on each side and within any side.
The plane ground (Gg) is homogeneous and has a normal-
ized surface admittanceb. If the ground is rigid, thenb
50; but if absorbing,b is a complex number with Re(b)
.0. Different models11,12 were suggested for the computa-
tion of the admittance depending on certain properties of the
surface. The model used in this work depends only on the
frequency, flow resistivity, and thickness of the absorptive
layer.11

Linear sound propagation for this exterior problem is
governed by the Helmholtz equation~e2 iwt time depen-
dence!

¹2f~x!1k2f~x!5h~x!, ~1!

mixed boundary conditions

q~x!5
]f~x!

]n~x!
5 ikbf~x!, xPGg , ~2!

q~x!5
]f~x!

]n~x!
5 ikbb~x!f~x!, xPGb , ~3!

and the Sommerfeld radiation condition at infinity, wheref
is the velocity potential,k is the wave number,h(x) is a
known source in the domain,¹2 is the Laplacian operator,
n~x! is the unit outward normal vector atx, andbb(x) is the
admittance of the barrier surface.

Substitutingh(x) by the Dirac delta function and solv-
ing Eqs.~1! and ~2! with b50, the following Green’s func-
tion is obtained:

G0~j,x!5
1

4pR
eikR1

1

4pR8
eikR8, ~4!

whereR is the distance from the source to the field point and
R8 is the distance from the image of the source~with respect
to the plane ground! to the field point. The first and second
terms in Eq.~4! correspond to the direct and reflected waves,
respectively.

If the plane ground is absorptive, the sound field due to
a spherical wave cannot be described by Eq.~4! alone and a
correction term corresponding to the radiated wave is added
to the Green’s function,

G~j,x!5G0~j,x!1Gb~j,x! ~5!

This special Green’s function must satisfy Eqs.~1! and
~2! as well as the Sommerfeld radiation condition. A proper
integral representation and efficient evaluation of the correc-
tion term has been the subject of study of many authors.6–10

Kawai et al.10 give the following representation:

Gb~j,x!52
ikb

4p

3E
L

eik~cosu„z~x!1z~j!…!H0
~1!~kr sin u!sin u

b1cosu
du,

~6!

where u is a complex variable,L is a path in theu plane
defined by (2p/21 i`→2p/2→p/2→p/22 i`), and r is
the horizontal distance between source and field points, as
indicated in Fig. 1. By using a modified steepest descent
method, Kawaiet al.10 efficiently evaluated this integral for
large values ofkR8; their asymptotic results are used in this
work. A numerical Gaussian quadrature suggested in Ref. 13
is used for smaller values ofkR8, but with a cubic coordinate
transformation to enhance its accuracy.

For application of the dual-boundary-element method,
normal derivatives of the Green’s function of first and sec-
ond order are required as follows:

]G~j,x!

]n~x!
5

]G0~j,x!

]n~x!
1

]Gb~j,x!

]n~x!
, ~7!

]G~j,x!

]n~j!
5

]G0~j,x!

]n~j!
1

]Gb~j,x!

]n~j!
, ~8!

FIG. 1. Three-dimensional model for outdoor sound propagation.
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]2G~j,x!

]n~x!]n~j!
5

]2G0~j,x!

]n~x!]n~j!
1

]2Gb~j,x!

]n~x!]n~j!
, ~9!

wheren~j! is the unit outward normal vector atj ~j at the
boundary!. Derivatives ofG0(j,x) can easily be found3 and
computed while derivatives ofGb(j,x) can be decomposed
in the form

]Gb~j,x!

]n~x!
5

]Gb~j,x!

]z~x!

]z~x!

]n~x!
1

]Gb~j,x!

]r ~j,x!

]r ~j,x!

]n~x!
, ~10!

]Gb~j,x!

]n~j!
5

]Gb~j,x!

]z~j!

]z~j!

]n~j!
1

]Gb~j,x!

]r ~j,x!

]r ~j,x!

]n~j!
, ~11!

]2Gb~j,x!

]n~x!]n~j!
5S ]2Gb~j,x!

]r ~j,x!2 2
1

r ~j,x!

]Gb~j,x!

]r ~j,x! D ]r ~j,x!

]n~x!

3
]r ~j,x!

]n~j!
1

]2Gb~j,x!

]r ~j,x!]z~x!

]r ~j,x!

]n~j!
n3

1
]2Gb~j,x!

]r ~j,x!]z~j!

]r ~j,x!

]n~x!
m3

1
]2Gb~j,x!

]z~x!]z~j!
n3m3 , ~12!

where n3 and m3 are the vertical components of the unit
normal vectorsn~x! and n~j!, respectively, andr (j,x)5r .
The term]Gb(j,x)/]r (j,x), directly differentiated from Eq.
~6!, is represented by

]Gb~j,x!

]r ~j,x!
52

ik2b

4p

3E
L

eik~cosu„z~x!1z~j!…!H1
~1!~kr sin u!sin2 u

b1cosu
du.

~13!

The procedure to evaluate this integral, the same applied
to the integral in Eq.~6!, is briefly explained in Sec. III. All
other derivatives ofGb(j,x) in Eqs. ~10!–~12! can be ex-
pressed as functions ofGb(j,x), ]Gb(j,x)/]r (j,x) and ex-
ponential terms. Their expressions are

]Gb~j,x!

]z~x!
5

]Gb~j,x!

]z~j!
52 ikbS Gb~j,x!1

eikR8

2pR8
D , ~14!

]2Gb~j,x!

]z~x!]z~j!
52 ikbX]Gb~j,x!

]z~x!
1S ik2

1

R8D
3„z~x!1z~j!…

eikR8

2pR82 C, ~15!

]2Gb~j,x!

]r ~j,x!]z~x!
5

]2Gb~j,x!

]r ~j,x!]z~j!

52 ikbX]Gb~j,x!

]r ~j,x!
1S ik2

1

R8D r
eikR8

2pR82 C,
~16!

]2Gb~j,x!

]r ~j,x!2 52k2Gb~j,x!2
1

r ~j,x!

]Gb~j,x!

]r ~j,x!

2
]2Gb~j,x!

]z~x!]z~j!
. ~17!

Once all the above derivatives are properly evaluated, the
Green’s function and its normal derivatives are established
and the boundary element method can be efficiently used.

II. DUAL-BOUNDARY-ELEMENT METHOD

The standard integral representation formula for the
boundary-value problem stated in the previous section, with
a Green’s functionG which implicitly satisfies the boundary
condition ~2!, is given by

a~j!f~j!5E
Gb

G~j,x!q~x!dG2E
Gb

]G~j,x!

]n~x!
f~x!dG

1f I~j!, ~18!

wheref I(j) is the known contribution coming from monof-
requency concentrated sources anda~j! is 1 or 1

2 depending
on whetherj is inside the domainV or at a smooth part of
the boundary, respectively. Discretizing the boundaryGb

into (2Nb1Ne) elements and applying the discretized form
of Eq. ~18! at each nodal point, a system of (2Nb1Ne) equa-
tions and (2Nb1Ne) unknowns is obtained~assuming that
simple constant elements are used;Nb is the number of ele-
ments at each side of the barrier andNe the number of ele-
ments at the edges!. In order to obtain a satisfactory accu-
racy, a minimum number of elements per wavelength is
necessary. In low-frequency analysis larger elements could
be used, but since acoustic barriers are usually thin and may
be composed of thin attachments, near singular integrations
appear when integrating over elements on the other side of
the structure. Therefore, the thickness of the barrier, in the
low-frequency range, defines how refined the mesh should
be. Also, if the structure is very thin, a near degenerate sys-
tem of equations could arise.14

In order to avoid these difficulties, the thin barrier is
modeled as a surface (Ḡb) which is the limit when the thick-
ness of the structure tends to zero. Assuming the normal
direction n̄ to Ḡb is coincident with the normal to the shad-
owed side, the integral equation for a point in the domain is
written as

f~j!5E
Ḡb

]G~j,x!

]n̄~x!
Df~x!dG1E

Ḡb

G~j,x!Sq~x!dG

1f I~j!, ~19!

where Df(x)5f1(x)2f2(x), Sq(x)5q1(x)1q2(x),
and the superscripts1 and 2 indicate the illuminated and
shadowed sides of the barrier, respectively. Takingj to the
boundary one finds
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1

2
Sf~j!2E

Ḡb

G~j,x!Sq~x!dG

5E
Ḡb

]G~j,x!

]n̄~x!
Df~x!dG1f I~j!, ~20!

whereSf(j)5f1(j)1f2(j). The boundary conditions at
each side are represented by

q1~x!5 ikb1~x!f1~x!, ~21!

q2~x!5 ikb2~x!f2~x!, ~22!

but for Eq.~20! the quantitySq(x) can also be expressed as
a linear combination ofSf~x! andDf~x!:

Sq~x!5
ik

2
„b1~x!1b2~x!…Sf~x!1

ik

2
„b1~x!

2b2~x!…Df~x!. ~23!

Applying Eq. ~20! over Nb elements of the contourḠb

produces twice as many unknowns as equations. AnotherNb

equations can be obtained by differentiating the boundary
integral equation~19! with respect to the directionn̄~j!. Af-
ter taking the limit whenj tends to the boundary, assuming
n̄~j! as the normal direction atj, one finds

1

2
Dq~j!1E

Ḡb

]G~j,x!

]n̄~j!
Sq~x! dG

525E
Ḡb

]2G~j,x!

]n̄~j!]n̄~x!
Df~x! dG2

]f I~j!

]n̄~j!
, ~24!

whereDq(j)5q1(j)2q2(j) can also be represented, like
Sq(x), as a combination ofSf~j! andDf~j!, namely

Dq~j!5
ik

2
„b1~j!2b2~j!…Sf~j!1

ik

2
„b1~j!

1b2~j!…Df~j!. ~25!

The sign in the second integral indicates its interpreta-
tion as a Hadamard finite part integral.15 Equation~24! is a
hypersingular integral equation which, when applied overNb

elements together with Eq.~20!, produces a well-conditioned
system of 2Nb equations.14 After applying the boundary con-
ditions ~23! and ~25! and solving the system forSf~x! and
Df~x!, values of velocity potential at field points are ob-
tained from Eq.~19!. Note that, in this case, the computation
at field points is carried out with integrations overNb ele-
ments rather than (2Nb1Ne) as in the standard equation
~18!.

The dual formulation applied to this problem has an ex-
tra advantage over the standard formulation which is a faster
assembling of the system of equations. This happens not
only due to the smaller number of equations~absence of
edge elements!, but also because the computation of the cor-
rection term and itsr derivative are performed a reduced
number of times. The computation ofGb(j,x) and
]Gb(j,x)/]r (j,x) are extremely expensive compared to
G0(j,x), and must be performed at every integration point.
Since in the nonthickness barriers every integration point
geometrically belongs to ‘‘two’’ elements~same position on

different sides of the barrier!, computation of these terms is
performed simultaneously for both standard and hypersingu-
lar equations reducing the associated computer time for this
task in approximately 50%. Also, these equations are applied
over Nb rather than (2Nb1Ne) elements, which reduces the
computing time by another 50%. In total, it is expected that
the matrix assembly will be at least four times faster than in
the standard boundary element method.

For particular cases where the barrier is rigid at both
sides, only one-half of the total number of equations is nec-
essary. Equation~24! is applied alone overNb elements and
solved to obtainDf~x!. Afterwards, potential values at field
points can be computed from Eq.~19!.

III. EVALUATION OF Gb„j,x… AND Gb„j,x…/r „j,x…

During the assembling process, the Green’s function and
its derivatives are integrated over the elements. Gaussian
quadrature is used with a certain number of integration
points. This number is not fixed and should always be kept to
a minimum necessary due to the expensive computation of
the correction term and its derivatives. It basically depends
on the distance from the source point to the element under
integration, the size of the element, and, of course, the re-
quired accuracy. A range from 1–36 integration points is
used in this work.

If the admittance of the plane ground isbÞ0, then
Gb(j,x) and ]Gb(j,x)/]r (j,x) must be calculated at each
integration point and for this an efficient and sufficiently
accurate evaluation of integrals in Eqs.~6! and ~13! is re-
quired. Using a modified steepest descent method both inte-
grals can be expressed in the form

E
0

`

F~m!e2kR8m2
dm1eventual pole contribution,

~26!

whereF(m) is a function which has poles at positions de-
fined byb andu0 .10 A nondimensional limit of 23 was cho-
sen for kR8, such that for values ofkR8 above this limit
asymptotic expressions are used, otherwise numerical
quadrature is employed. This choice guarantees absolute er-
rors from the asymptotic expressions of less than 1025.
Kawai et al.10 give asymptotic expressions forGb(j,x) and
similar expressions for ther-derivative are found to be:

for u050 (g5cosu051):

]Gb~j,x!

]r ~j,x!
50, ~27!

for u0 close to 0 (g>0.9):

]Gb~j,x!

]r ~j,x!
5

ikb

2pR8
ei ~kR82p!

A12g2

g1b

3~12ab1„12F* ~kR8a!…!, ~28!

for u0 not close to 0 (g,0.9):
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]Gb~j,x!

]r ~j,x!
5

ik2b

4
A 2

pkR8
ei ~kR82p/42krA12g2!

3
~12g2!

g1b
H1

~1!~krA12g2!

3~12ab2„12F* ~kR8a!…!, ~29!

where

a511bg2A12b2A12g2, ~30!

b15
813g216gb25b2

4~g1b!2 , ~31!

b25b11
3g2

4~12g2!
, ~32!

F* ~z!5Apze2 i ~z1p/4! erfc~A2 iz!. ~33!

These asymptotic expressions already take into account the
eventual presence of pole contributions.

For the numerical evaluation (kR8,23) of the integral
in expression~26!, due to the fast decay of the exponential
function, it is sufficient to truncate the upper limit of integra-
tion at m55 or less depending on the valuekR8. Over this
range, a variable number of integration points is placed de-
pending on the angleu0 . If an existing pole is close to the
path of integration~ubu andg very small!, a larger number of
points is used as well as a third-degree coordinate
transformation16 in order to concentrate the Gauss points in a
position of the path which is closer to the pole.

Contributions from poles must be added according to the
values ofb anda. If Im$b%,0 and Re$a%,0, the following
value is added:

k2b

2
H1

~1!~krA12b2!A12b2e2 ik„z~x!1z~j!…b. ~34!

Only one-half of this value is added if the pole is over the
path;17 in this case, the integration in expression~26! is per-
formed in the Cauchy principal value sense.

IV. MATRIX ASSEMBLY OPTIMIZATION

An optimization technique was developed to speed up
the system assembly. It takes into account the homogeneity
of patches in the global mesh and avoids repeating integra-
tions over similar elements within the patch. The technique
is limited to simple geometries, though very efficient if all
the mesh can be represented by just one patch which is the
case of standard barrier shapes.

Consider a rectangular patch ofN by M elements. Usu-
ally, (NM)2 element integrations are required, where each
element integration (I ) can be decomposed into a sum of
direct (D) and image (R) integrations,

I i j 5Di j 1Ri j , ~35!

wherei is the element which contains the collocation pointj,
j is the element being integrated,D corresponds to the direct
wave, R corresponds to the reflected/radiated waves, andI
can be any element integral in both standard and hypersin-
gular equations.

Figure 2 shows a homogeneous patch and an appropriate
element numbering sequence. In the proposed approach, the
following cases are considered for the direct and image inte-
grations.

A. Direct integration

1. Planar patch [Fig. 2(a)]

Once allDi1 integrations are carried out, it is possible to
associate any otherDi j integration within this patch to one
similar from Di1 , for example, D8 95D16 1, D25 10

5D18 1, etc. Therefore, the number ofD integrations is re-
duced from (NM)2 to NM.

2. Nonplanar patch [Fig. 2(b)]

Once allDi1 integrations are carried out, it is possible to
associate any integration over the elements on the same line
of 1 ~2 to 8! to one similar fromDi1 , for example,D9 2

5D10 1, D16 65D11 1, etc. The other elements in the same
column of 1 are integrated like element 1~Di9 , Di17, and
Di25! and the same procedure is applied to the elements on
the respective lines. The reduction in this case is from
(NM)2 to N2M . Usually,N is much smaller thanM since in
an acoustic barrierN is associated with the height whileM is
associated with the length.

B. Image integration

1. Planar patch parallel to the ground [Fig. 2(d)]

In this case,R integrations are performed exactly like in
case A 1. The image of element 1 is integrated with the col-
location point in all the other elements (Ri1) and otherRi j

integrations within this patch can be associated to one from
Ri1 . The reduction is from (NM)2 to NM integrations.

FIG. 2. Homogeneous patch ofN by M elements and some possible posi-
tions above the plane ground.
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2. Inclinated or curved patch with one side parallel to
the ground [Fig. 2(a) and (b)]

The procedure in this case is exactly like in case A 2.
The only particularity is that the elements on the same line of
1 have to be on the side of the patch which is parallel to the
ground. The reduction is from (NM)2 to N2M integrations.

3. Vertical patch with one side parallel to the ground
[Fig. 2(c)]

In this last case, the line of element 1 is the closest and
also parallel to the ground. Initially, the image of the element
1 is integrated (Ri1). The integration over the image of ele-
ments in the same line of 1 are associated like in case B 2.
Element 9, which is just above element 1, can also be asso-
ciated to previous integrationsRi1 except when the colloca-
tion point is at the highest line of the patch. Therefore, an
extraM integrations of the image of element 9 are necessary;
after that, the other elements on the line of 9 are associated
like in case B 2. The same procedure is carried out for the
element just above 9. It can be associated toRi9 but also
needs an extraM element integrations when the collocation
point is at the highest line. In total, the reduction is from
(NM)2 to (2N21)M integrations in this case.

V. NUMERICAL TESTS

Numerical results obtained from the analysis of a verti-
cal barrier with different boundary element approaches are
compared. The following symbols are used:

dual—proposed dual formulation@Eqs. ~20! and
~24!#.

dual opt—dualwith the optimization procedures of
Sec. IV.
sbem1—standard boundary element formulation@Eq.
~18!# with barrier thickness of 0.30 m.
sbem2—like sbem1 but barrier thickness of 0.60 m.
sbem2 opt—sbem2 with the optimization procedures
of Sec. IV.
sbem3—standard boundary element formulation with
ground discretization and barrier thickness of 0.30 m.
sbem4—like sbem3 but barrier thickness of 0.60 m.

Consider a plane vertical barrier with heighth53.0 m
and lengthl 510.0 m located over a plane ground (z50)
which has a normalized admittance characterized by a flow
resistivitys5300 000 Ns m24 ~grassland! and the frequency
of the sound source. The barrier is parallel to the planeyz
and its geometrical center is at the coordinatex510.5 m. A
unit monofrequency point source is located at the position
~0.0 m, 0.0 m, 0.75 m!. In the first set of results, values of the
velocity potential modulus and insertion loss~IL ! at field
points located at~0.0→100.0 m, 0.0 m, 1.5 m! are plotted.
Results for source frequencies of 63 and 100 Hz are shown
in Figs. 3–6. Two types of barrier surface conditions are
considered:~1! both sides are rigid;~2! absorptive illumi-
nated side and rigid shadowed side. In case 2 the surface
treatment is characterized by a material ofs
520000 Ns m24 with a depth of 0.1 m. The larger side of
any element in the discretization was never greater than one-
sixth of the wavelength in all analyses.

The limitation of usingsbem3 andsbem4 is evident in
Fig. 3 where more than 1000 elements were necessary to
model a restricted range of the ground. Despite the good

FIG. 3. Velocity potential and insertion loss at field points~0.0 to 100.0, 0.0,
1.5! for a frequency of 63 Hz and an all rigid barrier (3310).

FIG. 4. Velocity potential and insertion loss at field points~0.0 to 100.0, 0.0,
1.5! for a frequency of 63 Hz and an absorptive/rigid barrier (3310).
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velocity potential results in this range@Fig. 3~a!#, insertion
loss values are very much influenced by the truncation of the
mesh@Fig. 3~b!#.

The agreement between thedual, sbem1, andsbem2 for-
mulations was very good throughout. The cut in the solid
curves ~dual BEM results! at x510.5 m ~the barrier axis!
accounts for the fact that the velocity potential is different at
each side of the barrier; this can also be observed for the
standard BEM results. Similar meshes were used in all the
tests apart from the presence of edge elements, but a more
refined mesh would be necessary in thesbemapproach if a
more realistic thickness~'0.10 m! was to be modelled.

Figure 7 shows the influence of the barrier length on the
IL results for a source of frequency of 63 Hz and the same
surface treatment mentioned before in the illuminated side.
The gain of a few decibels in the overall range, by increasing
the length of the barrier, is evident in the figure.

A comparison between the time necessary for assem-
bling the system, for the dual and standard formulations, in
the case of a 10.0-m-long vertical barrier of the previous
example, is shown in Fig. 8. A SUN station 2 was used with

FIG. 5. Velocity potential and insertion loss at field points~0.0 to 100.0, 0.0,
1.5! for a frequency of 100 Hz and an all rigid barrier (3310).

FIG. 6. Velocity potential and insertion loss at field points~0.0 to 100.0, 0.0,
1.5! for a frequency of 100 Hz and an absorptive/rigid barrier (3310).

FIG. 7. Insertion loss at field points~0.0 to 100.0, 0.0, 1.5! for a frequency
of 63 Hz and an absorptive/rigid barrier, for barriers of different lengths.

FIG. 8. Time comparisons for dual and standard boundary element formu-
lations.
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similar meshes for each frequency. The results fromdual and
sbem2 confirm the expectations of Sec. II, i.e., the former is
approximately four times faster than the latter. Large time
reductions were obtained by using the optimization proce-
dures of Sec. IV, especially for thedual optcase where less
than 3 min were necessary compared to nearly 3 h for sbem2
opt for a frequency of 200 Hz. Despite the speed-up of the
assembly withdual opt, when higher frequencies are to be
analyzed, memory and system solution time still offer prob-
lems to be tackled in the near future.

VI. CONCLUSIONS

This paper has presented a three-dimensional dual
boundary element formulation for studying sound propaga-
tion around thin acoustic barriers over a homogeneous im-
pedance ground. The formulation applies two integral equa-
tions, the standard Helmholtz integral representation and its
hypersingular counterpart, over the barrier axis. Because the
Green’s function adopted directly incorporates the boundary
condition at the absorbing ground, only the barrier axis needs
to be discretized, leading to substantial savings in computer
time and memory.

Several tests were performed to assess the theoretical
and numerical developments. Comparison of results with
those for barriers of decreasing thickness, obtained using the
standard formulation, displayed convergence to the nonthick-
ness cases.

For the same frequency and discretization, it was shown
that the time required to assemble the system of equations
with the dual formulation is four times faster than the stan-
dard one. An optimization algorithm was also developed
which avoids repetitive integrations over similar patches in
the global mesh, i.e., situations where the relative position of
the source point with respect to the element to be integrated
have already been calculated. A speed-up of two orders of
magnitude was achieved for higher frequencies, making it
feasible to proceed the analysis to reasonably high frequen-
cies using a simple workstation.

ACKNOWLEDGMENT

The first author would like to acknowledge the financial
support provided by CAPES, Ministry of Education, Brazil.

1P. Filippi and G. Dumery, ‘‘Etude the´orique et nume´rique de la diffraction
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Through comparisons with numerical predictions, with data from laboratory experiments and with
outdoor data obtained over snow, heuristic modifications of the classical analytical approximation
for the field due to a point source above an impedance plane are shown to be adequate for predicting
sound propagation from a point source close to layered porous media with extended reaction. The
main deficiencies are for extremely low flow resistivities and at close ranges. It is shown that
multiple layering offers a possible explanation for previously reported difficulties in obtaining
theoretical fits to propagation data over snow@J. Acoust. Soc. Am.77, 67–73~1985!#. © 1998
Acoustical Society of America.@S0001-4966~98!00808-X#
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INTRODUCTION

Materials used as sound absorbents often have lower
flow resistivities than would permit the assumption of local
reaction when predicting sound fields close to their surfaces.
This is important, for example, when characterizing the
acoustical properties of a material by free-field measure-
ments. The prediction of sound propagation above relatively
low-flow resistivity outdoor ground surfaces such as snow,
forest floors, some cultivated soils, and porous asphalt is of
interest also. It is well known that snow, forest floors, and
porous asphalt may offer flow resistivities of the order of 10
kPa s m22 or less.1

Prediction of sound propagation over such surfaces in-
volves calculation of sound fields above surfaces of extended
reaction and often above multiple layering. There are estab-
lished numerical methods for such calculations involving the
fast field program~FFP!2 or transfer matrices.3 To predict
propagation from a point source over semi-infinite or hard-
backed layers with extended reaction an approximation has
been employed that represents a heuristic extension of the
classical Weyl–van der Pol theory for electromagnetic
waves.4,5 In this paper we examine the accuracy of this po-
tentially useful approximation and consider its extension to
multiple layers with extended reaction. In Sec. II we outline
the relevant theoretical developments including asymptotic
approximations. In Sec. III we compare resulting theoretical
predictions with experimental data obtained in laboratory ex-
periments over artificial materials and over snow outdoors.
Finally, in Sec. IV we offer some concluding remarks.

I. THEORY

A. Formulation of the problem

The problem considered is that of the propagation of
sound from a point source over a plane ground of extended
reaction beneath a homogeneous atmosphere~see Fig. 1!.
Time dependence exp(2ivt) is understood. The ground may
be modeled as either a layered or a semi-infinite rigid porous
medium. The sound field,p(r ,z) can be represented by a
Bessel integral6 as

p~r ,z!5E
0

`

kP~k,z!J0~kr ! dk, ~1!

where

P~k,z!5
1

2iK 0

$exp @ iK 0uz2zsu#

1V0 exp @ iK 0~z1zs!#%, ~2!

K051Ak0
22k2, ~3!

z andzs are, respectively, the receiver and source heights,r
is the horizontal range,k0([v/c0) is the wave number,v is
the angular frequency of the source, andc0 and r0 are the
sound speed and density of air, respectively. We are inter-
ested primarily in the problem where both the source and
receiver are above the ground, i.e.,z, zs.0. In Eq.~2!, V0 is
the plane wave reflection coefficient of the sound wave in-
teracting with the ground surface of extended reaction. It can
be determined by

V05
~K0 /r0!~V1eiK 1d11e2 iK 1d1!1~K1 /r1!~V1eiK 1d12e2 iK 1d1!

~K0 /r0!~V1eiK 1d11e2 iK 1d1!2~K1 /r1!~V1eiK 1d12e2 iK 1d1!
, ~4!

where

K151Ak1
22k2, ~5!

andd1 , k1([v/c1), r1 , andc1 are the thickness, complex
wave number, density, and speed of sound of the first layer if
the ground is layered. The plane wave reflection coefficient
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V1 depends on the properties of subsequent layers. The re-
flection coefficientV1 is 1 for a hard backing and21 for a
‘‘pressure-release’’ backing. The layer thicknessd1 tends to
infinity if the ground is semi-infinite. The factor exp (iK1d1)
tends to zero asd1 takes a large value, since the imaginary
part of K1 is nonzero and positive. In this case,V0 becomes

V05
~K0 /r0!2~K1 /r1!

~K0 /r0!1~K1 /r1!
, ~6!

which is the well-known form6 for a semi-infinite externally
reacting ground. It is interesting thatV0 is ‘‘relatively’’ in-
dependent ofV1 beyond a certain depth. We can determine
the minimum depth for which the ground can be treated as
semi-infinite by noting that

cosh~x!'sinh ~x! ~7!

for x.6 ~accurate to five significant figures and 1.2
31023% of difference!. Hence the condition for a semi-
infinite externally reacting ground may be stated simply as

Im ~Ak1
22k2d1!.6. ~8!

By writing k15kR1 i kX , it is then straightforward to
show that the minimum depthdm can be written as

dm.6/kX ~9!

for normal incidence~wherek50), and

dm.6FA~kR
22kX

221!2

4
1~kRkX!22

kR
22kX

221

2
G21/2

~10!

for grazing incidence~wherek51).

B. Reflection coefficient in a layered ground above a
hard-backed layer

In a layered ground, the reflection coefficient can be
derived in an analogous manner. The plane wave reflection
coefficient of thej th layer is

Vj5
~K j /r j !~Vj 11eiK j 11dj 111e2 iK j 11dj 11!1~K j 11 /r j 11!~Vj 11eiK jn11dj 112e2 iK j 11dj 11!

~K j /r j !~Vj 11eiK j 11dj 111e2 iK j 11dj 11!2~K j 11 /r j 11!~Vj 11eiK jn11dj 112e2 iK j 11dj 11!
, ~11!

where the subscriptj denotes the corresponding parameters
at the j th layer. Suppose that the ground can be modeled by
L layers with the (L11)th layer as the hard backing. We
then haveVL1151 and

VL5
~ iK L/rL!2~KL11 /rL11! tan ~KL11dL11!

~ iK L /rL!1~KL11 /rL11! tan ~KL11dL11!
. ~12!

Substituting Eq.~11! into Eq. ~4! with j 51,2, . . . ,L21 in
turn and using Eq.~12!, we can determine the plane wave

reflection coefficientV0 at the surface of the layered ground.
It is fairly straightforward to determine the reflection coeffi-
cient whenL is small.

For a single layer, we have

V05
~ iK 0 /r0!2~K1 /r1! tan ~K1d1!

~ iK 0 /r0!1~K1 /r1! tan ~K1d1!
. ~13!

For a double layer, the plane wave reflection coefficient is

FIG. 1. The source/receiver geometry: a hard-backed layered ground is shown.
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V05
~ iK 0 /r0!@12g1 tan ~K1d1! tan ~K2d2!#2~K1 /r1!@ tan ~K1d1!1g1 tan ~K2d2!#

~ iK 0 /r0!@12g1 tan ~K1d1! tan ~K2d2!#1~K1 /r1!@ tan ~K1d1!1g1 tan ~K2d2!#
. ~14!

The dimensionless parameter,g1 , in Eq. ~14! is given by

g15
r1

r2

K2

K1

. ~15!

In the limiting case whered2 is vanishingly small~i.e., a
hard-backed layer!, it is obvious that Eq.~14! reduces to Eq.
~13!, as it should. Moreover, for large values ofd1 ~i.e., a
semi-infinite ground!, Eq. ~14! can be simplified to give Eq.
~6!. It is enlightening to start with a more general expression
@Eq. ~14!# that can be reduced to previous expressions@Eqs.
~6! and ~13!# in special cases.

For L.2 there is increasing complexity in the expres-
sion for the plane wave reflection coefficient,V0 . The num-
ber of terms in the denominator and numerator of Eq.~4!
increases as 2L. So, for example, the presence of four layers
in the ground means that there are 16 terms in both numera-
tor and denominator of the reflection coefficient. Neverthe-
less, numerical implementation on a digital computer for an
arbitrary number of layers is straightforward.

II. ASYMPTOTIC SOLUTION AND ITS VALIDATION

Asymptotic theories are available to compute the sound
field above a semi-infinite porous ground7 or a finite hard-
backed layer of porous ground.8–11 The approximation for
semi-infinite media with extended reaction is fairly conve-
nient for computation;9 however, analytical approximations
for layered media are not as simple or straightforward. More-

over, a study by Nicolaset al.5 suggests that these more
elaborate theories are not satisfactory for smaller values of
k0r . Our preliminary numerical calculations support their
views. Also, we find that the more elaborate theory is not
satisfactory for small flow resistivities. In the light of these
preliminary analyses, we choose a simpler approximation
that is, in essence, a heuristic extension of the classical
Weyl–Van der Pol formula.12 Introducing an effective ad-
mittancebe , the sound field can be approximated by

p~r ,z!5
eik0R1

4pR1

1$Rp1~12Rp!F~w!%
eik0R2

4pR2

, ~16!

where

F~w!511 iApw exp ~2w2! erfc~2 iw !, ~17!

w5~ 1
2 ik1R2!1/2~cosu1be!, ~18!

Rp5
cosu2be

cosu1be

. ~19!

For a semi-infinite ground, the effective admittance is

be5m1An1
22sin2 u, ~20!

for a hard-backed layer, the effective admittance is

be52 im1An1
22sin2 u tan ~k0d1An1

22sin2 u!, ~21!

and, finally, for a double layer with a hard backing, the ef-
fective admittance can be determined according to

be52 im1An1
22sin2 uH tan ~k0d1An1

22sin2 u!1ḡ1 tan ~k0d2An2
22sin2 u!

11ḡ1 tan ~k0d1An1
22sin2 u! tan ~k0d2An2

22sin2 u!
J , ~22!

where

ḡ15
m2An2

22sin2 u

m1An1
22sin2 u

, ~23!

nj5kj /k0 and mj5r0 /r j with j 51,2. ~24!

Here,u is the angle of incidence andḡ1 is a dimensionless
ratio characterizing the change of media properties from the
first layer to the second, cf. Eq.~15!. It is straightforward to
generalizebe for an arbitrary number of layers, but the de-
tails will not be given here.

To validate the asymptotic expressions, a numerical
method based on the fast field formulation~FFP!13 has been
developed. For numerical convenience, and for comparison
with predictions reported previously,5 we employ a one-
parameter model14 to determine the complex propagation

constant,kj , although it is known that this model over-
predicts the attenuation constant@Ref. 5, p. 104#. The real
and imaginary parts ofkj are given by

kR /k051110.8~s/s f !0.70,
~25!

kX /k0510.3~s/ f !0.59,

wheres is the effective flow resistivity of the porous ground
in cgs units~1 cgs unit51 kPa s m22), and f is the fre-
quency. In addition, the normalized impedance of the porous
ground is determined by

ZR5119.08~s/ f !0.75,
~26!

ZX511.9~s/ f !0.73,

whereZR and ZX are the corresponding real and imaginary
parts and 1/Zj5mjnj .
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Figure 2 shows a comparison of the predictions accord-
ing to the fast field program with those due to the heuristic
approximation. The excess attenuation~EA! is calculated by
comparing the total sound fields with their corresponding
free-field predictions. The source and receiver are 1.0 m
above the porous ground and the effective flow resistivities
are, respectively, 12.0 and 20.0 kPa m s22, and layer thick-
ness is 0.015 m where appropriate. It is useful that predic-
tions of the heuristic approximation agree remarkably well
~to within 0.5 dB! with those of the fast field program even
for multiple layers. We have found that the agreement is less
satisfactory when both the source and receiver are close to
ground, for small values of flow resistivity and at shorter
ranges. This is illustrated in Fig. 3 by the relatively poor
agreement between predictions when the source and receiver
heights are 0.01 m, the corresponding effective flow resistiv-
ities are 1.0 and 10.0 kPa m s22, and the layer thickness is
the same as in the previous case.

III. COMPARISONS WITH EXPERIMENTAL DATA

A. Laboratory data

A Tannoy driver fitted with a tube 15 cm long and 3 cm
internal diameter has been used as a point source and sus-
pended in a fixed position in an anechoic chamber of wedge-
tip to wedge-tip internal dimensions 33333 m3. A Bruel &

Kjaer type 4311 1.3-cm diam (1
2 in.! condenser microphone

fitted with a preamplifier and suspended 1 m away, at the
same height~0.145 m! as the center of the speaker tube, was
used as the receiver for all of the experiments. A PC-based
maximum length sequence system analyzer~MLSSA!15 was
used both as the signal generator for the Tannoy and as the
analyzer for subsequent signal processing. The MLSSA sys-
tem controls the source output to be in the form of a pseudo-
random sequence of pulses. The microphone signal is ana-
lyzed with respect to the known output sequence, thus
eliminating background noise effects.

Both source and receiver were suspended by light flex-
ible strings. A reference measurement, carried out with the
floor removed, was used as the direct field in subsequent
processing. A varnished hardwood board measuring 1.231.2
30.02 m3 ~thick! was used as an acoustically hard boundary
to support various porous layers. Surfaces of extended reac-
tion were formed from 0.8 and 1.4-cm-thick layers of fiber-
glass. A nonhard substrate was provided by a layer of felt
which was 1.2 cm thick. The spectrum level at the micro-
phone was measured with and without the porous surfaces
and without altering the source–receiver geometry. After
processing and FFT~fast Fourier transformation!, each spec-
trum level was divided by the direct field measured earlier.
All the steps were carried out with the MLSSA software, the
final output being the desired excess attenuation spectrum.

Figures 4–6 show data for the sound pressure level rela-
tive to free field ~henceforth called either relative SPL or
excess attenuation! obtained with single layers of the porous

FIG. 2. The prediction of excess attenuation~EA! versus distance with
source and receiver heights of 1.0 m and frequency of 1 kHz. Asymptotic
and FFP predictions coincide.~a! Semi-infinite medium withs512 kPa m
s22. ~b! A hard-backed layer withd50.015 m ands512 kPa m s22. ~c!
Two layers withs1512 kPa m s22 ands2520 kPa m s22 and both layers
have a thickness of 0.015 m.

FIG. 3. Same as Fig. 2 except that the source and receiver are situated at
0.01 m above ground. Asymptotic and FFP predictions are represented by
solid and broken lines respectively.~a! Semi-infinite medium withs51 kPa
m s22. ~b! A hard-backed layer withd50.015 m ands51 kPa m s22. ~c!
Two layers withs1 ands2 of 1 and 10 kPa m s22, respectively. Both layers
have a thickness of 0.015 m.

FIG. 4. Measurements of excess attenuation spectra~solid lines! at a hori-
zontal range of 1 m obtained over a single 0.8-cm-thick layer of fiberglass
on an acoustically hard backing with source and receiver heights at~a!
grazing incidence,~b! 5 cm, ~c! 10 cm, and~d! 15 cm. Also shown are
predictions~dotted lines! obtained with Eqs.~16!–~19!, ~21!, ~25!, and~26!,
usings523 kPa s m22.
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materials placed on the varnished wooden board. The data
are plotted above 300 Hz only since the radiated sound
power from the point source used is too small for accurate
measurement at lower frequencies. Also shown are predic-
tions obtained with Eqs.~16!–~19!, ~21!, ~25!, and~26! and
fixed values of the single parameter (s): 23 kPa s m22 for
the fiberglass and 160 kPa s m22 for the felt. Figures 4 and
5 show the measured and predicted relative SPL spectra
above a single layer of fiberglass of thicknesses 0.8 and 1.4
cm, respectively. Figure 6 shows the measured and predicted
relative SPL spectra above a single layer of felt. Predictions
at lower frequencies above the fiberglass layers are poor,
although it is clear that somewhat better agreement is ob-
tained over the felt than over the fiberglass. Nevertheless the
agreement was considered adequate to use these effective
flow resistivity values for predicting relative SPL spectra
over composite layers. It should be noted that the effective
flow resistivity of the felt layer is sufficiently high for it to be
regarded as locally reacting.

Next, we consider measurements of the sound field
above composite layers of porous materials formed by plac-
ing a layer of fiberglass on top of the felt which, in turn, is
secured on the varnished wooden board with double-sided
tape. Figures 7 and 8 show, respectively, the measured rela-
tive SPL spectra above composite layers with 0.8- and 1.4-
cm-thick layers of fiberglass on top of 1.2-cm-thick layer of
felt. Theoretical predictions are shown also with the effective
admittance determined according to Eq.~22!. Again, the
same flow resistivities are used~23 kPa s m22 for the fiber-
glass and 160 kPa s m22 for the felt! in the theoretical pre-
dictions.

It should be noted that fiberglass is anisotropic and an-
isotropy is not included in the modeling reported here. The
discrepancies between predictions and data may be attributed
to the simplistic single-parameter characterization of the fi-

FIG. 5. Same as Fig. 4 except that the thickness of fiberglass is 1.4 cm.

FIG. 6. Measurements of excess attenuation spectra~solid lines! at a hori-
zontal range of 1 m obtained over a single 1.2-cm-thick layer of felt on an
acoustically hard backing with source and receiver heights at~a! grazing
incidence,~b! 5 cm, ~c! 10 cm, and~d! 15 cm. Also shown are predictions
obtained with Eqs.~16!–~19!, ~21!, ~25!, and~26!, usings5160 kPa s m22.

FIG. 7. Measurements of excess attenuation spectra~solid lines! at a hori-
zontal range of 1 m obtained over a double-layer structure of 0.8-cm-thick
fiberglass and 1.2-cm-thick felt on an acoustically hard backing with source
and receiver heights at~a! grazing incidence,~b! 5 cm,~c! 10 cm, and~d! 15
cm. Also shown are predictions obtained with Eqs.~16!–~19! and~22!–~26!,
usings1523 kPa s m22 ands25160 kPa s m22.

FIG. 8. Same as Fig. 7 except that the thickness of fiberglass layer is 1.4 cm.
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berglass layers~Figs. 4 and 5!. Nevertheless, the measured
and predicted influence of reducing the impedance of the
substrate on the primary interference dip is clear.

B. Outdoor data over snow

Nicolaset al.5 have reported an extensive series of mea-
surements over layers of snow from 5 to 50 cm thick and at
propagation distances up to 15 m and compared their data to
theoretical predictions based on the heuristic extended-
reaction layer formula discussed earlier. Discrepancies were
found between these predictions and the data above snow
layers less than 20 cm thick and below 200 Hz even after
allowing ~heuristically! for extended reaction@Eqs. ~16!–
~19! and ~21!#. In particular it was observed that the data
obtained above 6-, 8-, and 10-cm layers of snow, while con-
forming to predictions of relative SPL over finite layers with
extended reaction above acoustically hard backing at higher
frequencies, behaved more like predictions of the relative
SPL spectra above semi-infinite media with extended reac-
tion at frequencies below 200 Hz@see Fig. 4~a!–~c! in Ref.
5#. Nicolaset al. were able to improve the qualitative agree-
ment by means of a model16 for the acoustical properties of a
medium with an exponentially varying porosity profile. An-
other reason for the discrepancies between predictions and
data above snow layers that has been suggested is finer lay-
ering within the snow.1 Figure 9 shows that the measured
behavior over snow layers, nominally 6, 8, and 10 cm thick,
may be attributed to multiple layering. In Fig. 7, the pre-
dicted flow resistivity of the surface layer is higher than that
of the second layer, which is expected in most practical situ-
ations. It should be noted that the values for the flow resis-
tivities and layer thicknesses are intended to be indicative
only and these parameters are listed in Table I for reference.
No systematic attempts to obtain best fit have been em-
ployed. We also remark that the predicted thickness for the
first layer is somewhat thinner than those measured thick-
nesses reported in Ref. 5. The fundamental limitations of the
impedance model~Delaney and Bazley! used in the present
analysis mean that we should treat all predicted flow resis-
tivities and layer thicknesses as effective parameters.

IV. CONCLUSION

This paper has contributed theoretical and experimental
investigations into the sound field due to a point source
above a ground with extended reaction. It has been demon-
strated that the heuristic formula is satisfactory in most prac-
tical situations above a layered porous ground. Clearly the
heuristic formula offers computational advantages over nu-
merical methods such as the FFP for predicting sound fields
above multiply layered extended reaction materials. A for-
mula for finding the minimum depth of an externally reacting
porous material that can be treated as a semi-infinite ground
has been derived. This could be used to provide guidance for
the thickness of the porous materials over a hard or nonhard
backing required to simulate semi-infinite media with
extended reaction in laboratory measurements. Finally, mul-
tiple layering has been demonstrated as a possible explana-
tion of previous difficulties in obtaining theoretical predic-
tions that match data obtained outdoors over snow.5

TABLE I. The layer thicknesses and flow resistivities used in Fig. 9.

~a! ~b! ~c!

Hard backed layer s515 kPa m s22 s515 kPa m s22 s510 kPa m s22

~dotted line! d56 cm d58 cm d510 cm

Semi-infinite ground
~solid line!

s515 kPa m s22 s515 kPa m s22 s510 kPa m s22

Double layer s1510 kPa m s22 s1510 kPa m s22 s158 kPa m s22

~broken line! d158 cm d1510 cm d1512 cm
s2515 kPa m s22 s2555 kPa m s22 s2515 kPa m s22

d253 cm d251 cm d253 cm

FIG. 9. Excess attenuation data~circles! obtained with source height 0.6 m,
receiver height 0.3 m, and horizontal range 7.5 m and reported by Nicolas
et al. @Ref. 5, Fig. 4~a!–~c!# over ~a! 6-cm-thick layer of ‘‘snow over ice,’’
~b! 8-cm-layer of ‘‘new snow over asphalt,’’ and~c! 10-cm-thick layer of
‘‘freshly-fallen snow above 50 cm of old hardened snow covered previously
with a crust of ice.’’ Also shown are predictions assuming semi-infinite
~continuous lines!, hard-backed single layer~dotted lines!, and hard-backed
double layer~broken lines!, respectively, using the parameter values shown
in Table I.
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The complementary operators method~COM! has recently been introduced as a mesh-truncation
technique for open-domain radiation problems in electromagnetics. The COM entails the
construction of two solutions that employ absorbing boundary conditions~ABCs! with
complementary behavior, i.e., the reflection coefficients associated with the two ABCs are exactly
opposite each other. The average of these solutions then yields a new solution in which the errors
caused by artificial reflections from the termination of grid are nearly eliminated. In this work, COM
is introduced for the finite-difference time-domain~FDTD! solution of acoustics problems. The
development of COM is presented in terms of Higdon’s absorbing boundary operators, but
generalization to non-Higdon operators is straightforward. The effectiveness of COM in comparison
to other absorbing boundary conditions is demonstrated with numerical experiments in two and
three dimensions. ©1998 Acoustical Society of America.@S0001-4966~98!01808-6#

PACS numbers: 43.20.Fn, 43.20.Gp, 43.20.Px@JEG#

INTRODUCTION

The finite-difference time-domain~FDTD! method was
first introduced by Yee in 19661 for the study of electromag-
netic scattering problems. A similar method has been devel-
oped for simulation of acoustic and elastic wave propagation
~e.g., Refs. 2 and 3!. The method is simple, both conceptu-
ally and in terms of implementation. It is robust and can be
used to study accurately a wide range of complex phenom-
ena. Since the FDTD method can be computationally expen-
sive, a great deal of research has been, and continues to be,
concerned with finding ways to decrease computational cost,
both in memory and run time, while preserving or increasing
accuracy. Arguably the most active area of this research is
concerned with grid termination techniques for open-domain
problem. The way in which the grid is terminated, i.e., the
absorbing boundary condition~ABC!, often dictates the size
of the grid needed to obtain an accurate solution and hence is
intimately tied to computational cost. This a consequence of
the fact that a simulation employing an ABC of lower accu-
racy generally requires a larger grid than one employing an
ABC of higher accuracy to obtain results of comparable
quality.

Most open-domain problems require that the FDTD grid
be terminated with an ABC. Open-domain problems need
not be terminated with an ABC if a grid can be constructed
that is so large that the boundaries of the computational do-
main are causally isolated from all regions of interest. Un-
fortunately, this approach is infeasible for nearly all realistic
simulations. Global ABCs do exist which are nominally ex-
act ~e.g., Ref. 4!. However, these ABCs require, for each

terminal point of the grid, an integration over a surface
which bounds the interior of the computational domain.
Therefore, global ABCs are exceeding costly for time-
domain simulations and have not proven to be useful in prac-
tical applications. Alternatively, local ABCs merely depend
upon the field in the immediate vicinity of each terminal
node and are far less costly than global ABCs. However,
local ABCs are inherently imperfect and always reflect some
spurious energy back into the computational domain. Typi-
cally the closer a local ABC is brought to the source of
outgoing fields, whether an active element or a scatterer, the
greater is the reflected energy~moving the ABC closer to the
source of fields implies decreasing the size of the grid!. This
a consequence of the inability of traditional local ABCs to
absorb evanescent energy and the fact that local ABCs typi-
cally perform poorly at grazing incidence. Nevertheless, the
computational savings afforded by local ABCs outweigh
their disadvantages and thus local ABCs are the ones most
commonly used today.~In the remainder of the paper only
local ABCs are discussed so that the ‘‘local’’ adjective will
be dropped.!

There is another distinct approach to the termination of
the FDTD grid that relies upon the use of an absorbing ma-
terial. In such an approach, the absorbing material is placed
adjacent to the terminal boundaries. The material is designed
to absorb the energy from outgoing waves so that the amount
of energy that reenters the interior of the grid via reflection
from the grid termination is small. Straightforward material-
based termination techniques have been available for several
years~see, for example, Refs. 5, 6!. An improved technique,
employing a nonphysical split-field formulation, was re-
cently presented by Be´renger.7 This technique, known as the
perfectly matched layer~PML! method, was presented in the
context of electromagnetic problems, but it has been adapted
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b!Electronic mail: Omar.Ramahi@digital.com
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for acoustic and elastic modeling.8–12 The performance of
the PML method is such that it has attracted the attention of
several researchers. Unfortunately, the quest to improve the
PML method has led many researchers to put aside the
search for further improvements in differential equation-
based ABCs. Nevertheless, as shown here, there are still tre-
mendous improvements that can be made in the application
of such ABCs. Thus it is nearly certain that the full potential
of both differential equation-based and material-based grid
truncation schemes has not yet been realized.

In this paper we provide the theoretical foundation for a
new grid truncation technique known as the complementary
operators method~COM! and show its application to prob-
lems in acoustics. The superiority of the technique over other
differential equation-based ABCs is demonstrated via two-
and three-dimensional examples. The COM requires that two
simulations be performed. In one simulation an ABC is used
that reflects energy in a known manner. In the other simula-
tion, the complement of the ABC is used so that the energy
reflected by the ABC has the same magnitude but opposite
phase. Then, the results of the two simulations are averaged
to obtain a solution that is free of most of the energy intro-
duced by ABC reflections. The COM was first presented in
the electromagnetics literature where it was shown to yield
excellent results even when using a much smaller grid than
required by other traditional ABCs.13–15Because of the ease
with which the COM can be implemented and the significant
impact it can have on accuracy and computational cost, this
method has the potential to increase greatly the class of
acoustics problems to which FDTD can successfully be ap-
plied.

The complementary ABCs~or boundary operators! re-
quired by the COM can be formulated from a general class
of boundary operators;15 however, in this paper we present
the method specifically in terms of the Higdon ABC.16,17

Section I provides a review of Higdon’s boundary operators
in their differential form and demonstrates the construction
of complementary operators of arbitrary order. Section II de-
tails the implementation of the COM in the FDTD scheme.
Section III provides results from two- and three-dimensional
simulations that demonstrate the efficacy of the COM.

Our primary goals here are to present the theory behind
the COM and to show the significant advantages it has over
other differential equation-based grid truncation methods.
Comparison of the COM with other grid termination tech-
niques, such as the PML method, has been investigated else-
where. The results presented in Refs. 18 and 19 show that the
COM can yield results that are superior to the PML method
while at the same time being less computationally costly. It
should be noted that there is no ‘‘best’’ test with which to
compare material-based and differential equation-based grid
termination techniques. Instead, many different tests are re-
quired to isolate specific aspects of the techniques~e.g., per-
formance at grazing angles, absorption of evanescent energy,
and broadband behavior!.

Finally, we note that there is an alternative implementa-
tion of the COM method to the one presented here.20 The
scheme presented in Ref. 20, named the concurrent comple-
mentary operators method or C-COM, does not require two

separate simulations, i.e., the complementary boundary op-
erators are realized using a single simulation. The cost asso-
ciated with this implementation is an increase in memory
usage~but that cost ‘‘buys’’ a decrease in total run time!.
The implementation of a C-COM solution is a straightfor-
ward extension to a COM solution and thus this paper con-
centrates on the basic formulation of COM for acoustic
simulations. The reader interested in a concurrent formula-
tion is referred to Ref. 20. We further note that programs that
currently employ a Higdon~or Higdon-like! ABC can be
modified to use the COM by making changes that are trivial
~a simple change of coefficients is all that is required of the
existing code and then results must be averaged!. To realize
a C-COM solution, additional changes must be made to the
existing code.

I. DIFFERENTIAL FORM OF BOUNDARY OPERATOR

The first-order, coupled, differential equations governing
linear acoustics are

]v

]t
52

1

r
“p, ~1!

]p

]t
52c2r“–v, ~2!

wherev is velocity, p is pressure,r is density, andc is the
speed of sound. The standard FDTD algorithm is obtained by
approximating the derivatives in Eqs.~1! and~2! by second-
order accurate central differences. The evaluation points for
pressure and velocity are spatially and temporally offset
from each other so that leapfrog scheme can be constructed
to express future fields in terms of past fields~see, for ex-
ample, Ref. 2 or 8 for details!. The usual leapfrog update
equations cannot be applied to pressure nodes on the termi-
nal boundary of the computational domain since not all of
the needed adjacent fields are available there~i.e., a velocity
node is needed that is outside of the grid!. Instead, to update
these pressure nodes, an auxiliary equation must be used that
expresses the boundary value in terms of current or past val-
ues of the field in the interior of the grid and past values of
the field on the boundary itself. Perhaps the most popular
such auxiliary equation is provided by the Higdon boundary
operator. The remainder of this section provides the theory
behind the differential form of this operator and shows how
it can be implemented in a manner suitable for use in the
COM. The next section details the discrete form of this op-
erator which, although similar to the continuous operator in
many respects, is fundamentally different.

The generalM th-order Higdon boundary operatorBM

operates on the pressurep at the termination of a computa-
tion domain as follows:

BMp5 )
m51

M

Bmp50, ~3!

where

Bm5
]

]x
1

jm

c

]

]t
1am ~4!
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andjm andam are parameters. For arbitrary boundaries, the
first partial derivative in Eq.~4! should be taken with respect
to the outward normal to the boundary, but thex direction is
used here to be consistent with subsequent analysis. Super-
scripts will be used for the overall order of a boundary op-
erator while a subscript will be used to indicate the constitu-
ent components. Thus an individual termBm is a first-order
operator whereas the operatorBM is theM th-order operator
obtained from the productB1B2¯BM . Whenam is zero,Bm

will yield perfect absorption of plane waves incident at an
angleum such thatjm5cos(um). The parameteram was pro-
posed by Higdon as a means of controlling stability of the
operator.17 Additionally, as discussed in Ref. 21, theam pa-
rameters can be used to absorb evanescent energy~which
would otherwise experience unimodular reflection!.

Assume that a plane is incident, perhaps obliquely, on a
boundary corresponding to a constantx plane. Further as-
sume, without loss of generality, that this boundary corre-
sponds tox50 and over this boundary the Higdon ABC
operates on the pressure as given in Eq.~3!. The plane wave
has unit magnitude and itsx component of propagation is in
the positive direction. The total pressure in the computational
domain will be the superposition of the incident wave and
the wave reflected from the boundary

p~x,y,z,t !5e~ j vt2 jkxx2 jkyy2 jkzz!

1RMe~ j vt1 jkxx2 jkyy2 jkzz!, ~5!

wherekx , ky , andkz ~which may be complex! are thex, y,
andz components of the wave vector, respectively,v is fre-
quency, andRM is the reflection coefficient of theM th-order
boundary operator.

The reflection coefficient is obtained by applying Eqs.
~3!–~5! and solving forRM. The result is

RM5~21!M21 )
m51

M

Rm~jm ,am!, ~6!

where

Rm~jm ,am!52
2 jkx1 j jmk1am

jkx1 j jmk1am
. ~7!

As before, the superscript indicates the overall order of the
ABC and the subscript indicates constituent components. If
the first-order operatorBm were to operate by itself,Rm

would be the resulting reflection coefficient. The total reflec-
tion coefficientRM can be obtained from the product of the
individual Rm’s @with a sign correction as shown in Eq.~6!#.

Consider the reflection coefficientRM associated with
the first-order operatorBM when aM is zero and whenjM

either is zero or approaching infinity:

RM~jM50,aM50!51, ~8!

lim
jM→`

RM~jM ,aM50!521. ~9!

The operatorBM corresponding to Eq.~8! is functionally
equivalent to differentiation with respect tox as is evident
from inspection of Eq.~4! with j anda set to zero. Similarly,
the operator corresponding to Eq.~9! is equivalent to differ-
entiation with respect tot. This is clearly seen in the context

of Eq. ~3! if both sides are divided byjM prior to taking the
limit.

We defineM th-order complementary boundary opera-
tors as operators whose corresponding reflection coefficients
are given by

R0
M5RM~jM50,aM50!RM2152RM21, ~10!

R`
M5 lim

jM→`

RM~jM ,aM50!RM215RM21. ~11!

These operators are labeledB0
M andB`

M , and corresponds to
the operators that haveaM50 andjM equal to zero or ap-
proaching infinity, respectively. The reflection coefficients of
these twoM th-order operators are the same in magnitude as
the reflection coefficient of an operator of orderM21, but,
significantly, these reflection coefficients have opposite
signs. By performing two simulations, one usingB0

M and
once usingB`

M , and averaging the results, the spurious re-
flections associated with one ABC will be canceled by the
reflections associated with the other ABC. However, as will
be discussed below, not all ABC-related errors are elimi-
nated by averaging the two solutions.

One must consider the operators in their finite-difference
form, as is done in the next section, rather than their continu-
ous form to understand fully their behavior. For example,
since R`

M is equal to RM21, it appears that one of the
complementary solutions can be obtained using the reduced-
order boundary operatorBM21 ~i.e., since the reflection co-
efficients associate withBM21 is RM21, there is no need to
use the higher-order operatorB`

M!. However, when imple-
mented in discrete form, the phase shift associated with
RM(jM50,aM50) is not exactly 180 degrees. The actual
phase shift is a function of the coarseness of the grid, the
incident angle, and the frequency. The amount that this phase
shift differs from the desired value must be accounted for to
obtain the most accurate solution possible. As will be shown
in the next section, a similar phase shift is produced by the
finite-difference equivalent of limjM→`RM(jM ,aM50) and
this additional term in the operator ensures complete comple-
mentarity of the discrete forms ofR0

M andR`
M .13,15

Although operators can be used that are exactly comple-
mentary in both their continuous and discrete forms, the so-
lution obtained by averaging the two complementary solu-
tions is not completely free of ABC errors. To illustrate this
fact, imagine a plane wave obliquely incident on a boundary
that is near the corner of the computational domain~it suf-
fices to think of a corner in a two-dimensional problem!. In
the simulation employingB0

M the field reflected from the
boundary will be scaled by2RM21. If this energy subse-
quently strikes the other boundary associated with the corner
~i.e., the one orthogonal to the first boundary!, it will be
scaled by (RM21)2. For the simulation employing theB`

M

boundary operator, the field reflected from the first boundary
will be scaled byRM21. After striking the other boundary, it
also will be scaled by (RM21)2. Therefore, when the results
are averaged, all the errors associated with a single reflec-
tions from the ABCs will cancel while the errors associated
with double reflections will add. More generally, errors as-
sociated with an odd number of reflections will cancel while

688 688J. Acoust. Soc. Am., Vol. 104, No. 2, Pt. 1, August 1998 J. B. Schneider and O. M. Ramahi: Time-domain simulations



those associated with an even number of reflections will add.
This also holds for reflections between the ABC and any
scatterer within the computational domain. It should be em-
phasized thatRM21 is typically small so that reducing the
error by the square of this amount is substantial.

II. FINITE-DIFFERENCE IMPLEMENTATION

Here we consider the discrete form of the boundary op-
erators described in the previous section. The pressure is
assumed to be available at discrete points in space–time and
we adopt the standard FDTD notation for those points:

pi , j ,k
n 5p~ iDx, j Dy,kDz,nDt !, ~12!

whereDx, Dy, andDz, are the spatial step sizes andDt is
the temporal step size. The operatorsI , S, andT are defined
to be the identity, spatial shift, and temporal shift operators,
respectively. Functionally, they perform as follows:

Ipi , j ,k
n 5pi , j ,k

n , ~13!

Spi , j ,k
n 5pi 11,j ,k

n , ~14!

Tpi , j ,k
n 5pi , j ,k

n11. ~15!

Assuming the last grid point in thex direction is i max, the
discrete form of Eq.~3! that would be applied to the bound-
ary node is

)
m51

M F I2S21

Dx

I1T21

2
1

jm

c

I1S21

2

I2T21

Dt

1am

I1S21

2

I1T21

2 Gpi max, j ,k
n11 50. ~16!

This equation is used to obtainpi max,j,k
n11 in terms of pressures

interior to the grid and previous values of the pressure on the
boundary. In order to employ central differences, the discrete
form of the boundary operator incorporates spatial and tem-
poral averaging. The reader is referred to Refs. 16 and 17 for
further details concerning the implementation of the discrete
form of the boundary operator. Carrying out the multiplica-
tions and regrouping in terms of theI , S, andT operators,
Eq. ~16! can be written

)
m51

M

@ I1amS211bmT211cmS21T21#pi max, j ,k
n11 50,

~17!

where

am5
211jmDx/cDt1amDx/2

11jmDx/cDt1amDx/2
, ~18!

bm5
12jmDx/cDt1amDx/2

11jmDx/cDt1amDx/2
, ~19!

cm5
212jmDx/cDt1amDx/2

11jmDx/cDt1amDx/2
. ~20!

The finite-difference equivalent of Eqs.~3! and ~4! are thus

B̃Mpi max, j ,k
n11 5 )

m51

M

B̃mpi max, j ,k
n11 50, ~21!

where

B̃m5I1amS211bmT211cmS21T21. ~22!

The tildes distinguish the discrete operators from the con-
tinuous ones. Now consider the discrete from of Eq.~5!

pi , j 8,k
n

5e~ j vnDt2 j k̃xiDx2 j k̃y j 8Dy2 j k̃zkDz!

1R̃Me~ j vnDt1 j k̃xiDx2 j k̃y j 8Dy2 j k̃zkDz!. ~23!

A prime has been added to the spatial index in they direction
to distinguish it from the symbolj used to representA21.
The tilde on wave vector components emphasizes that the
numeric wave vector differs from the continuous one since
the dispersion relation in an FDTD grid differs slightly from
the true one.

Using Eq.~23! in ~21! and, without loss of generality,
letting i max equal zero, one can solve for the numeric reflec-
tion coefficientR̃M

R̃M5~21!M21 )
m50

M

R̃m~jm ,am!, ~24!

where

R̃m~jm ,am!

52
11amejk̃xDx1bme2 j vDt1cmejk̃xDx2 j vDt

11ame2 j k̃xDx1bme2 j vDt1cme2 j k̃xDx2 j vDt
. ~25!

As with the continuous operators,R̃m is the reflection coef-
ficient obtained when using the first-order operatorB̃m by
itself and R̃M is the product of theR̃m’s with a correction
made for the sign.

Motivated by the analysis of the previous section, we
considerR̃M when aM is zero andjM is either zero or ap-
proaching infinity. However, since Eq.~25! gives R̃M in
terms ofaM , bM , andcM , it is helpful first to obtain these
coefficients directly from Eqs.~18! to ~20!. For the two cases
of interest here, the sets of coefficients are

R̃M~jM50,aM50!⇒aM521; bM51; cM521,
~26!

lim
jM→`

R̃M~jM ,aM50!⇒aM51; bM521;

~27!

cM521.

Using these in Eq.~25! yields

R̃M~jM50,aM50!5exp~ j k̃xDx!, ~28!

lim
jM→`

R̃M~jM ,aM50!52exp~ j k̃xDx!. ~29!

As was the case for the continuous operators~Refs. 8 and 9!,
these two reflection coefficients are exactly complementary.
The discrete form of Eqs.~10! and ~11! is thus

R̃0
M5R̃M~jM50,aM50!R̃M2152exp~ j k̃xDx!R̃M21,

~30!
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R̃`
M5 lim

jM→`

R̃M~jM ,aM50!R̃M215exp~ j k̃xDx!R̃M21,

~31!

which have the corresponding boundary operatorsB̃0
M and

B̃`
M given by

B̃0
M5@ I2S211T212S21T21# )

m51

M21

@ I1amS21

1bmT211cmS21T21#, ~32!

B̃`
M5@ I1S212T212S21T21# )

m51

M21

@ I1amS21

1bmT211cmS21T21#. ~33!

It is important to note, as is clear from Eqs.~30! and ~31!,
that these two discrete boundary operators are, as were the
continuous operators, exactly complementary. The fact that
complementarity is also preserved numerically~i.e., when
implemented using finite-precision arithmetic! will be shown
in the next section.

III. NUMERICAL RESULTS

In this section two problems are considered to study the
behavior of the ABCs. The first is simply propagation in a
homogeneous region while the second is propagation about a
pressure-release~Dirichlet boundary condition! sphere. Al-
though analytic solutions are available for both these prob-
lems, comparisons are made to reference solutions also ob-
tained from FDTD simulations. If results were compared to
analytic solutions, numerical artifacts inherent in the FDTD
technique other than those caused by the grid termination
~e.g., grid dispersion! could make meaningful interpretation
difficult. Hence, the FDTD reference solutions, which use
large grids to eliminate boundary errors over the duration of
the simulations, permit the ABC errors to be separated from
any other numeric artifacts.

First we demonstrate that the numerical implementation
of B̃0

M and B̃`
M yields complementary results even when the

error associated with the individual operators is large. Con-
sider the two-dimensional problem depicted in Fig. 1 which

is, ideally, the equivalent of a point source~three-
dimensional line source! radiating in a homogeneous me-
dium. The source is realized by adding a Ricker wavelet to
the update equations for the source node.~This yields a
transparent source that introduces fields into the computa-
tional domain without scattering them. See Ref. 22 for fur-
ther discussion of the implementation of transparent
sources.! The maximum value of the source function is unity
~arbitrary units!. The discretization is such that the peak fre-
quency of the wavelet is sampled at 32 points per wave-
length. The Courant number (cDt/Dx) is 0.95 times the two-
dimensional limit of 1/& and the spatial step size is the same
throughout the grid. Three simulations were performed. In
the first, the boundary operator wasB̃0

2 with j151 anda1

50 ~these parameters will provide perfect absorption for a
plane wave normally incident on the boundary!; in the sec-
ond, the boundary operator wasB̃`

2 with, again,j151 and
a150; the third simulation was a reference solution in
which all the boundaries of the computational domain were
causally isolated from the observation point over the dura-
tion of the simulation. We label the results from these three
simulations COM0

2, COM`
2, and REF.

Figure 2 shows the results of the three simulations re-
corded over 300 time steps. Note that the solutions obtained
using B̃0

2 and B̃`
2 differ substantially from the reference so-

lution. The errors are comparable to that of a first-order Hig-
don ABC by itself~the errors differ only in phase!. To show
that the error in the two ABC-terminated solutions are
complementary, Fig. 3 shows plots of the difference between
the reference solution and the complementary solutions, i.e.,
plots of the error in the two solutions. Note that these error
plots appear to be exactly opposite each other. The ultimate
COM solution for this problem, which we label COM2, is the
average of the two complementary run; thus at each time
step COM25~COM0

21COM`
2!/2. A plot of COM2 is indis-

tinguishable from the reference solution and does not war-
rant a separate figure. Instead, it is instructive to plot the
error in COM2. Figure 4 shows the logarithm~base 10! of
the absolute value of the difference between REF and COM2

as a function of time. The significance of this plot is that the
difference between the two solutions hovers around the nu-
meric noise floor for double precision numbers.~Double pre-

FIG. 1. Sketch of geometry used to test numerical complementarity. The
boundary is terminated using eitherB̃0

2 or B̃`
2 . Boundaries other than the one

shown are sufficiently far away so that no energy is reflected by them over
the duration of the simulation. The reference solution is obtained with the
same spacing between the source and observation point, but all boundaries
are causally isolated from the observation point.

FIG. 2. Pressure at the observation point. The units of pressure here, as in
all other plots, can be chosen arbitrarily.
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cision arithmetic yields between 14 and 15 digits of preci-
sion. Given that the peak value of the observed pressure has
a magnitude of approximately 1022, the numeric noise floor
should be in the range of 10216 to 10217. This is precisely
the range of errors seen in Fig. 4.! We must add, however,
that this problem was constructed so that there are no mul-
tiple reflections. As was mentioned at the end of Sec. I, the
ABC-induced errors associated with an even numbers of
multiple reflections add rather then cancel.

To demonstrate the performance of the COM in three
dimensions, we consider the pressure about a pressure-
release sphere~i.e., the Dirichlet boundary condition is en-
forced over the surface of the sphere! that is insonified by an
isotropic point source. This problem is designed to provide a
stringent environment for testing the performance of ABCs
and is not, per se, designed to provide a realistic model of
any particular physical system. Thus this study was per-
formed all in terms of nondimensional units, e.g., the number
of points per wavelength and the Courant number.

The computational domain is 39 cells339 cells
339 cells; the sphere has a radius of ten cells and is centered
in the computation space. The spatial step sizes are the same
in all directions, i.e.,Dx5Dy5Dz5d. The Courant num-
ber, cDt/d is 1/A3.1 which is approximately 98% of the
three-dimensional limit. Figure 5 shows a slice through the
middle of the computational domain.~Although drawn as a

continuous circle, the actual boundary of the spherical scat-
terer follows the staircased boundary inherent in Cartesian-
cell FDTD simulations.! The source node is a pressure node
where the pressure is given by a Ricker wavelet. However,
unlike before, the usual update equation does not apply at
this one node. In that sense the source node itself is ‘‘hard,’’
i.e., it will scatter any field incident upon it. The discretiza-
tion is such that there are 20 points per wavelength at the
peak spectral content of the wavelet. Hence, the diameter of
the sphere corresponds to one wavelength of the most ener-
getic portion of the insonification. The locations of the
source and observation points are as shown in Fig. 5. Since
the observation point is on the opposite side of the sphere
from the source and the boundary of the computational do-
main is, at its closest point, only nine cells away from the
sphere, the quality of the ABC significantly influences the
observed field. Since the fields at the observation point are
small relative to the peak amplitude of the source pulse, the
source function was scaled by a factor of 5000. This was
done solely to facility plotting and, since the units of pres-
sure can be chosen arbitrarily, has no effect on the interpre-
tation of the results.

The boundary is terminated either usingB̃0
4, B̃`

4 , or B̃4.
We label the associated solutions COM0

4, COM`
4, and HIG4,

respectively.~The HIG4 solution is that which is obtained
using the standard fourth-order Higdon ABC.! The solution
obtained by the average of COM0

4 and COM̀4 is labeled
COM4. The parameteram was zero for all the first-order
constituent components of these boundary operators, while
jm was unity~except, of course, wherej was used to estab-
lish complementary behavior inB̃0

4 andB̃`
4 !. Thus no attempt

was made to ‘‘tune’’ the ABC parameters to the particular
problem at hand or optimize the coefficient for a general
problem. However, it should be noted that if a set of param-
eters can be found that improves the performance of the Hig-
don ABC, the benefit realized by using the same set of pa-
rameters in a COM formulation should be even greater~i.e.,

FIG. 3. Difference between the reference solution and the two solutions that
used complementary boundary operators.

FIG. 4. Log base 10 of the error in the COM solution.

FIG. 5. Cross section of three-dimensional problem showing the source and
observation points. Coordinates are relative to the center of the sphere. The
boundary is terminated using eitherB̃0

4 or B̃`
4 . The reference solution is

obtained using a large grid that causally isolated the boundaries from the
observation point over the duration of the simulation.
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the square of that realized using an uncomplemented formu-
lation!.

Note that the reflection coefficients, and hence the ABC-
induced errors, for the COM0

4 and COM̀4 solutions are com-
parable to that of a third-order Higdon ABC. The reflection
coefficient for the HIG4 solution, on the other hand, is the
smaller reflection coefficient of the fourth-order Higdon
ABC. But, all these solutions require the same computational
resources in terms of backstorage of fields and number of
operations—they only differ in the coefficients used in the
boundary-node update equations. Given the size of the re-
flection coefficient in each simulation, the HIG4 should give
better results than either COM0

4 or COM`
4 individually. How-

ever, the import question is: How does HIG4 compare to
COM4?

Figure 6 shows the reference solution~obtained using a
large grid which is free of all ABC errors! together with
COM`

4 and COM0
4. There are obvious and significant errors,

but, given the design of this ‘‘test bed,’’ the errors are not
surprising. Figure 7 shows the reference solution together
with HIG4 and COM4. As anticipated, HIG4 is more accurate
than either COM0

4 or COM`
4. However, COM4 is obviously

more accurate than HIG4. Since it is difficult to tell the dif-
ference between the reference solution and COM4 when plot-
ting the entire pulse, an inset shows a plot of the trailing
portion of the pulse with the vertical scale magnified by ap-
proximately ten. On this scale the slight errors in COM4 can
be seen.

IV. CONCLUSIONS

By averaging the results obtained from two simulations
in which complementary boundary operators are used, ABC-
related errors can be significantly reduced. The final result is
superior to that which can be obtained using a higher-order
ABC by itself. The construction of complementary operators
is relatively simple. In fact, any acoustic code which cur-
rently employs a Higdon ABC can be modified with little
effort to use complementary operators. One merely has to
employ different sets of coefficients for the boundary update
equations~i.e., other than a change of constants, no other
modifications are needed!. The cost of using the COM is that
two simulations must be performed. However, given the
quality of the results obtained, this cost can be more than
offset by the use of a smaller computational domain~see Ref.
15 for a discussion of this point!. Additionally, in situations
where one is willing to trade an increase in memory for a
reduction in total computation time, a concurrent-COM
scheme has been presented elsewhere.20

As demonstrated here, the COM applies equally well to
two- and three-dimensional acoustics problems. It is further
anticipated that the complementary operators method can be
applied to problems in elastic propagation and this will be
the subject of future investigations.
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Measurement of acoustic stop bands in two-dimensional
periodic scattering arrays
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The experimental observation of acoustic stop bands in two-dimensional periodic arrays using an
impulse response technique is reported. The frequencies of the stop-band centers are consistent with
simple theoretical considerations based on the spacing between layers along the high symmetry
directions of the regular arrays. The phase information extracted from the Fourier analysis is used
to construct the acoustic dispersion relation for frequencies above and below the stop band.
Measurements are reported for both square and triangular scattering arrays. ©1998 Acoustical
Society of America.@S0001-4966~98!01908-0#

PACS numbers: 43.20.Gp, 43.20.Ye, 43.20.Fn@JEG#

The nature of wave propagation in two- and three-
dimensional periodic structures has received considerable at-
tention, in particular for electromagnetic radiation. The mo-
tivation for this interest is that in periodic dielectric
structures the process of coherent scattering and interference
offers the potential to engineer the properties of the radiation
field, including the creation of photonic band gaps–
frequency intervals over which propagation is forbidden. The
ability to manipulate the propagation properties of electro-
magnetic radiation has a number of fundamental conse-
quences for processes such as the Anderson localization of
light1 and photon-dressed atoms.2,3 In addition, a number of
practical applications have been proposed including narrow
bandpass filters,4 enhanced surface mounted microwave
antennas,5 sharp bend radius waveguides,6 and the zero
threshold laser.7

Recently, several authors have investigated theoretically
the comparable process of acoustic wave propagation in pe-
riodic scattering arrays.8–13 The motivation is the possibility
of creating materials that tailor the propagation properties of
acoustic waves for applications such as filters, noise and vi-
bration isolation, and acoustic wave guiding. The theoretical
consideration of this problem has been addressed by solving
the elastic wave equation for a number of acoustic scattering
array configurations. The inherent symmetry of the periodic
array permits the acoustic wave dispersion to be solved, for a
periodic sample of infinite extent, using plane wave expan-
sion techniques similar to those used to find the electronic
band structure in solid state physics. Because the theoretical
techniques have been adapted from solid state band structure
calculations, much of the terminology has also carried over,
including the concept of a band gap, the Brillouin zone, and
the representation of acoustic wave dispersion in the reduced
zone scheme. The differences between the nature of electron
wave functions, and electromagnetic and acoustic waves are
accounted for in adapting these techniques from one regime
to another.

For the electromagnetic case there is now a rich body of
theoretical calculations that has proven to match well with
experiment.14 In contrast, the experimental work on acoustic
wave band structure is just beginning. One of the first

experiments15 made elegant use of a sculpture that consisted
of an array of regularly spaced metal rods to measure the
acoustic wave transmission along various high symmetry di-
rections of the lattice of rods. Using a broadband sound
source and a spectrum analyzer, the authors observed a re-
duction of the acoustic transmission at specific frequencies
consistent with the array spacing. Because the filling factor
of the sculpture was too small, the measurements did not
exhibit complete acoustic band gaps16 but rather a suppres-
sion of the density of acoustic states.

In the experiments described here we made measure-
ments on two-dimensional arrays of metal cylinders in air
designed, using the criteria cited in Ref. 16, to have complete
band gaps. The measurements were made using an impulse
response technique to determine the transmission function
over a broad frequency bandwidth. A key advantage of the
impulse response technique is that it is possible to extract not
only the frequency intervals that define the band gaps but
also to determine the dispersion relation for acoustic waves
in the array at frequencies above and below the band gap.

A schematic representation of the experimental configu-
ration is shown in Fig. 1. The basic experiment consisted of
playing an impulse signal through the speaker and recording
the acoustic signal arriving at the microphone. Experiments
were performed with and without the sample—a two-
dimensional array of cylindrical rods—in place. The modifi-
cation of the transmission due to the sample was determined
by comparing the Fourier transforms of the recorded time-
domain data. The impulse signal was a computer sound file
created numerically. Various impulse signals were explored,
the most successful in giving broad spectral content being
signals that were generated by taking the second derivative
of a Gaussian. The width in time of the Gaussian could be
varied to adjust the range of frequency components.

The impulse was fed to the stereo output of the comput-
er’s sound card. One channel of the impulse was fed to the
speaker; the second output was directed to the trigger input
of the data acquisition card. A number of successive impulse
signals~typically between 200 and 500! were recorded and
averaged to eliminate background noise. A pretrigger mode
of the data acquisition card~National Instruments Lab-PC1!
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was used to measure information before the trigger pulse.
Because the trigger pulse was derived directly from the elec-
trical signal sent to the speaker, the relative timing of the
signals justified the add and average method and allowed a
comparison of timing between experiments with different
samples. Typical time-domain data are shown in Fig. 2 both
for the impulse alone, and for the impulse after passing
through a square array of rods five layers thick. The initial
flat response indicates that the averaging successfully extin-
guishes the random background noises. The oscillations after
the pulse are signals that add coherently in the averaging
process and are due to ringing of the speaker and to the
reverberations in the room. As described in the results sec-
tion below, time windowing was used to reduce the effect of
the reverberant field.

The samples used for the experiments consisted of two-
dimensional arrays of 2.34-cm-diam electrical conduit ar-

ranged in either a square or triangular pattern. A wooden
base was drilled with the appropriate pattern to hold the cy-
lindrical conduit in place. The cylinders were approximately
1 m in length and could be reconfigured in the holder to
make arrays of different dimensions.

Theoretical considerations indicate that the filling
factor—the fraction of the sample occupied by the scattering
rods—determines whether an array will exhibit a complete
band gap. For the square sample, the filling factor,F, is
given by the relation

F5
pd2

4a2 , ~1!

whered is the diameter of the cylinders anda the spacing
between nearest neighbors. The square array was built with
a53.7 cm andd52.34 cm leading to a filling factor ofF
50.31. The results of Ref. 16 suggested that for the square
array a minimum filling factor of 0.3 was required for the
appearance of complete acoustic stop bands. In the absence
of theoretical guidelines for the triangular lattice we chose a
filling factor of F50.366. Experiments in electromagnetics
suggest that the triangular lattice typically exhibits a larger
stop band than the square lattice.17–19Simple geometry gives
the filling factor for the triangular lattice as

F5
2pd2

a2
)

. ~2!

Using the same set of conduit rods as for the square lattice
with diameter,d52.34 cm, led us to adopt a spacinga
53.7 cm.

Fourier transforms of the time-domain data were per-
formed in order to analyze the impulse response results ac-
quired in the experiments. The time-domain wave form in
Fig. 2, with no sample in the path between the speaker and
the microphone, shows that the reverberant field contributes
significantly for long times after the initial pulse. To mini-
mize the effect of this reverberation, windowing of the time
signal was used before the Fourier analysis. This procedure
reduces the frequency resolution but achieves a better mea-
sure of the effect of the sample under test. Total time win-
dows of 6 ms were typically chosen resulting in a frequency
step of 166 Hz. Figure 2 also shows that the initial pulse is
not exactly the same as the electrical wave form fed to the
speaker by the sound card. There is a distinct after pulse due
to the limitations of the speaker. These features lead to cor-
responding features in the Fourier transformed data.

The Fourier analysis of the time domain data from Fig. 2
is shown in Fig. 3~a! which plots the magnitude of the Fou-
rier components for the two time wave forms. The filled
circular data points correspond to the case with no sample
and the open squares represent the data for transmission
through six rows of the square lattice along theGX direction.
The no-sample Fourier transform shows a dip at about 3500
Hz which is due to the response of the speaker. For trans-
mission through the array of cylinders, there is a clear attenu-
ation from about 3000 Hz to 5500 Hz. This region of re-
duced transmission is the acoustic stop band. A simple
calculation can be used to confirm that the gap is centered at

FIG. 1. Schematic diagram of the experimental configuration.

FIG. 2. Time domain wave forms recorded with no sample@upper trace# and
a sample of rods 6 rows deep310 rows wide@lower trace# between the
speaker and microphone. The inset at the upper right shows the form of the
electrical pulse fed to the speaker.
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the correct frequency. The periodicity along theGX direction
is 3.7 cm, the spacing between adjacent layers. The coherent
scattering from these equally spaced layers opens up a band
gap at the Brillouin zone edgekBZ5p/a. The dispersion in
the vicinity of the band gap will be modified, but the center
frequency of the band gap is approximately given by assum-
ing linear dispersion and usingkBZ . Thus

v5vkBZ5v
p

a
, ~3!

which can be rearranged to give

f c5
v

2a
. ~4!

Usinga53.7 cm andv5340 m/s gives a center frequency of
4595 Hz in good agreement with the experimental observa-
tion.

Figure 3~b! shows the Fourier components for propaga-
tion along theGM direction of the square lattice. In this case
the spacing between layers is given bya/&; thus the simple
formula predicts a center frequency for the stop band of 6498

Hz. The amplitude data in this case are less compelling.
There is a clear suppression in the transmission beginning at
about 5000 Hz and continuing out through the highest fre-
quency of 10 000 Hz; however, it is difficult to identify a
clear band gap from this data alone. In the case of small band
gaps, the phase information extracted from the Fourier trans-
formed data proved to be a more powerful tool to elucidate
the characteristics of the band gap. A description of the
analysis of the phase data, including its use to determine the
acoustic dispersion relation, is given below.

Results for transmission experiments on the triangular
lattice are shown in Fig. 4~a! and ~b!. In each case a refer-
ence spectrum is shown in addition to the spectrum for trans-
mission through a sample. Figure 4~a! shows transmission
amplitudes for propagation along theGX direction of the
triangular lattice. A well-defined gap is observed between
3800 and 5800 Hz. Again a simple calculation of the fre-
quency of the gap center is given by arguments similar to
those presented for the square lattice resulting in

f c5
v

a)
, ~5!

FIG. 3. ~a! Fourier amplitude transmitted through 6 rows of rods along the
GX direction of the square lattice~curve with open squares!. The Fourier
components in the direct pulse with no sample is represented by the curve
with filled circles.~b! Fourier amplitude transmitted through 6 rows of rods
along theGM direction of the square lattice~curve with open squares!. The
Fourier components in the direct pulse with no sample is represented by the
curve with filled circles.

FIG. 4. ~a! Fourier amplitude transmitted through 4 rows of rods along the
GX direction of the triangular lattice~curve with open squares!. The Fourier
components in the direct pulse with no sample is represented by the curve
with filled circles.~b! Fourier amplitude transmitted through 6 rows of rods
along theGJ direction of the triangular lattice~curve with open squares!.
The Fourier components in the direct pulse with no sample is represented by
the curve with filled circles.
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which predicts a center gap frequency fora53.7 cm of 5305
Hz.

Figure 4~b! shows the transmitted amplitudes for propa-
gation along theGJ direction of the triangular lattice. There
is no clearly defined band gap, only a suppression of the
transmitted amplitude that begins at 5000 Hz and continues
through the highest frequencies measured. As for theGM
direction of the square lattice, the phase data are more in-
dicative of the exact location of the band gap.

To obtain valid data with the impulse response tech-
nique requires the use of time windowing of the raw data to
exclude spurious reflections from objects other than the
sample under test. The first unwanted reflections in the ex-
periment described here came from the holder used to affix
the cylindrical rods in position. In an experimental series
exploring the propagation along a given direction, the holder
was always left in position, even in the case of no rods, so
that differences in the Fourier spectra would be solely due to
the addition of the scattering cylindrical rods. Series of ex-
periments typically consisted of measuring a reference wave
form with no sample followed by a wave form for transmis-
sion through 1 row of rods, then 2 rows, etc. The earliest
unwanted reflections from the holder can arrive as early as 2
ms after the arrival of the direct pulse. The effect of these
reflections can be eliminated by choosing a very short time
window with the consequential reduction in frequency reso-
lution. In analyzing the data the time window was chosen as
a compromise between desired frequency resolution and ac-
ceptable noise due to spurious reflections.

The results presented thus far exploit the amplitude data
obtained by Fourier analysis of the impulse data. Because the
signal recorded by the microphone is directly proportional to
the pressure amplitude of the acoustic wave, the correspond-
ing phase data can be used to derive the phase velocity of the
acoustic wave at each frequency and hence to determine the
acoustic dispersion relation. The phase data can also be used
as a more sensitive marker of the presence of a band gap than
the amplitude data, particularly when the band gap is small.
This determination is accomplished by locating the fre-
quency intervals over which the phase data indicate anoma-
lous dispersion.

The use of phase data to determine the gap positions is
illustrated by the results plotted in Fig. 5. Figure 5~a! shows
the amplitude data extracted from the two time-domain wave
forms of Fig. 2 after truncation with a short time window of
2.5 ms. Figure 5~b! plots the corresponding relative phase
delay at each frequency. The relative phase data are found
from the transmission function obtained by dividing the
complex Fourier transform of the sample time-domain wave
form by that of the reference. The phase of the complex
transmission function is the relative phase delay of the wave
traveling through the scattering array compared to transmis-
sion through air. The phase delay for normal dispersion has a
negative slope as expected, whereas for frequencies in the
band gap, where transmission is forbidden, the phase exhib-
its anomalous dispersion with positive slope. The anomalous
dispersion serves as a clearer indicator of the presence of the
band gap than the suppression of the amplitude alone. For
large band gaps the extent of the gap is clear in both ampli-

tude and phase as shown by Fig. 5~a! and ~b!, respectively.
However, in cases in which there is no clear gap in the am-
plitude data, such as that shown in Fig. 4~b! for propagation
along theGJ direction of the triangular lattice, the phase data

FIG. 5. ~a! Fourier amplitude transmitted through 6 rows of rods along the
GX direction of the square lattice~curve with open squares!. The Fourier
components in the direct pulse with no sample is represented by the curve
with filled circles. The data are the same as for Fig. 3~a! only with a shorter
time window of 2.5 ms to reduce the effect of reflections.~b! The phase
delay data for propagation along theGX direction showing the anomalous
dispersion of the phase within the band gap.~c! The phase delay for propa-
gation along theGJ direction of the triangular lattice in which the band gap,
although small, is again clearly indicated by the same anomalous dispersion
characteristic.
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can prove more insightful. Figure 5~c! shows the phase data
corresponding to the amplitude data of Fig. 4~b!. As shown
in the figure, there is a clear anomalous dispersion signature
indicative of the presence of a gap. Note that to successfully
resolve the small band gap in this case required higher fre-
quency resolution which was achieved by the use of a larger
time window and concomitantly noisier data.

More importantly the phase data can be used to deter-
mine the dispersion relation for acoustic waves propagating
in the array. The phase velocity of acoustic waves,v( f ), at
each frequency,f , can be recovered from the experimental
phase data using the relation

v~ f !5
v0

v0f/2p f L11
, ~6!

wherev0 is the speed of sound in air,f is the phase delay,
and L is the thickness of the sample. Because the phase
velocity is related to the angular frequency,v, and wave
vector,k, by

v~ f !5
v

k
, ~7!

it is possible to determine the dispersion relation,v vs k, for
the acoustic waves. The experimentally determined disper-
sion relation for propagation along the high symmetry direc-
tions of the square lattice is shown in Fig. 6. The right hand
side of the figure shows dispersion along theGX direction
and the left hand sections shows dispersion alongGM . The
plot makes use of the reduced zone scheme in which the data
for wave vectors beyond the zone edge,kBZ5p/a, are
folded back to lie within the first Brillouin zone. A compa-
rable plot for propagation along the high symmetry direc-
tions of the triangular lattice is shown in Fig. 7. In both cases
the dispersion results are in close agreement with theoretical
calculations for the band structures of these samples.20

In conclusion, the experiments on two-dimensional pe-
riodic samples show that it is possible both to determine the
frequencies of the acoustic stop bands and to measure the

acoustic dispersion relation for propagation in a two-
dimensional scattering array. The continuation of this experi-
mental technique to three-dimensional samples that exhibit a
stop band in all propagation directions is of particular inter-
est. From the point of view of finding applications of acous-
tic band gap systems it is important to realize that for two-
dimensional arrays the predicted stop band exists only for
propagation in a plane perpendicular to the rods and contain-
ing the speaker and the microphone. At sufficiently steep
angles above and below this plane the periodicity of the ar-
ray is not correct to maintain the stop band. The absence of a
stop band for out-of-plane propagation means that for most
practical applications a simple two-dimensional array will be
of limited value. For strong acoustic suppression either three-
dimensional periodic arrays with stop bands in all propaga-
tion directions are necessary, or the judicious use of a com-
bination of two-dimensional arrays and guided waves will be
required such as that described recently for electromagnetic
waves.21 This work demonstrates that the impulse response
technique can serve as an important characterization tool for
such samples.
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Potential for the presence of additional stop bands in the modal
response of regularly ribbed cylinders

G. Maidanik and K. J. Becker
David Taylor Model Basin (NSWC/CD), 9500 MacArthur Boulevard, West Bethesda, Maryland 20817-5700
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When, in a given frequency band, the magnitude of the line impedance of the ribs approaches and
exceeds the line impedance of a moderately damped shell, to which the ribs are attached, a stop band
emerges. This stop band need not coincide with any of the usual series of stop bands that are
associated with the spacing regularity of the ribs. In this sense, this stop band is dubbed
‘‘additional.’’ The enhancement in the magnitude of the line impedance of the ribs may be caused
by a resonance; e.g., if the line impedance of the ribs is commensurate with that of a sprung mass
and the loss factor of this dynamic system is low, at resonance, the magnitude of the line impedance
of the ribs is relatively high. This resonance enhancement in the line impedance of the ribs may
contribute an additional stop band centered about the resonance frequency of the resonant ribs.
Examples of additional stop bands in the response of regularly ribbed cylinders are cited and
displayed in this paper. ©1998 Acoustical Society of America.@S0001-4966~98!06208-0#

PACS numbers: 43.20.Tb, 43.20.Ks, 43.20.Bi@DEC#

INTRODUCTION

In a recent paper, computations were displayed of the
modal response of regularly ribbed cylinders.1 In this refer-
ence the many phenomena in the response of panels, hybrid
cylinders and natural cylinders were investigated; e.g.,

~1! The surface admittances of uniform shells were for-
mulated and numerically investigated.

~2! The role of fluid loading on these admittances were
also formulated and numerically investigated.

~3! The relationship between the three forms of a shell
were discussed and commonalities and differences were em-
phasized.~A hybrid cylinder is defined in Ref. 1 to designate
a cylindrical shell from which curvature effects are artifi-
cially removed. This removal renders the surface impedance
of the hybrid cylinder commensurate with that of a panel. A
natural cylinder is one for which this removal is not ren-
dered: the surface impedance of a natural cylinder accounts
for curvature effects.2!

~4! The dispersive loci were exhibited and investigated.
The membrane free waves in the natural cylinders were de-
fined and their characteristics were contrasted with those of
the flexural free waves which exist in all the three forms of
the shell considered.

~5! The influence of damping, the mechanical damping
and, indirectly, the radiative damping, was investigated.

~6! The ribs were defined in simple terms. However, in
this definition only line impedances of ribs that were either
mass or stiffness controlled were available. The differences
between these controlled forms were also considered.

~7! The phenomena of aliasing and pass and stop bands
were formulated, discussed, and displayed. It was argued that
these phenomena are manifest in the drive in lieu of the ribs.
The first phenomenon, that of aliasing, resides completely in
the modal drive in lieu of the ribs. This phenomenon is di-
rectly related to the equi-separations between adjacent ribs
and is not predicted on the interactions among the ribs via
the shell. On the other hand, the second phenomenon, that of

pass and stop bands, arises in direct consequence of the in-
teractions among the ribs via the shell; in the absence of
these interactions this phenomenon is absent. When the alias-
ing phenomenon resides in the modal drive in lieu of the ribs
and the interactions among the ribs via the shell are ac-
counted for, the phenomenon of pass and stop bands is
present in this drive3 ~cf. Appendix!.

~8! The computations were performed in two Fourier
conjugate axial domains; these conjugate axial domains com-
prise thek domain and thex domain. The computations in
the first domain were displayed on the$(ak),(v/vc)% plane
and in the second on the$(x/a),(v/vc)% plane, where (x/a)
and (ak) are a Fourier conjugate pair. In this format, a pair
of corresponding displays are complementary. It was noted
that situations exist in which the interpretation of data was
more readily conducted in one domain than in another, even
though the two domains are Fourier conjugate domains. This
proved particularly relevant to the interpretation of pass and
stop bands. In thex domain a pass band is merely a fre-
quency band in which the transmission of vibration from a
localized external drive position to a localized observation
position that is removed a few bays away, hardly encounters
more attenuation than is indicated by the distributed damping
on an unribbed shell. On the other hand, a stop band in a
similar geometrical situation, will indicate a more severe at-
tenuation. A Fourier transformation of the (n)th modal drive
in lieu of the ribs in thek domainPsn(k,v) into its counter-
part psn(x,v) in the x domain may thus be efficacious. In
Ref. 1 the transformation was carried out by means of a
double-sum technique.4 This technique is particularly, but
not exclusively, useful with respect to the phenomenon of
pass and stop bands of regularly ribbed panels and/or cylin-
ders. The exclusivity is with respect to the regularity of the
spacings between adjacent ribs.

It is to be assumed that the reader is familiar with the
material presented in Ref. 1. This familiarity is assumed not
only with respect to the items just stated, but, in particular,
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with respect to the format in which the displays are presented
and interpreted. The story told in this paper is an extension to
the story presented in Ref. 1. This extension, however, re-
lates merely to the description of the ribs. Whereas in Ref. 1
the modal line impedanceZsn(v) of the ribs was either mass
controlled or stiffness controlled, in the present paper the
modal line impedanceZsn(v) of the ribs is allowed to tran-
sit, as a function of frequency, from mass controlled to stiff-
ness controlled. The region of transition occupies a narrow
frequency band that is centered at a modal resonance fre-
quency (v5vn). Through that transition the magnitude of
the modal line impedance of the ribs is significant compared
with the ‘‘modal line impedance’’ of the shell to which the
ribs are attached. It is convenient to express the modal line
impedanceZsn(v) of the ribs in the dual and simplified
forms

Zsn~v!.Zs~v!5~ ivM !HA~v/v0!

A8~v/v0!,
~1a!
~1b!

whereM is a line mass, the factorA(v/v0) is a resonance
bearing factor, the factorA8(v/v0) is a ‘‘false’’ resonance
bearing factor and, finally, it is noted that the modal line
impedance is assumed, for simplicity sake, to be independent
of the mode index (n). Specifically

A~v/v0!5@e0~v/v0!1a~v/v0!2~12 ih0!#

3@e0~v/v0!2~v/v0!2~12 ih0!#21, ~2a!

A8~v/v0!5Re$A~v/v0!1~2!21/2 Im A~v/v0!%

3$U@~v0 /vc!2~v/vc!#

2U@~v/vc!2~v0 /vc!#%, ~2b!

where

e0~v/v0!5exp@12~v/v0!g#,
~3!

a5@11~bv/vc!
2#21, v0

25~K0 /M !,

and (v0) is the resonance frequency, (h0) is a loss factor,
(K0) is a line stiffness parameter and~g! and~b! are chosen
constants.3 A standard rib is to be defined

~M /mb!50.2, ~v0 /vc!52.531021,

h05331021, g58, b55, ~4!

where (b) is the separation distance between adjacent ribs,
(vc) is the critical frequency of the flexural waves with re-
spect to the fluid speed of sound (c), and (m) is the surface
mass of the plating of the shell.1,3 The computations to be
carried out in this paper are based on the standard rib stated
in Eq. ~4!. The factorA(v/v0) is commensurate with a point
reacting rib the line impedance of which approximately char-
acterizes a ‘‘sprung mass.’’5,6 With A(v/v0), however, the
transition, with increasing frequency, from mass controlled
to stiffness controlled is sharper and the magnitude of the
line impedance in the stiffness controlled region is sustained
as compared with a conventional sprung mass.3 In the tran-
sition region, the line impedance assumes, under this factor,
a resistance controlled form that substantially duplicates that
of a conventional sprung mass; in this transition region the
line impedance is resistance controlled~real! and of a mag-

nitude that is inversely proportional to the loss factor.3,5,6

The resistance controlled region spans a narrow frequency
band centered about the resonance frequency (v0). The fac-
tor A8(v/v0) duplicates the factorA(v/v0) in the mass and
stiffness controlled regions; it differs in the transition region
just discussed. WhereasA(v/v0) in Eq. ~1a! renders the line
impedanceZs(v) real ~resistance controlled! at and in the
vicinity of the resonance frequency (v0), A8(v/v0) in Eq.
~1b! renders the line impedanceZs(v) imaginary~reactive!
at and in the vicinity of the resonance frequency (v0). The
transition in the line impedance in Eq.~1b!, from moderate
mass controlled to moderate stiffness controlled is abrupt.3

Nonetheless, the magnitude of the line impedance, as stated
in Eqs. ~1!, is significant, at and in the vicinity of the reso-
nance frequency, compared with the magnitude of the line
impedance of the shell to which the rib is attached. The
duality stated in Eqs.~1! is merely a device to facilitate an
examination of the decisive role that a resistance controlled
line impedance for the ribs may play in the control of the
modal response of the shell when the ribs resonate. A reso-
nating rib, in this case, may provide at resonance a damping
mechanism for the shell. In Eq.~1b! this damping mecha-
nism is made artificially absent without changing appreciably
the magnitude of the line impedance at the resonance fre-
quency (v0). The examination is, thereby, facilitated by
contrasting data obtained inserting Eq.~1a! with data ob-
tained inserting Eq.~1b!.3

Reiterating, the present paper extends the data presented
in Ref. 1 to situations in which the ribs are resonating in a
frequency region defined by the resonance frequency (v0).
The line impedance of these ribs is mass controlled below
and is stiffness controlled above the resonance (v0). At and
in the vicinity of this resonance frequency, the line imped-
ance of these ribs possesses a magnitude that is significant
compared with that of the line impedance of the shell to
which the ribs are attached. Moreover, provision is made to
investigate whether the resistance controlled line impedance
of the ribs at resonance influences the modal response data.
The provision is rendered by artificially assigning a corre-
sponding line impedance to the ribs that lacks the resistance
controlled character.3

I. MODAL RESPONSE OF A REGULARLY RIBBED
CYLINDER IN WHICH RIBS RESONATE

As Eqs.~1! and~2! attest, at resonance ribs present a line
impedance of significant magnitude to the shell at each loca-
tion of a rib. As was previously shown, when the magnitude
of the line impedance of a rib, at a given frequency, ap-
proaches and exceeds the magnitude of the line impedance of
a moderately damped shell to which the ribs are attached, the
vibrational propagation away from the position of a line
drive is substantially attenuated, whether the frequency
matches a pass or an amber band.7 It is this increase in at-
tenuation that is here identified with an additional stop band;
it is an increase in attenuation of propagation that substan-
tially exceeds that which exists on a moderately damped ri-
bless shell that is dubbed a stop band~cf. Appendix!. The
additional stop band so defined occurs at a frequency and
possesses a bandwidth that is commensurate with the reso-
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nance frequency and the bandwidth in which the line imped-
ance of the ribs reigns supreme. Chandiramani recently re-
ported a similar finding, except that the high magnitude in
the line impedance of the ribs results from the introduction
of a rotational inertia into the motion of the ribs.8 This rota-
tional inertia significantly enhanced the magnitude of the line
impedance of the ribs in a regularly ribbed shell. This en-
hancement occurs at a specific resonance frequency (v0).
The result of this enhancement is to introduce an additional
stop band at (v0), especially if this resonance frequency is
not coincident with a stop band due to the regularity of the
ribs on the shell.8 With this very definition, were the reso-
nance of the ribs such as to bring a substantial diminution in
the line impedance of the ribs at resonance so that this line
impedance becomes insignificant compared to the line im-
pedance of the shell, an additional pass band may occur at
and in the vicinity of that resonance frequency. This phe-
nomenon will be especially noticeable if this resonance fre-
quency falls within an otherwise stop or amber band~cf.
Appendix!. An additional pass band of this kind is not dis-
cussed herein. Here the resonance of the ribs, as already
stated, brings about a substantial increase in the line imped-
ance of the ribs resulting in an additional stop band. This
additional stop band is particularly conspicuous if the reso-
nance frequency of the ribs falls within an otherwise pass or
amber band. In the present paper, an emergence of such an
additional pass band is investigated a` la Ref. 1. In this vein
the phenomenon is investigated computationally and is ex-
hibited in the drive in lieu of the ribs. Indeed, the additional
pass band is highlighted by comparing with results obtained
in Ref. 1, which are computed in the absence of resonating
ribs, to those computed herein, which are computed for reso-
nating ribs, as defined in Eqs.~1!–~4!. In this paper, the
results displayed in Ref. 1 that pertain to ribs that are mod-
erately mass controlled are obtained by changing the stan-

dard normalized resonance frequency (v0 /vc) from
2.531021 to 10. Similarly, the results displayed in Ref. 1
that pertain to ribs that are moderately stiffness controlled
are obtained by changing the standard normalized resonance
frequency (v0 /vc) from 2.531021 to 1022. The normal-
ized modal drivesp̄sn(x,v) in lieu of the ribs on a hybrid
and a natural cylinder as a function of the normalized fre-
quency (v/vc) for the normalized axial distances (x/b)
57, 14, 21, and 35 are presented in Figs. 1 and 2, respec-
tively. To accentuate the stop bands, the stop bands in these
and in subsequent figures are featured as prominences. This
is accomplished by a reversal to a common practice: The low
values inp̄sn(x,v) are set atop the high values in this quan-
tity. In Figs. 1 and 2 the mode index (n) is set to the standard
value of zero and the fluid loading parameterec is set to the
standard value of 1022, where

ec5@~rc!/~vcm!#, ~5!

and ~r! is the fluid density. It is noted that changes in the
fluid loading parameter are instituted here, as in Ref. 1,
through changes in the density~r! only. The emergence of an
additional stop band when the standard ribs, as defined in Eq.
~4!, are employed is clearly discernible in Figs. 1~c! and 2~c!;
the additional stop band is appropriately located at and in the
vicinity of the resonance frequency (v0) of the ribs. It is
noted that below that resonance frequency, the displays are
governed by a moderate line impedance that is mass con-
trolled and above that resonance by a moderate line imped-
ance that is stiffness controlled. This observation is con-
firmed in Fig. 1 by Fig. 1~a! and ~b!, and in Fig. 2 by Fig.
2~a! and ~b!. Figure 2 is repeated in Fig. 3 except that the
standard mode index (n) of zero is changed to unity. Except
for the very low frequency range, only minor differences are
noted between Figs. 2 and 3. In particular, the additional stop
band at (v/v0).1, remains loud and clear. The influence of

FIG. 1. Normalized modal drivep̄sn(x,v) in lieu of
ribs on ahybrid cylinder as a function of the normal-
ized frequency (v/vc) at the positions (x/b)57, 14,
21, and 35.~a! Mass controlled ribs@(v0 /vc)510#;
~b! stiffness controlled ribs@(v0 /vc)51022#; ~c!
(v0 /vc)52.531021.
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fluid loading on the additional stop band at (v/v0).1 is
depicted in Fig. 4. Figure 4~b! is identical to Fig. 2~c!, both
with the standard fluid loading parameterec51022. In Fig.
4~a! the fluid loading parameterec is changed from the stan-
dard value of 1022 to 1024 and in Fig. 4~c! to 1021. The
mollifying influence that an increase in fluid loading has on
any response phenomenon is recalled and is clearly discern-
ible in Fig. 4; the influence on the additional stop band is of
particular interest in this paper.

Figure 5 repeats Fig. 2 except that the standard factor
A(v/v0) in Eqs. ~1a! and ~2a! is replaced by the factor

A8(v/v0) in Eqs.~1b! and~2b!. The additional stop band at
(v/v0).1 is substantially duplicated; the additional stop
band in Fig. 5~c! is sharper and more pronounced than the
corresponding one in Fig. 2~c!. One may argue that the mol-
lifying influence of the damping, that is associated with the
resistance controlled line impedance of the ribs, is respon-
sible for that difference. Indeed, Fig. 6, which repeats Fig. 4
except for the change fromA(v/v0) to A8(v/v0), shows
that the mollifying influence of the fluid loading on the ad-
ditional stop band renders Fig. 6~c!, in this respect, more
commensurate with Fig. 4~c!, whereas Fig. 6~a! is, in this

FIG. 2. As in Fig. 1 except for the change to anatural
cylinder. ~a! Mass controlled ribs@(v0 /vc)510#; ~b!
stiffness controlled ribs @(v0 /vc)51022#; ~c!
(v0 /vc)52.531021.

FIG. 3. As in Fig. 2 except for the change from the
standard mode index (n) of zero to unity. ~a! Mass
controlled ribs@(v0 /vc)510#; ~b! stiffness controlled
ribs @(v0 /vc)51022#; ~c! (v0 /vc)52.531021.
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respect, even less commensurate with Fig. 4~a! than is Fig.
6~b! with Fig. 4~b!. It is noted that the mollifying effects of
the fluid loading are related not merely to the reactive por-
tion, but also to the dissipation provided by radiation. In this
manner, the resemblance of the additional pass band in Figs.
6~c! and 4~c! may be explained. Nonetheless, it is suggested
that the emergence of the additional stop band, as such, is
related more to the high magnitude that the line impedance
of the ribs presents to the shell than to the detailed charac-
teristic of this line impedance; e.g., whether it is resistance
controlled or reactive.3,7,8

II. COMPLEMENTARITY IN THE MODAL RESPONSE
OF A REGULARLY RIBBED CYLINDER IN
WHICH RIBS RESONATE

It was argued in Refs. 1 and 3 that there is advantage in
complementing displays in two Fourier conjugate domains;
the ~axial! x-domain and the~axial! k domain.1,3 Figures 1–6
depict the drive p̄sn(x,v) in lieu of the ribs on the
$(x/a),(v/vc)% plane, with four values of (x/a) chosen dis-
cretely@cf. Fig. 1~b!#. Can displays pertaining to the normal-
ized drive P̄sn(k,v) in lieu of the ribs be plotted on the

FIG. 4. As in Fig. 3~c! except for a change in the fluid
loading parameter (ec). ~a! (ec) is decreased from 1022

to 1024; ~b! unchanged@ec51022#; ~c! (ec) is in-
creased from 1022 to 1021.

FIG. 5. As in Fig. 2 except thatA(v/v0) @Eq. ~2a!# is
replaced byA8(v/v0) @Eq. ~2b!#. ~a! Mass controlled
ribs @(v0 /vc)510#; ~b! stiffness controlled ribs
@(v0 /vc)51022#; ~c! (v0 /vc)52.531021.
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FIG. 7. Complementarity pertaining, respectively, to Fig. 2~a!, ~b!, and ~c! and Fig. 4~a! and ~c!. ~a! Mass controlled ribs@(v0 /vc)510#; ~b! stiffness
controlled ribs@(v0 /vc)51022#; ~c! (v0 /vc)52.531021; ~d! as in ~c! except that (ec) is decreased from 1022 to 1024; ~e! as in ~c! except that (ec) is
increased from 1022 to 1021.

FIG. 6. As in Fig. 5~c! except thatA(v/v0) @Eq. ~2a!#
is replaced byA8(v/v0) @Eq. ~2b!# and a change in the
fluid loading parameter (ec). ~a! (ec) is decreased from
1022 to 1024; ~b! unchanged@ec51022#; ~c! (ec) is
increased from 1022 to 1021.
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$(ak),(v/vc)% plane and be complemented with those pre-
sented in the format of Figs. 1–6? In particular, can these
complemented pairs of figures include the emergence of the
additional stop band? The answer is, of course, in the
affirmative.1,3 Displays on the$(ak),(v/vc)% plane are usu-
ally presented in a waterfall format; this format is amply
explained in Refs. 1 and 3. The frequency waterfall format
displays the quantityP̄sn(k,v) as a function of (ka) on a
stepwise frequency axis, where (a) is the radius of the cyl-
inder. The stepwise frequency axis is to be interpreted in the
form: P̄sn[ log@uP̄sn$k,(q11)Dv%u10q#. In Figs. 7 and 8 the
normalized frequency range spans (2v r /vc)<(v/vc)<0.6
and is, thus, governed byD(v/vc)50.01 and 0<q<59,
wherev r is the ring frequency andvc is the critical flexural
frequency. In these figures, the normalized frequency, on the
stepwise frequency axis, is identified by the frequency
pseudonym 10q; e.g., in Fig. 7~a! the position marked 1030

locates the origin for the curve ofP̄sn(k,v) pertaining to the
normalized frequency (v/vc)531D(v/vc)50.31. In Figs.
7 and 8 the stepwise frequency axis is adapted for the depic-
tion of p̄sn(x,v) so that the two superposed displays are
rendered compatible; notwithstanding thatp̄sn(x,v) is more
finely distributed in the frequency domain than is the fre-
quency waterfall depictingP̄sn(k,v). In this manner the
complementarity, between the corresponding pairs of dis-

plays, in this side by side format, is achieved. The comple-
mented pairs are depicted in Figs. 7 and 8. In Fig. 7 and the
standard factorA(v/v0) of Eq. ~2a! is employed; in Fig. 8
the factor is changed toA8(v/v0) of Eq. ~2b!. Also Fig.
7~a!–~e! depict computations displayed in Figs. 2~a!–~c! and
4~a! and~c!, respectively, and Fig. 8~a!–~e! depict computa-
tions displayed in Figs. 5~a!–~c! and 6~a! and ~c!, respec-
tively. The additional stop band is just as clearly deciphered
in P̄sn(k,v) as it is in p̄sn(x,v). Which one of the comple-
mented pair is the more interpretable is ‘‘in the eyes of the
beholder,’’ notwithstanding that the availability of both is of
interpretive advantage.1,3

APPENDIX

The pass bands and stop bands exhibit a decreased and
an increased attenuation caused by a constructive and a de-
structive coherence in the phases of the interactions among
the regularly spaced ribs, respectively.9 Any device that will
weaken the interactions and/or the phase coherence will
weaken the distinction between the pass and stop bands; ad-
jacent pass and stop bands will then tend to merge into an
amber band.7,9 The attenuation that is associated with amber
bands is commensurate with that determined for a model of a
ribbed shell from which phase information is removed; e.g.,

FIG. 8. Complementarity pertaining, respectively, to Fig. 5~a!, ~b!, and ~c! and Fig. 6~a! and ~c!. ~a! Mass controlled ribs@(v0 /vc)510#; ~b! stiffness
controlled ribs@(v0 /vc)51022#; ~c! (v0 /vc)52.531021; ~d! as in ~c! except that (ec) is decreased from 1022 to 1024; ~e! as in ~c! except that (ec) is
increased from 1022 to 1021.
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as determined in a bay-by-bay energy analysis~EA! or even
by statistical energy analysis~SEA!.7 When the damping of
the shell and the line impedance of the ribs are moderate, the
displays of the characteristics of the pass and stop bands are
moderately exhibited; e.g., the attenuation in a pass band is
nearly that on a ribless shell and the attenuation in a stop
band is substantially higher than in an adjacent amber band.
Of course, if the damping in the shell and/or the line imped-
ance of the ribs are light or heavy in the extreme, the dis-
plays may not be moderately exhibited.7 In particular, if the
line impedance of the ribs approaches and exceeds the line
impedance of the shell, the attenuation in a pass or an amber
band may surpass the attenuation in the corresponding mod-
erate amber band and thus become an apparent stop band.
When this band is compared to the moderate stop bands on
either side, it qualifies as an additional stop band. Similarly,
if the line impedance of the ribs becomes negligible com-
pared with the line impedance of the shell, the attenuation in
a stop or an amber band may nearly match that of a pass
band in a moderate situation. It is within this context that the

additional stop and/or additional pass bands are classified.
However, in this paper, only situations that pertain to addi-
tional stop bands are considered; additional pass bands are
not considered herein.
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Numerical and experimental study of finite-amplitude standing
waves in a tube at high sonic frequencies
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Finite-amplitude standing waves in an air-filled tube are studied numerically and experimentally.
The standing wave is excited at one end of the rigid-walled tube and a rigid cap is assumed at the
other end. The one-dimensional nonlinear second order wave equation is solved numerically using
a finite element algorithm based on the Bubnov–Galerkin method. Viscous and thermal losses at the
walls of the tube are taken into account. An experimental setup is developed for the study of
standing waves at high sonic frequencies. The acoustic field is measured along the tube axis with a
fine calibrated probe. Experimental data of pressure distributions for the fundamental frequency~9.5
kHz! and the second harmonic~19 kHz! are compared with the numerical results, as a function of
the tube length. ©1998 Acoustical Society of America.@S0001-4966~98!06207-9#

PACS numbers: 43.25.Gf@MAB #

INTRODUCTION

In this paper, an experimental and numerical study of
high-frequency sonic standing waves in a rigid-walled tube
is presented. Nonlinear effects up to second order are taken
into account. Viscous and thermal attenuation at the walls of
the tube are also considered.

The experimental study of finite-amplitude effects in
rigid-walled, gas-filled closed cavities has generally been re-
stricted to the frequencies in the range of 10 Hz–500 Hz.1–7

Gaete8,9 investigated the saturation effect on nonlinear stand-
ing waves at 20 kHz; nevertheless, no theoretical validation
of these results was presented in his work. Pressure detection
at one end of the tube is the typical method used to charac-
terize the acoustic field inside a cavity. However, for high
sonic frequencies, the wavelength becomes comparable to
the size of commercially available microphones and the
acoustic field is therefore affected by this invasive measure-
ment method. In this work, an experimental device for mea-
suring nonlinear standing waves in gases at high frequencies
is presented.

The measurement of nonlinear standing waves provides
an interesting method for the characterization of gases.10

High-frequency sound waves would permit the construction
of small devices for such characterization. Similarly, the use
of high frequencies could be interesting if material and gas
properties are being studied for practical applications in mac-
rosonic processes~acoustic agglomeration, defoaming, ultra-
sonic cleaning,...!. These processes often work with frequen-
cies in the range of tenths of kHz.11

A second order wave equation is numerically solved to
obtain a theoretical description of the acoustic field inside a
tube. To solve this equation an original finite element algo-
rithm was developed.12 This method has proved to give ac-
curate results when it is compared with analytical solutions.
In this work, numerical results are compared with experi-
mental data in order to validate the empirical method for
measuring nonlinear standing waves in a gas. Reciprocally,
the absorption coefficient and the nonlinear parameter can be
determined from the measurements when they are compared

with the results predicted by the numerical algorithm. These
tools ~numerical algorithm and experimental setup! therefore
provide a suitable method for characterizing gases.

I. THEORY

This study considers a one-dimensional nonlinear stand-
ing wave inside a tube with rigid walls. Second-order terms
are retained to obtain the wave equation. Viscous and ther-
mal losses at the walls of the tube are also considered, it
being assumed that bulk absorption in the gas is negligible
compared with the absorption effects at the walls. No exact
solution of this nonlinear equation has been reported until
now. However, a perturbation approach has been used to
obtain an analytical solution in the neighborhood of
resonance.1 In this paper, a finite element algorithm is used
to solve the wave equation. This method is not restricted to
resonance conditions.

A. Second order wave equation

The wave equation is derived from the continuity equa-
tion, the equation of state for a perfect gas, the force equa-
tion, and the thermal and viscous absorption at the walls of
the tube. Lagrangian coordinates are used as they are pre-
ferred for applying the boundary conditions at the ends of the
tube. In terms of the displacementj, the second order wave
equation has the form:1

~12s!j92
1

c0
2 j̈1

s

v
j̇922bj8j950, ~1!

where the quotes denote derivation with respect to the La-
grangian spatial coordinate and the dots stand for derivation
with respect to time.b is the nonlinearity parameter. For a
gas it can be expressed as

b5
g11

2
, ~2!
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whereg is the ratio of specific heats. Absorption effects are
taken into account through the parameters which can be
expressed as13

s~v!5
Pt

St
SA h

2vr0
1~g21!A k

2vr0cP
D , ~3!

wherePt andSt are the perimeter and the cross section of the
tube, respectively,h is the dynamic viscosity parameter,k is
the thermal conductivity, andcP is the specific heat coeffi-
cient at constant pressure.

From the displacement obtained by solving Eq.~1!,
other acoustic parameters can be calculated. Pressure and
velocity are usually chosen to characterize the acoustic field.
To compare theory with experiments, pressure expressed in
Eulerian coordinates has to be derived, as it is in fact the
magnitude that is measured. In a second order approach, it
has the form

pE'pL2jF]pL

]a G
x5a

'2c0
2r0j81c0

2r0

g11

2
j822

Pt

St
A k

2vr0cp

3~g21!S 1

v
j̇82j8D1c0

2r0jj9. ~4!

The superscript ‘‘L ’’ denotes Lagrangian coordinates
and ‘‘E’’ denotes Eulerian coordinates. Equation~4! is the
same as the expression obtained by Wang and Lee14 if the
third term, relating to thermal absorption, is omitted as it was
in their approach.

B. Finite element algorithm

A finite element algorithm was proposed to solve the
nonlinear Eq.~1!. This method is not restricted to resonance
conditions. Another advantage of the method is that different
boundary conditions can be applied with no additional com-
plication of the algorithm.

If periodic excitation is assumed, the displacement can
be expressed in terms of a Fourier discrete expansion:

j~a,t !5g0~a!1(
i 51

`

gi~a!cos~ ivt !1hi~a!sin~ ivt !

5(
i 50

`

gi~a!cos~ ivt !1hi~a!sin~ ivt !. ~5!

When this expansion is substituted into Eq.~1!, an infi-
nite set of equations is obtained:

~12s i !gi91
v i

2

c0
2 gi1s ihi95 f ci , ~6a!

i 50,1,2,...,

~12s i !hi91
v i

2

c0
2 hi2s igi95 f si , ~6b!

wherev i5 iv, and the terms on the right are infinite series
of nonlinear terms:

f c05bS 2g08g091(
j 51

`

gj8gj91hj8hj9D , ~7a!

f ci5bS 1

2 (
j 50

i

~gj8gi 2 j9 1gj9gi 2 j8 2hj8hi 2 j9 2hj9hi 2 j8 !

1(
j 5 i

`

~gj8gj 2 i9 1gj9gj 2 i8 1hj8hj 2 i9 1hj9hj 2 i8 !D , ~7b!

f si5bS 1

2 (
j 50

i

~hj8gi 2 j9 1hj9gi 2 j8 1gj8hi 2 j9 1gj9hi 2 j8 !

1(
j 5 i

`

~hj8gj 2 i9 1hj9gj 2 i8 2gj8hj 2 i9 2gj9hj 2 i8 !D ,

i 51,2,... . ~7c!

If the excitation is sinusoidal, nonlinear terms of high
order tend to vanish. In a second order approach, only
i 50,1,2 must be retained, and the infinite set of Eqs.~6!
become a set of five equations:

g095b~g18g191h18h19!, ~8a!

~12s1!g191
v2

c0
2 g11s1h1950, ~8b!

~12s1!h191
v2

c0
2 h12s1g1950, ~8c!

~12s2!g291
~2v!2

c0
2 g21s2h295b~g18g192h18h19!, ~8d!

~12s2!h291
~2v!2

c0
2 h22s2g295b~h18g191g18h19!. ~8e!

To solve this differential system numerically, the region
where the standing wave is excited is divided into a discrete
set of elements, connected by points called nodes. The
Bubnov–Galerkin15 method~one of the most important finite
element methods! is applied to this problem and five matrix
equations are obtained:

~Mi1Ki!dgi1Cidhi5FCci1FNci, i50,1,2, ~9a!

~Mi1Ki!dhi2Cidgi5FCsi1FNsi, i51,2, ~9b!

wheredgi anddhi are the unknowns and relate to the Fourier
components of the displacements at the nodes.Mi, Ki, and
Ci are the mass matrix, the stiffness matrix, and the absorb-
ing matrix, respectively.FCci andFCsi take into account the
boundary conditions of the specific problem, andFNci and
FNsi are the nonlinear terms. These matrices can be written
in their integral form as

Kk5~12sk!E @w8 i #@w8 j #da, ~10a!

Mk52
v2

c0
2 k2E @w i #@w j #da, ~10b!

Ck5skE @w8 i #@w8 j #da, ~10c!
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FCck5~12sk!@dgki w8 iw j uaini

afin#1sk@dhki w8 iw j uaini

afin#,

~10d!

FCsk5~12sk!@dhki w8 iw j uaini

afin#2sk@dgki w8 iw j uaini

afin#,

~10e!

FNck52E @ f ck#@w j #da, ~10f!

FNsk52E @ f sk#@w j #da. ~10g!

In these equations, functionsw are the set of interpolat-
ing polynomials used to approach displacements.

II. EXPERIMENTS

The experimental setup for measuring the sound pres-
sure inside a tube is shown in Fig. 1. It consists of a driving
system to excite the standing wave, a rigid-walled tube of
variable length, and data acquisition equipment.

A. Driving system

The acoustic standing wave inside the tube is excited by
a narrow-band and high power piezoelectric transducer.16 Its
natural frequency of resonance is 9500 Hz. The transducer is
constructed from an assembly of two paired disks of simple
piezoelectric PZT ceramics sandwiched between two metal-
lic cylindrical rods~one of them made of stainless steel and
the other one made of a titanium alloy, Ti6Al4V!, to increase
the vibration amplitude on the radiating face and to improve
matching to the load. The sandwich transducer is a half-wave
resonant length-expander structure. Coupling between the pi-
ezoelectric elements and the metal end sections and increase
of a tensile strength are achieved by mechanically prestress-
ing the assembly in the axial direction by means of a bolt.

In this experimental study, the sandwich transducer is
followed by a half-wave length resonant element made of
titanium alloy with a change in cross-sectional area, which

produces displacement amplification at the working end. The
amplification factor depends on the ratio of the areas of the
larger and smaller cross sections.

The coupling element, made of the same titanium alloy,
is one of the most critical parts of the experimental setup. It
has a 4-mm-diam cylindrical ending, coupling the transducer
to the internal diameter of the tube. This matching has to be
as hermetic as possible to avoid pressure leakage. Mechani-
cal friction between the transducer oscillating at 9500 Hz and
the static clamp joint to the tube is reduced by a neoprene
oil-lubricated O-ring seal. Such undesirable friction may
cause energy losses and uncontrolled impedance changes,
thereby making the transducer unstable.

The electronic system used to drive the transducer con-
sists of a high power wave generator, which implements a
feedback stage to automatically adjust the excitation fre-
quency to the resonant frequency of the transducer. A match-
ing network is inserted at the generator output to achieve a
good energy transfer to the load. This network has a resistive
element to increase the stability of the system by widening
the electric bandwidth.17

B. Acoustic chamber

The acoustic chamber is a cylindrical tube made of
plexiglas. It is divided into three modules~a 25-mm module
and two 50-mm modules! to work with different tube
lengths. It has a 4-mm inner diameter. For these dimensions,
the cutoff frequency is 50 kHz, and no transverse modes can
propagate for the frequency components of the excitation
signal under study.

The walls of the tube are 4 mm thick, and the energy
transmission from air to plexiglas is negligible, with the re-
sult that the assumption of rigid walls holds for the tube
under study.

A cylindrical piece made of brass closes the tube at the
opposite side of the transducer. It is flat ended to work as a
plane reflector. A hole is bored at its axis to allow the acous-
tic probe to move through it, so that the pressure can be
measured at different points along the tube. The reflector can
also move through the tube, changing the effective chamber
length ~Fig. 2!.

C. Measuring system

Data acquisition is one of the most important experi-
mental aspects of the present work. There are no commer-
cially available acoustic sensors suited to the measuring con-
ditions required. Piezoelectric and membrane microphones

FIG. 1. Experimental setup.

FIG. 2. Schematic diagram of the standing wave tube.
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need a relatively high cross section with respect to the diam-
eter of the tubes involved, in order to have good sensitivity.
It must be noted that the measuring technique is invasive,
and that the acoustic field must be perturbed as little as pos-
sible.

The solution adopted is similar to that used by Gaete:8,9

A fine probe with a diameter of 0.8 mm is coupled to a
commercial condenser Bru¨el & Kjær, 1/8-in. microphone.
The frequency response of this microphone is flat within
60.5 dB from 20 Hz to 60 kHz. The measurements with this
technique have two significant disadvantages. First of all, the
acoustic signal is strongly attenuated, making high harmon-
ics hardly detectable. On the other hand, the frequency re-
sponse of the probe is not flat and a careful calibration is
needed at the working frequencies~in this case, the resonant
frequency of the transducer and its second harmonic!.

The spectrum of the electrical signal received from the
microphone is visualized in real time on a HP 35670A signal
dynamic analyzer. The electric values obtained for the fun-
damental frequency and the second harmonic must be cor-
rected by means of the calibrated sensitivity~Fig. 3! of the
sensor~microphone plus probe!.

III. RESULTS

Different measurements were made to explore the
acoustic field inside the tube. In this section, experimental
data are compared with the numerical predictions obtained
using the finite element algorithm presented previously.

A. Pressure distribution inside the tube

The pressure distribution is explored along the axis of
the chamber for different tube lengths. The second harmonic
is clearly detected only when the length of the tube corre-
sponds to a resonance of this frequency~19 kHz!. This situ-
ation is achieved near the resonance and antiresonance tube
length of the fundamental frequency. For different sizes of
tube, only the fundamental frequency could be distinguished

from the noise. Figures 4 and 5 plot these results, showing a
good agreement between numerical and experimental data.

B. Experimental determination of the absorption
coefficient

Discrepancies of about 10%–20% are often reported in
the literature between the Kirchhoff–Rayleigh absorption co-
efficient ~due to viscous and thermal effects! and
experiments.1,18 Therefore, an empirical determination of
this coefficient is needed to characterize the acoustic cham-
ber and to compare the experimental data with the numerical
results. It is important to notice that the theoretical value of
this coefficient was based on the assumption that absorption
takes place only along the lateral walls. Nevertheless, this
hypothesis would fail if the area corresponding to the ends of
the tube is not negligible compared with the area of these
lateral walls.

From linear theory, if a tube is driven at its resonant
frequency, the pressure can be found from the equation:

pr rms5
1

&

r0c0
2k0

j0

aL res
. ~11!

On the other hand, if the length of the tube is adjusted to
fit antiresonance conditions, the pressure is obtained by

parms5
1

&

r0c0
2k0j0 . ~12!

From Eqs.~11! and ~12!, the absorption coefficient can
be derived:

a5
1

L res

parms

pr rms
. ~13!

Using this equation an absorption coefficient of
1.81 m21 is obtained. The theoretical value calculated using
Eq. ~3! was 1.48 m21. This value is 18% below the measured

FIG. 3. Sensor sensitivity (microphone1probe) for the fundamental~a! and the second harmonic~b!.
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FIG. 4. Pressure distribution inside the tube for the fundamental component of the frequency. Tube lengths are 18 mm~a!, 15 mm~b!, 13 mm~c!, 11 mm~d!,
and 9 mm~e!. Numerical~———! and experimental~m! results.
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result, and it is therefore consistent with other authors’ find-
ings.

C. Absolute pressure results

Measurements of the pressure at the reflector were made
for different tube lengths. Figure 6 shows some of these re-
sults. A good agreement is found between experimental data
and numerical predictions. A more careful study near reso-
nance is interesting from the point of view of practical ap-
plications. Figure 7 plots the experimental pressure of the
second harmonic versus the fundamental. A parabolic regres-
sion curve, in keeping with theoretical predictions, is plotted
with a continuous line. As a result of this quadratic relation-
ship, if the second harmonic pressure divided by the square
of the fundamental pressure is plotted versus the tube length,

the results will be unaffected by the vibration amplitude of
the transducer. Figure 8 shows a comparison between nu-
merical and experimental results. The vertical line marks the
fundamental frequency resonance. It can be seen that the
peak of the figure does not match with this frequency. As it
has been pointed out,1 this is due to the difference between
the absorption coefficient of the two frequency components.

IV. CONCLUSIONS

Finite-amplitude standing waves in one-dimensional
tubes were studied numerically and experimentally. The nu-
merical approach was based on a finite element algorithm
applied to the second order nonlinear wave equation, with
viscous and thermal absorption taken into account.

FIG. 5. Pressure distribution inside the tube for the second harmonic frequency component. Tube lengths are 18 mm~a! and 9 mm~b!. Numerical~———!
and experimental~m! results.

FIG. 6. Fundamental~a! and second harmonic~b! rms pressure at the reflector as a function of the tube length. Numerical~———! and experimental~m!
results.
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The experimental work carried out was consistent with
numerical results. This procedure can lead to an interesting
method for characterizing gases. The absorption coefficient
can be determined from pressure measurements at the reflec-
tor for both resonance and antiresonance conditions. On the
other hand, the nonlinearity parameterb, can be determined

from the curve fitting of fundamental and second harmonic
values near resonance.

The use of a fine probe has shown to be an adequate
method for measuring pressure in small tubes at high fre-
quencies. This will permit small devices to be made for the
characterization of gases although there are no commercially
available sensors suitable for measuring pressure in these
conditions.
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It has been proved experimentally that a boundary has the ‘‘mirror effect’’ on a parametrically
excited soliton. The numerical simulation with the parametrically driven and damped nonlinear
Schrödinger equation reproduces the observed interesting phenomena, in particular, the periodical
collisions and reflections of the boundary soliton. The dynamical behaviors of the soliton are further
concluded as a stability diagram in the space of control parameters. In addition, the internal
dynamics including the collision-reflection mechanism of the boundary soliton is also explored
tentatively. © 1998 Acoustical Society of America.@S0001-4966~98!06407-8#

PACS numbers: 43.25.Rq@MAB #

INTRODUCTION

Solitons and their dynamics in integrable systems, such
as in KdV, Sine-Gordon, and nonlinear Schro¨dinger ~NLS!
ones, have been well studied. However, the situations be-
come much more complicated and yet more attractive for
some real physical systems. An example is thenonpropagat-
ing surface-wave solitonobserved by Wuet al.1 in Faraday’s
vibrating water channel. This type of soliton is usually char-
acterized with the adjectiveparametrically excited, with ref-
erence to the variations of the vertical driving parameters.
They appear as some highly localized wave envelopesc that
modulate the transverse surface-wave mode~0,1! along the
channel. Hence, they are virtually a one-dimensional local-
ized object, although the wave motion in the water trough is
typically a three-dimensional problem. So far several special,
even unique, dynamical aspects of the solitons have been
revealed in experiments,2,3 in particular, the basic dynamical
modes of soliton–soliton interactions,4–6 the synchronous
spatiotemporal oscillations of multiple solitons, and the os-
cillatory one-dimensional surface-wave patterns of
multisolitons.7

There have been two theoretical models for describing
the solitonic phenomena. One was proposed by Larraza and
Putterman.8 By using the multiple-scales method, they de-
rived an NLS equation that controls the time evolution of the
complex solitary-wave envelopec. A time-independent so-
lution to the equation confirms the existence of the so-called
nonpropagatingor standingsoliton. The other model was set
up by Miles.9 In his theory, Miles took account of the exter-
nal vertical drive, as well as the damping and water surface-
tension effects, so the resulting equation forc is a parametri-
cally driven and damped nonlinear Schro¨dinger ~PDNLS!
equation. As a result, the time-independent localized solution
to the equation not only agrees with the existence of the
nonpropagating soliton, but also explains how the soliton
depends on the drive and the other physical effects. With
Miles’ equation, several other authors10–13have explored the
nonlinear dynamics of the standing soliton. Their results
show that the soliton can even exhibit some complex bifur-

cation and chaotic behaviors under different driving condi-
tions. On the other hand, our recent computer simulations
have confirmed that the PDNLS equation also can describe
the rich multisoliton phenomena satisfactorily.5,7

In most cases, for simplicity, one usually treats the
solitary-wave problem as if the soliton existed in an un-
bounded channel. The present work, however, emphasizes
the boundary effect on the solitary-wave system. In Sec. I,
we describe the experimental observations4 of the behavior
of a soliton created near one end wall, and demonstrate the
existence of the ‘‘mirror effect’’ on the boundary soliton.
These interesting observations are then numerically simu-
lated with the PDNLS equation in Sec. II. The numerical
results show that Miles’s model can well describe the phys-
ics of the observed phenomena. Next, in Sec. III, we analyze
the stability of the boundary soliton and inspect the param-
eter region for the stable existence of the soliton, while in
Sec. IV, we attempt to study the internal dynamics of the
soliton–boundary interaction. The results reveal the mecha-
nism of the constant collisions and reflections of the bound-
ary solitons. Our conclusions and remarks are given in the
final section.

I. DESCRIPTIONS OF EXPERIMENTAL PHENOMENA

The main experimental aspects of the boundary effect
can be found in our previous report.4 Here we describe the
observed phenomena in more detail. The experimental setup
is quite simple, and is essentially the same as that of Wu
et al.1 We use a Plexiglas trough of lengthL and widthW,
filled with water to a~static! depth h. The trough then is
fixed on a horizontal table that vibrates vertically almost in
the sinusoidal formz05A cos 2vt, where A and 2f
(5v/p) are the driving amplitude and frequency, respec-
tively ~the higher harmonics of the vertical vibration are
measured to be at least 50 dB lower than the fundamental
component!. By adding a small amount of saponin, we mini-
mize the water surface tension coefficientT1 down to about
37.6 dyn•cm22, to make the soliton formation easier. In what
follows, we always assume the fluid to be confined to the
rectangular region 0,x,L, 0,y,W, and 2h,z,0 in
the static state. With this setup, Wu’s nonpropagatinga!Electronic mail: xlwang@nju.edu.cn
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soliton1 can be repeated easily if we select a very long trough
~i.e., L@W,h! and form the soliton in the middle of the
trough (X;L/2).

A. Periodic reflections and collisions

To observe the boundary effect on a soliton, we select a
water trough of dimensionL3W3h5203332 cm3. In this
trough, we can generate a soliton near the left end wall (x
50) by manually applying a finite disturbance on the water
surface near the boundary, if the driving parameters (A, f )
are properly adjusted. To depress the possible excitation of
the longitudinal surface-wave modes which usually originate
from the other end wall, we put some absorbent material
such as cotton on the remote end (x5L). As a result, the
formed soliton can be stabilized in a larger parameter range.

Now let us fix f 54.8 Hz and changeA to see how the
boundary soliton behaves. We observe that, whenA is
smaller than a critical thresholdA1 (;0.7 mm), the soliton
first moves toward, and then, collides with the boundary. The
collision appears to be ‘‘inelastic;’’ after the collision, the
soliton is attached to the boundary, keeping itself standing
and displaying only half its symmetric wave envelope, as
shown in Fig. 1~a!. However, when A.A1 , e.g., A
50.71 mm, we find that the collision is ‘‘elastic,’’ that is,
after the collision, the soliton no longer is attached to the
boundary, but suddenly ‘‘bounces back’’ to a definite dis-
tance about 5 cm from the boundary, at which it begins to
approach the boundary again. The collision-reflection pro-
cess is shown in Fig. 1~b!. Consequently, the soliton oscil-
lates slowly in the vicinity of the left boundary. The repeti-
tion frequency of the collisions varies slightly with (A, f ),
but is typically 0.1 Hz, much smaller than Faraday’s resonant

frequencyf 54.8 Hz. If we further increaseA, we find that
the slow oscillation diminishes; whenA is larger than an-
other critical thresholdA2 (;1 mm), no matter how close to
the wall, the soliton is rejected by the boundary and eventu-
ally stands apart from the boundary about 7 cm, greater than
the width of the wave envelope, as shown in Fig. 1~c!. At a
very largeA, the soliton appears to be quite unstable and the
excitations of other wave modes become unavoidable.

B. ‘‘Mirror effect’’

The behavior of the boundary soliton remind us of the
oscillating bound state.1,5 By a bound statewe mean a pair of
strongly interacting solitons of like polarity. A direct com-
parison shows that the boundary soliton behaves essentially
the same as any individual in the bound state.5 To reveal
their relationship, we further have carried out the second
experiment as follows. In the same water trough as used
above ~Sec. I A!, we form an oscillating bound state at a
proper driving parameter, say,A50.71 mm andf 54.8 Hz.
After the formation, we vertically dip a smooth, rigid, and
thin hydrophilic board~such as a Plexiglas one! exactly at
the symmetric center of the soliton pair, so that the fluid on
both sides is completely partitioned off. Surprisingly, we find
that the operation does not change the behavior of solitons,
and each soliton oscillates as before, as if there were no
partition board. The interesting phenomenon is illustrated in
Fig. 2.

From the two experiments, it can be seen clearly that the
soliton–soliton interaction in the bound state is completely
equivalent to the soliton–boundary interaction. Therefore,
we conclude that a boundary~i.e., an end wall! has a ‘‘mirror
effect’’ on a soliton, and the soliton–boundary interaction
can be regarded as the interaction between the soliton and its
virtual image.

FIG. 1. Interactions of a boundary soliton with a boundary.~a! Attached
(A,A1); ~b! oscillating (A1,A,A2) in a period: T20→T21→T22
→T23→T24; ~c! standing (A.A2).

FIG. 2. Oscillations of the two solitons in the bound-state after inserting a
partition board at its symmetric center.
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II. NUMERICAL SIMULATIONS

A. Theoretical background

As mentioned in the Introduction, the theoretical model
proposed by Miles9 incorporates both the driving and damp-
ing effects, so it might better reflect the experimental situa-
tion. In fact, with the PDNLS equation, we have successfully
reproduced various multisoliton interaction phenomena.5–7

We attempt to use the model again to interpret the observed
phenomena for the boundary soliton. By rescaling the vari-
ables, we can rewrite the one-dimensional model equation in
the form

i S ]c

]t
1ac D1

]2c

]X2 12ucu2c1bc1gc* 50, ~1!

where the asterisk denotes complex conjugate, anda is the
linear damping coefficient of the dominant mode~0,1!. In the
equation, the dimensionless driving parameters,~b,g!, are
related to the experimental ones, (v,A), by

b5
v22v01

2

2v01
2 , g5

v2A

g
, ~2!

whereg is the acceleration of gravity,v01 is the linear an-
gular eigenfrequency of the first transverse surface-wave
mode~0,1!, and

v01
2 5gkT, ~k5p/W, T[tanhkh!.

The dimensionless spatial and temporal variables, (X,t), are
mapped to the physical ones, (x,t), through

X5nkx, t5vt, ~3!

where the pure numbern is defined by

n[2A T

T1kh~12T2!
. ~4!

Note that the optional small parametere(0,e!1), intro-
duced by Miles9 is implicit in c, a, b, andg in the present
formulation; hencec5O(e), a5O(e), b5O(e), and g
5O(e). For the details, as well as the incorporation of water
surface tension, one may refer to Miles’ contribution.9 If the
water surface tension is neglected, then in our experiment,
the pure numbern'1.884, and the linear eigenfrequency
f 01(5v01/2p)'5.022 Hz; sof , f 01 andb'20.0432,0.

In an unbounded channel, Eq.~1! admits a stationary
one-soliton solutionc5cs(X)

cs~X!56a0ie2 iq0 sechS X2X0

l D ~2`,X,`!,

~5!

whereX0 is the ‘‘mass center’’ of the soliton,l5a0
21, and

a05A2b1g cos 2q0

q05
1

2
arcsinS a

g D .

This solution can describe a soliton standing far from both
end walls (0!X0!L). In the present situation, however, the
soliton dynamics is significantly affected by the left end

wall, and the boundary condition at the wall must be taken
into account.

B. Boundary conditions

Now we examine the boundary conditions that the
solitary-wave functionc(X,t) must satisfy. Letj(x,y,t)
andF(x,y,z,t) denote the surface displacement and the ve-
locity potential of the fluid, respectively. In terms of the
envelope functionc(x,t), the dominant terms ofj and F
can be expressed, respectively, as

kj5
T

Ad
@ce2 ivt1c.c.#cosky1O~e2!,

F5
1

Ad
S 2 iv

k2 D @ce2 ivt2c.c.#cosky
coshk~z1h!

coshkh

1O~e2!, ~6!

where c.c. denotes complex conjugate, and

d5 1
8~6T425T211629T22!

@note thatc5O(e) in our formulation#. Obviously, at the
remote end wall (x5L), j'0, and thus, bothc andcX can
be reasonably assumed to be zeros.

As we know, jx50 at the symmetrical center of the
bound state, while the experiment described in Sec. I B
clearly tells us thatjx50 still holds true at the boundaryx
50. It immediately follows from the first formula of Eq.~6!
that

]

]x
~ce2 ivt1c.c.!50 ~x50!. ~7!

In general,jxÞ0 for nonlinear surface waves incident on the
wall. However, in the present case, the solitary-wave enve-
lope varies at a much larger scale than the transverse wave
profile, i.e., the~0,1! mode. Hence, despite of the nonlinear-
ity and the existence of the damping and surface-tension ef-
fects, it is reasonable to assumejx'0 at x50, althoughjx

Þ0 at the lateral wallsy50,W. One the other hand, the rigid
boundary conditionFx50 atx50 requires, from the second
formula of Eq.~6!, that

]

]x
~ce2 ivt2c.c.!50, ~x50!. ~8!

Combining both conditions,~7! and~8!, and noting the linear
mapping Eq.~3!, we finally obtain the boundary condition
for the solitary-wave envelopec(X,t)

]c

]X
50 ~X50!. ~9!

C. Simulation results

To the author’s knowledge, there is no way to get an
analytical soliton solution to the boundary-value problem at
present. We integrate Eq.~1!, together with boundary condi-
tion ~9!, by using the same numerical algorithm as before.5

The computation error is controlled within 1026. The effec-
tiveness of the algorithm has been verified with a single soli-
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ton located at the trough centerx5L/2 (L520 cm). For the
parameters at which a single soliton is stable, the numerical
solution converges soon to the analytical one~5!, even if the
given initial wave envelope deviates from the solution very
much. The stability and the rapid convergence of the algo-
rithm are partially due to the existence of the physical damp-
ing effect~in some conservative systems, as a computational
trick, one often introduces pseudo-damping to achieve the
same purpose!.14

Applying the algorithm to Eqs.~1! and~9!, we find that
the experimental phenomena described in Sec. I all can be
simulated numerically. Figure 3 shows the numerical results

corresponding to the three cases,~a!, ~b!, and~c!, in Fig. 1. In
the computation, we takea50.045 48. Using the computer-
generated data, we have constructed the phase trajectory of
the solitary-wave motion. Figure 4~a! gives an example at
x50. The limit cycle in the figure indicates the periodicity of
the constant collision-reflection process. The corresponding
FFT spectrum is plotted in Fig. 4~b!. As can be directly read
from the spectrum, the period of the oscillation is about 10 s,
consistent with the experimentally measured value.

III. THE STABILITY DIAGRAM

Now we survey the parameter region for the stable ex-
istence of the boundary soliton. For a given trough, Eq.~1!
contains three adjustable parameters,a, b, and g. In fact,
there are only two independent ones among the three. This
can be made clear through applying the simple variable
transformation,

X85A2bX, t852bt,
~10!

f~X8,t8!5
c~X,t!

A2b
,

to Eq. ~1!, which immediately produces

i ~ft81a8f!1fX8X81~2112ufu2!f1g8f* 50.
~11!

In the rescaled equation~11!, the new control parameters
(a8,g8) are given by

FIG. 3. Numerical simulations of the time evolution of a boundary soliton
@h5Im(c)#. ~a! The boundary soliton becomes an attached one asg is
decreased from 0.065 53 to 0.065 51~or A:0.0706→0.070 58 mm!; ~b!
when g50.0659, the soliton oscillates near the boundary;~c! when g is
increased from 0.066 83 to 0.078 89~or A:0.072→0.085 mm!, the soliton is
rejected from the boundary. In all cases,a50.045 48 andb520.064 23
~or f 54.8 Hz!.

FIG. 4. ~a! Phase trajectory of~j,h!. ~b! Frequency spectrum ofh at x
50, wherez5Re(c) and h5Im(c). ~Control parameters:a50.045 48,b
520.064 23, andg50.0659!.
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a8[2
a

b
, g8[2

g

b
. ~12!

We thus need to survey the parameter region only in the
(a8,g8) plane~note thatb,0!.

As we can see from Fig. 3~b!, the right boundary (x
5L) still has a little influence on the soliton near the left
boundary whenL520 cm. To further exclude the unwanted
influence, we take a longer troughL3W3h53433
32 cm3 in locating the parameter region. Plotted in Fig. 5 is
the stability diagram in the (a8,g8) plane for this case. We
have further investigated the diagrams for several longer
troughs (L.34 cm), and the results are almost the same as
the one in the figure. Therefore, the given diagram is valid
even for the semi-infinitesimal case,xP(0,̀ ). In the dia-
gram, the whole parameter plane is divided into five do-
mains. Among them,~P-1!, ~P-2!, and~P-3! are the stability
regions for the boundary soliton, which correspond to the
three different experimental cases,~a!, ~b!, and~c!, in Fig. 1,
respectively. Below the straight lineg85a8, i.e., in the sub-
region ~P-0!, no soliton can be supported, because of the
insufficient energy fed to the system. The periodical
collision-reflection phenomenon occurs only if (a8,g8) falls
into the narrow parameter band~P-2!.

We find that all the three stability subregions can extend
to much large value ofa8, but, except for~P-1!, they cannot
be extrapolated toa850 @a→0, or b→2`, see Eq.~12!#;
when a8,0.3, the boundary soliton becomes unstable, due
to the strong radiation of continuous waves from it. Even in
the range of 0.3,a8,0.45, the collision behavior appears to

be somewhat irregular. This explains two experimental facts:
~1! the soliton is more stable and its shape looks smoother in
dirty water than in clean water;~2! at a very low frequency
f , which corresponds to very low damping as can be seen
from definitions~2! and ~12!, the soliton is easily destroyed
by a small disturbance, and instead, the longitudinal modes
soon prevail. We will elaborate the chaotic problem else-
where in more detail.

IV. THE DYNAMICS OF A BOUNDARY SOLITON

Phenomenologically, the oscillating boundary soliton
bears a close analogy with an elastic ball freely falling on a
rigid horizontal plane in classical mechanics. At first sight,
one might expect that something familiar with a falling ball
would also be found in the soliton–boundary interaction, for
instance, the momentum of the soliton would reverse its di-
rection at each collision. Now let us examine whether such a
statement holds true for the boundary soliton.

We attempt to explore the internal dynamics of the
boundary soliton through investigating two dynamical quan-
tities: the ‘‘particle number’’N and the ‘‘momentum’’M .
They are defined, respectively, as5

N[
1

2a0
E

0

`

uc~X,t!u2 dX, ~13!

M[
1

2
i E

0

`

~ccX* 2c* cX!dX. ~14!

We have assumed that the upper limitsL of both integrations
approach infinity, for in the considered case the right bound-
ary is far from the boundary soliton. In definition~13!, we
divide the integration by a normalization factor (2a0), so
thatN51 for a single soliton in an unbounded channel, as is
easily verified by substituting formula~5! into ~13!. In fact,
N characterizes the strength of the soliton, whileM is pro-
portional to the average momentum of fluid, as is proved in
the Appendix@see formula~A2!#. In the exactly integrable
NLS system, bothN and M are conserved in the time evo-
lution of solitons, but we see that, in the damped and para-
metrically driven system, they are no longer conserved in
general.

By invoking Eq.~1! and taking account of the boundary
condition ~9!, we can derive from~13! and ~14! that

dN

dt
12aN5

g

a0
r ,

~15!
dM

dt
12aM52s,

where

r[E
0

`

Im~c2!dX,

~16!
s[@ ucu41 1

2~ ucu2!XX#X50 .

In the derivations, we have used the boundary conditions,
c(`,t)→0 andcX(`,t)→0. When the solitary-wave enve-
lope remains standing, i.e., (a8,g8)P(P-1) or ~P-3! in Fig.

FIG. 5. Stability diagram.~P-0! (g8,a8) no soliton;~P-1! attached bound-
ary soliton; ~P-2! oscillating boundary soliton;~P-3!, standing boundary
soliton; ~P-4! unstable boundary soliton. The three symbols, ‘‘s,’’ ‘‘ 3,’’
and ‘‘1,’’ label the computed data points of the three border lines that
separate the different subregions. These data are best fitted, respectively, in
the form g85aa821ba81c, and the coefficient@a b c# are given in the
up left corner. The point labeled by ‘‘%’’ in ~P-2! corresponds to the pa-
rameters used in the experiment for the oscillating boundary soliton.
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5, both r and s are time independent. Thus we have the
following explicit steady solutions to~15!:

N`[ lim
t→`

N5
g

2aa0
r ,

~17!

M`[ lim
t→`

M52
s

2a
.

For (a8,g8)P(P-1), theboundary soliton displays only
half its symmetrical envelope in the steady state. Thus the
analytical solution~5! is still valid if we setX050 and as-
sumeX.0. Substituting the solution into Eq.~16! produces
r 5a0 sin 2q0 and s50. Hence,N`5 1

2 ~half soliton!, and
M`50. For (a8,g8)P(P-3), thesoliton is standing apart
from the boundary, i.e.,X0.0, after a transient process. In
this case,N` is calculated to be a little greater than 1. Since
X50 is the minimum ofucu, (ucu2)XX.0, and thus,s is a
positive constant. It follows from Eq.~17! thatM`,0. With
the increase ofg8 ~or A!, the soliton moves away from the
boundary more and more, and its wave envelope approaches
the one-soliton solution~5!. Therefore,N↓1 andM↑0. The
situation is somewhat complicated for (a8,g8)P(P-2).
Within the domain~P-2!, the boundary soliton oscillates as
shown in Fig. 3~b!. In this case, we are incapable of obtain-
ing an explicit asymptotic solution to Eq.~15!, so we have to
resort to numerical ones again. Using the same computed
data as used in Fig. 3~b!, we can define the soliton ‘‘posi-
tion’’ X0(t) as the one at which the solitary-wave amplitude
ucu reaches its maximum. Figure 6 illustrates howN andM

vary with the ‘‘position’’ X0 , respectively. The labels~i!,
~ii !, ~iii !, and ~iv!, in the figures identify four consecutive
stages in one collision period:slowly attracting→rapidly
attracting→rapidly reflecting→slowly receding.

To conclude, we have seen that the momentumM of a
boundary soliton vanishes for the control parameters
(a8,g8)P(P-1), while in the other two cases, i.e., (a8,g8)
P(P-2) and~P-3!, M,0, even if the soliton is standing. In
the oscillation case, i.e., (a8,g8)P(P-2), the momentum
fluctuates periodically, but never change its direction, al-
though the soliton seems to ‘‘bounce back’’ immediately af-
ter each collision atX050. Moreover, the collision-reflection
process is irreversible, as is indicated by the hysteresis phe-
nomenon in Fig. 6. The internal process might be explained
as follows. The damping effect would dissipate the energy of
the boundary soliton, and thus, the soliton tends to be ab-
sorbed by the boundary~i.e., N:1→ 1

2!, but the strong para-
metric excitation in the case of (a8,g8)P(P-2) could recre-
ate the soliton at a large distance from the boundary,
resulting in a net momentum always flowing to the bound-
ary. In the standing case of (a8,g8)P(P-3), the
annihilation-recreation process becomes stationary as being
due to the stronger excitation of the system.

V. CONCLUSIONS AND REMARKS

The following aspects can be obtained from our experi-
mental and theoretical work.

~1! A boundary has ‘‘mirror effect’’ on a soliton. As a
result, the soliton behaves as the same as one of the identical
solitons in the bound state.

~2! The behavior of the boundary soliton can be de-
scribed by the PDNLS equation.

~3! Although the collision behavior of the boundary soli-
ton seems similar to that of a freely falling ball,namely, a
ping-pong ball, the internal dynamics is quite different, and
the periodical collision-reflection process is attributed to the
dynamical balance between energy dissipation and paramet-
ric excitation.

At the moment, we point out that, although Miles’ equa-
tion models the experimental phenomena quite well, the cu-
bic order approximation still has some limitation in fully
explaining the complex nonlinear phenomena. For instance,
our experiment shows that the range of the driving amplitude
A for the stable existence of a boundary soliton is quite large.
For instance,DA5A22A1;0.3 mm at f 54.8 Hz, which
corresponds toDg8;0.43 ata850.708. However, we can
read from Fig. 5 that the computed range is about 0.2, nearly
half the experimental value. Actually, we have observed that
the peak value of the solitary-wave envelope can even reach
up to 2 cm under a strong excitation of the system~remem-
ber that the static water depthh52 cm!. In such a situation,
higher order nonlinear terms might play a significant role in
the soliton dynamics. In spite of the limitation, we can see
that Miles’ model is quite successful in interpreting the ob-
served phenomena, and so far it might be the best choice in
theoretically dealing with surface-wave solitons.

Finally, we mention that there exist a number of nonlin-
ear resonant phenomena in other physical media that can also
be modeled by the PDNLS equation.12,13,15–17We expect that

FIG. 6. Variations ofN and M versus soliton ‘‘position’’X0 ~the control
parametersa850.708 andg851.0259!. The arrows indicate the directions
of motion. The process is divided into four stages as described below.~i!
The soliton starts moving toward the boundary very slowly;~ii ! when it
moves tox'3 cm, it is attracted to the boundary rapidly;~iii ! next, it is
reflected tox'3.8 cm all at once; and then,~iv! it recedes to the original
position slowly.
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the same or similar solitary-wave phenomena as observed in
the oscillating water trough could be found in these physical
systems.
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APPENDIX: MOMENTUM OF FLUID

The momentum of the 3-D fluid motion is formulated as

I5rE
0

`

dxE
0

W

dyE
2h

j

dz “F~x,y,z,t !, ~A1!

where

“5S ]

]x
,

]

]y
,

]

]zD ,

r is the density of water, andF(x,y,z,t) is the velocity
potential of fluid~note that the upper limit forx:L→` in our
experiment!. By invoking expressions~6!, neglecting the
terms of higher order thanO(e2), and averagingI over the
fast oscillation (f 5v/2p) of mode~0,1!, we finally obtain

^I &[
v

2p E
0

2p/v

I dt5rW•S nT

d
•

v

k2D •M•ex1o~e2!,

~A2!

whereex denotes the unit vector in thex direction,n is de-
fined in formula ~4!, and M is the soliton ‘‘momentum’’
defined in formula~14!.
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The difference-frequency sound generation as a result of interaction of two high-frequency
harmonic waves in a bubble layer in water is investigated both theoretically and experimentally.
Because the sound speed in the layer is less than that outside, the layer has resonance properties. As
was shown before, this can considerably increase the efficiency of the nonlinear frequency
transformation. However, unlike the cases considered before, the layer resonance is practically
achievable only at the low~difference! frequency, whereas the high-frequency signal~pump!
resonates at individual bubbles and then it strongly dissipates. Here the results of an experiment with
a bubble layer with a thickness of about 10 cm in an anechoic tank are presented. One of the incident
~primary! wave frequencies was 60 kHz, whereas the other could be varied, thus providing the
low-frequency signal in the range of 0.8–14.8 kHz. Due to the first-mode layer resonance, this
secondary signal had a pronounced maximum at a frequency of 2.4 kHz. The high attenuation of
pump waves was due to resonant bubbles. A theory which agrees with the experimental results
reasonably well, is developed for this type of interaction. ©1998 Acoustical Society of America.
@S0001-4966~98!04608-6#

PACS numbers: 43.25.Yw, 43.30.Hw, 43.30.Qd@MAB #

INTRODUCTION

It is common knowledge that the presence of gas
bubbles in water causes strong nonlinearity for acoustic
waves. One of the most known nonlinear effects is the
difference-frequency signal generation by two primary pump
waves of close frequencies. Since the 1960s, this effect has
been used in parametric acoustic arrays, which can provide
high-radiation directivity for a rather small size of pump
radiator.1,2 The main disadvantage of parametric arrays is
their low efficiency. In the early 1980s, it was suggested to
enhance parametric radiation by using the high nonlinearity
of bubbles.3 This idea was verified experimentally,4 and later
several cases of parametric radiation from a bubble layer
were investigated theoretically and experimentally.5–7 Due to
the wide bubble-radii distribution in real conditions, the reso-
nance bubbles played a definitive role in these experiments.
However, along with strong nonlinearity, high resonance
losses were involved~in fact, these two factors are propor-
tional to each other for resonant bubbles!, which kept the
efficiency of the system still far from being optimal.
Recently8 it was suggested that resonance oscillations of the
entire bubble layer be used instead of individual bubble reso-
nances. In this situation the bubbles are small enough to
behave quasistatically. The main effect of small, nonresonant
bubbles is to decrease the sound speed so that the jumps of
acoustic impedance occur at the layer boundaries. The
boundary then becomes a planar resonator. It was shown that
the use of resonance modes of the layer at both high~pri-
mary! and low ~secondary! frequencies increases the effi-

ciency of the frequency conversion up to a few percent in
energy, which is a rather high value for such systems.8 How-
ever, in real experiments it is practically impossible to create
bubbles so small that all of them are out of resonance for all
working frequencies. This is realistic for the difference-
frequency signal, but hardly achievable for the high-
frequency pump waves. Hence the use of layer resonance
should be restricted to the low-frequency signal and com-
bined with the highly damped pump still in resonance with a
group of individual bubbles from the entire bubble popula-
tion widely distributed in radii.

This paper presents theoretical and experimental inves-
tigations of low-frequency generation under exactly these
conditions, when the difference frequency is below reso-
nance for the bulk of bubbles whereas there are bubbles reso-
nant at the frequencies of primary waves. The nonlinearity in
such a system is due to these pump-resonance bubbles; they
also provide high attenuation of primary waves. At the same
time, for the difference frequency, the sound velocity is sig-
nificantly less than that in ‘‘pure’’ water, so that the bubble
layer works as a resonator.

I. THEORY

We consider a planar bubble layer of thicknessl ~Fig. 1!.
Two high-frequency acoustic waves with close frequencies,
v1 andv2 , are incident from the left on the boundary of the
layer. We are interested in the nonlinear effect of frequency
down conversion. The efficiency of this process depends on
the bubble size distribution function and on the frequencies
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of the interacting waves. In experiments, we used electrolysis
to produce bubbles with a radii of the order of 300mm or
smaller. The corresponding single-bubble resonance frequen-
cies were from several kilohertz upward. As already men-
tioned, it is difficult to generate acoustical waves with fre-
quencies out of resonance for all bubbles~in our case much
less than 10 kHz! with high enough amplitude to provide
nonlinearity. We used the pump frequencies of about 60 kHz
generated by a resonance transducer. The bubbles resonant at
about that frequency provided the maximum nonlinearity but
also the maximum pump attenuation, so that the source of
the difference-frequency wave was in fact concentrated near
the left boundary of the layer, where the pump wave attenu-
ates.

In general, theoretical description of this problem should
be based on the wave equation for acoustic pressure,pa ,

c0
22 ]2pa

]t2 2
]2pa

]x2 5r0

]2b

]t2 , ~1!

wherec0 andr0 are the unperturbed sound speed and density
of water, respectively, andb(x,t) is the bubble volume frac-
tion, together with the equation for a single bubble oscilla-
tion ~see, e.g., Ref. 9!

]2v
]t2 1vR

2v1 f̂ v2
1

8pR3 F3~11g!vR
2v212v

]v
]t

1S ]v
]t D

2G
52

4pR

r0
pa . ~2!

Here, v is the bubble volume perturbation,vR

5R21(3gp0 /r0)1/2 is the resonance frequency of the bubble
of radius R ~surface tension is not important in the range
considered!, g is the polytropic index for the gas, andp0 is
the static pressure in water. The operatorf̂ characterizes
frequency-dependent losses for a linear harmonic wave of
frequencyv, and it defines the single-bubble damping rated.
This system of equations should be supplemented by the
bubble radii distribution functionn(R,r ) so that the bubble
volume fraction is

b5E
Rmin

Rmax
v~R!n~R!dR. ~3!

We shall solve the problem of difference-frequency
wave generation with the commonly used perturbation
method. For each of the high-frequency waves, we neglect
the nonlinearity and represent the pump in the form of a
traveling and attenuating biharmonic wave

ph5P0@cos~v1t2k1x!1cos~v2t2k2x!#e2ax, ~4!

whereP0 is the wave amplitude at the left boundary of the
layer,v1,2 andk1,2 are the frequencies and wave numbers of
the pump waves, respectively, anda~v! is the wave spatial
damping rate, which is supposed to be the same for both
pump waves due to the closeness of their frequencies. As
mentioned above, in our casea l @1, so that the effect of the
right boundary for these waves can be neglected. If the
damping is associated mainly with resonance bubbles, the
known formula10 can be used

a~v!5725Rv
3 n~Rv!, ~5!

whereRv is the radius of bubbles resonant at frequencyv.
Now, the problem of resonance excitation of the stand-

ing wave at the difference frequencyV5v12v2 in the
layer can be solved in a way similar to that used in Ref. 8,
but with a different spatial distribution of the pump. If this
frequency lies far below the resonance frequencies of the
bubbles, and total gas void fractionb is small, the relative
wave impedancen and the sound speedc are defined by
~Ref. 10!

n5
r0c0

rc
5

1

111.63104b
. ~6!

Such a nonresonant wave propagates without a strong damp-
ing in the medium, so theQ factor of the layer is mainly
determined by the energy leakage at boundary impedance
jumps. This is the case for the difference-frequency wave.
The nonresonant bubbles mainly change the sound velocity
for this wave, which is determined by the total gas void
fraction in the layer.

Substituting~4! into ~1!, ~2!, and~3!, in the framework
of the standard perturbation procedure, we obtain a linear
equation for the pump waves@for them the nonlinear terms
in square parentheses of~2! are omitted#, and a linear equa-
tion with a forcing for the small difference-frequency signal
pV ~cf. Refs. 4 and 8!:

]2pV

]t2 2c0
2 ]2pV

]x2 5
e

r0c0
2

]2~ph
2!V

]t2 . ~7!

Here e.0.039d21n(Rv)l4 (l52p/k is the pump wave-
length! is the nonlinearity parameter that is due to the
bubbles resonant at pump frequencies4 ~we suppose that the
difference frequencyV is smaller than the width of the reso-
nance curve at frequenciesv1,2). The right-hand part of Eq.
~7! gives the component of the nonlinear forcing at the fre-
quencyV.

At the end of the layer, the following boundary condi-
tions must be met:

S ]

]t
7c0

]

]xD pV50, ~8!

which means the absence of a low-frequency wave incident
onto the layer.8 It is seen from Eqs.~4! and ~5! that

~ph
2!V5P0

2e22ax cos~Vt2Kx!, ~9!

whereK5k22k15V/c.

FIG. 1. Experimental setup.
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RepresentingpV5 1
2P(x)@exp(2iVt)1c.c.#, we have

d2P

dx2 1K2P5
eV2

r0c0
4 P0

2e22ax5Se22ax ~10!

@we omittedKx in the argument of cos in Eq.~9! because of
Ka!1#. The solution of Eq.~10! reads

P5
1

2
A exp~ iKx !1

1

2
B exp~2 iKx !2

S

4a2 e22ax,

~11!

whereA and B are constants~and we again omittedK2 in
K21a2).

The condition at the right boundary,x5L, readily gives
B5rAe2iKL , wherer 5(12n)/(11n) is the reflection coef-
ficient. Substituting all this into Eq.~8! for the left boundary
(x50), we find

A5
2i ~2ac02 iV!S/4a2

c0K~12re2iKL !1V~11re2iKL !
. ~12!

The linear resonance frequencies of the layer are

V l5
lpc

L
, ~13!

wherel 51,2,... . We then simplify the expression in Eq.~12!
by considering small vicinities of the resonances, whenKL
5 lp1s and s!p. We also use the inequalitiesV/c0!a
andn!1. As a result we have

A5
ic0S

aV~22 is/n!
, ~14!

which, in particular, gives the resonance function for the am-
plitude of the difference-frequency signal:

uAu5
c0S

aVA41~LDv/cn!2
, ~15!

whereDv5cs/L is the frequency deviation from resonance.
In exact resonance we have

uAu5
c0S

2aV
5

eVP0
2

2ar0c0
3 . ~16!

This value is the same for all modes, and it does not depend
on the layer length. Moreover, as shown in Ref. 11, the level
of the difference-frequency wave for the case of high pump
wave attenuation does not depend on the bubble concentra-
tion n(Rv): the nonlinear parametere2 and the pump at-
tenuation coefficienta are both proportional to bubble den-
sity so that the ratioe/a is conserved. For the near-surface
region when the pressure is close to atmospheric pressure,
this ratio reads11,12

e/a55.33104l/d. ~17!

Note that in resonance, the pressure amplitude of the
low-frequency wave radiated from the layer is practically the
same as that inside the layer, but this ratio is less for particle
velocity by a factorn.

II. EXPERIMENT

The experimental setup is shown in Fig. 1. Experimental
studies were carried out in a laboratory tank of dimensions
43533 m. Although the tank walls were covered by ab-
sorbing rubber, the experiments were performed in a pulsed
regime, which enabled us to better discriminate the direct
signal in the layer from the waves reflected from the walls.
Hydrogen bubbles were generated electrolytically, with
wires placed over a 70310-cm foil-covered plate 1.5 m be-
low the water surface, thus forming a bubble layer of thick-
nessl of about 10 cm. The measurements were started 30–40
min after switching the system on, to ensure that a stationary
bubble distribution has been established. The pump source
was a circular transducer of 10-cm diameter, placed 30 cm
before the bubble layer. The generator produced the tone
burst signal 2.78 ms in duration, at two carrier frequencies.
One of them,f 1560 kHz, was kept constant, and the other,
f 2 , could be varied between 45.2 and 59.2 kHz with steps of
0.4 kHz, so that the difference-frequency waves lay in the
frequency band of 0.8–14.8 kHz.

The signal received by the hydrophone~Brüel&Kjaer
8101! was amplified and went through a low-pass filter to
ensure that no nonlinear cross modulation occurred in the
subsequent electronics. The leading part of the resultant sig-
nal was then processed by a spectrum analyzer. The signal
was analyzed in a 2.5-ms temporal window so as to pass the
signal in the bubble layer only and to avoid receiving a sig-
nal reflected from the tank walls. In the limits of this win-
dow, the fast Fourier transform with Hanning’s window was
used, which enabled us to measure the spectrum of the low-
frequency component.

The experiments were started with the pump-wave pres-
sure measurements. The pump amplitudes were kept con-
stant at the level of about 2 kPa each. The receiving hydro-
phone was placed about 20 cm behind the layer. Due to
bubbles, the pump waves had a very high attenuation. The
level of the pump signal received after passing through the
bubble layer for the electrolysis plate voltage of 40 V was 25
dB below the level measured without bubbles, so that the
damping rate was about 0.28 cm21 ~for these measurements,
averaging over 32 pulses was used!. Using Eq.~5! and the
known damping rate, resonance bubble concentration,
n(v1,2), has been estimated as approximately 2500 cm24,
the corresponding resonance bubble radius is about 50mm.
For higher electrolysis voltages the attenuation decreased to
9–12 dB at 75 V, and larger fluctuations were observed in
the attenuation level. The error of attenuation measurements
did not exceed 1 dB.

Then the low-frequency signals were studied. First, the
sound speed in the bubble layer was measured by using a
tone burst signal with the same duration of 2.78 ms and
carrier frequency of about 6.4 kHz, the limited size of the
tank did not allow us to use much lower frequencies in the
pulsed regime. The sound speed was calculated from the
time delay between transmitted and received signals in the
presence of bubbles and with the bubble generator turned
off, respectively. This direct measurement at 6.4 kHz gives
c51100– 1300 m/s, depending on the plate voltage~Table
I!, with a preciseness of about 30 m/s.
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At measurements or resonance curves of the layer~the
dependence of the difference-frequency signal amplitude on
its frequency! the receiving hydrophone was placed inside
the bubble layer, at about 2.5 cm from its rear side. An
averaging over eight pulses was used in this case. The result
is shown in Fig. 2. One can see a pronounced resonance at
about 2.4 kHz. Considering the layer thickness, this means
that the sound speed at this frequency is about 480 m/s.
According to the formula~6!, this corresponds to the total
void fraction of b.731024 ~for all bubbles smaller than
1.3 mm in radius!.

A second~albeit smoother! resonance peak is seen at the
frequency of 5.6–6 kHz, depending on the plate voltage.
This corresponds toc51120– 1200 m/s for the first mode,
which is close to the value obtained from the time-of-flight
measurement at 6.4 kHz. This means that we again deal with
the first mode of the layer, but the sound speed is higher than
that at 2.4 kHz. Such a frequency dispersion indicates that
the bubble size distribution function effectively drops in a
size range corresponding to resonant frequencies in the inter-
val between 6 and 2.4 kHz. Indeed, it is a well-known effect
that sound speed for low-frequency waves in the bubble
layer can be much less than in pure water, but it becomes
higher with increasing frequency. This is caused by the con-
tribution of resonant bubbles that provide mainly the wave
damping rather than the phase shift~note that a similar effect
was observed for subsurface bubble layer in sea10!.

The experimental results are summarized in Table I for

two values of voltage. The error of all measurements does
not exceed 1 to 2 dB.

Theoretical estimates obtained from Eq.~16! give the
value of about 3 Pa for the maximum level of the difference-
frequency field in the layer. The value of a single bubble
decrementd50.1 was used~see Ref. 12!. The observed
acoustical pressure in the first resonance was about 2 Pa.
Taking into account the aforementioned problems, one may
call this reasonably good agreement between theory and ex-
periment.

III. CONCLUSIONS

In this paper, the theory describing the downward fre-
quency transformation in a resonance bubble layer was de-
veloped for a realistic case when the pump is resonant with
individual bubbles and hence is damped quickly near the
input side of the layer whereas the low-frequency signal is
resonant with a layer mode. The results of probably the first
experiment where the difference-frequency signal was gen-
erated in a resonance bubble layer were also demonstrated.
These results enabled us to measure the total gas void frac-
tion and to obtain some data regarding the bubble distribu-
tion with radii. It is worth noting that the common methods
of evaluating the void fraction are inapplicable here: the di-
rect measurement of a traveling wave attenuation@see Eq.
~6!# is good for the pump frequencies but not for the differ-
ence frequencies due to the limits of propagation path,
whereas the bubbles are still too small to use microscopic
observations. Therefore the resonance method could be a
unique tool for measuring bubbles in the corresponding size
range. Most of the data are in satisfactory agreement with the
developed theory. Further, we suggest that measurements be
performed in better controlled conditions with a larger
bubble concentration in order to enhance the quality factor of
the layer resonator and to decrease the low-frequency disper-
sion due to lowering the layer resonance frequency. Thus the
efficiency of nonlinear signal transformation can be in-
creased.

The effects considered here can be applied to measure-
ments of subsurface bubble layers in the sea. In principle,
such a method enables one simultaneously to measure the
bubble void fraction and the thickness of the bubble layer. In
addition, the parametric mechanism of low-frequency gen-
eration in a bubble layer can affect the ambient noise spec-
trum in the ocean.
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This paper deals with line-of-sight sound propagation in a medium with the von Karman spectra of
temperature and medium velocity fluctuations. The mean sound field, the coherence functions of
plane and spherical waves and their coherence radii in such a medium are calculated analytically and
numerically. It is found that the temperature and medium velocity contributions to these statistical
moments of a sound field may differ significantly. The coherence functions of plane and spherical
waves for the von Karman spectrum of medium inhomogeneities have been compared with those for
the Kolmogorov and Gaussian spectra. The latter two spectra have been used widely in theories of
sound propagation in random media. It is shown that, in limiting cases, the coherence functions
calculated for the von Karman spectrum coincide with those calculated for the Kolmogorov and
Gaussian spectra. This result supports the use of the Gaussian spectrum in theories of sound
propagation in random media. ©1998 Acoustical Society of America.@S0001-4966~98!00308-7#
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INTRODUCTION

The theory of sound propagation in random media is
important for many concerns of atmospheric and oceanic
acoustics, aeroacoustics and for considering sound propaga-
tion through turbulent flows of gases and fluids.1–3 Random
inhomogeneities in a medium can be caused by temperature

fluctuations T̃ and medium velocity fluctuationsv. The
theory of sound propagation in a medium with temperature
fluctuations is similar to that of electromagnetic wave propa-
gation in media with light velocity fluctuations. The latter
theory has been developed extensively during the last 30–40
years.3–5 On the other hand, not so many results have been
obtained in the theory of sound propagation in moving ran-
dom media, i.e., in media with temperature and medium ve-
locity fluctuations. The classical and latest results of this
theory have been summarized in Refs. 6 and 7.

In theories of waves in random media, the coherence
function G of an electromagnetic or sound field and its co-
herence radius are two of the most important statistical char-
acteristics of the field. For example, they are of primary im-
portance for source detection and ranging; an optimal length
of an array of microphones, which is used in source detection
and ranging, is of the order of a coherence radius. In elec-
trodynamics,G has been calculated for the case of plane
wave propagation in a medium with the von Karman spec-
trum of light velocity fluctuations.8 The von Karman spec-
trum has been used widely in the theory of turbulence.3,9 The
main goal of the present paper is to calculate the coherence
functions G of plane and spherical sound waves and their
coherence radii in a medium with the von Karman spectra of

temperature and medium velocity fluctuations. In a limiting
case, the coherence function can be expressed as a product of
the mean sound fields. The mean sound field in a medium
with the von Karman spectra of temperature and medium
velocity fluctuations is calculated in the paper also.

Another goal of the paper is to show that, in limiting
cases, the coherence functions of plane and spherical waves
calculated for the von Karman spectrum of medium inhomo-
geneities coincide with those calculated for the Kolmogorov
and Gaussian spectra. The Kolmogorov and Gaussian spectra
of medium inhomogeneities have been used widely in the
literature for calculating the statistical moments of a sound
field.1,3,10–13

We shall also compare the temperature and medium ve-
locity contributions to the statistical moments of plane and
spherical waves in a medium with the von Karman spectrum
of medium inhomogeneities. In the recent references,6,7,14,15

these contributions have been shown to be different for the
case of sound propagation in media with the Kolmogorov
and Gaussian spectra of medium inhomogeneities. Also it
has been shown in these references that the temperature and
medium velocity contributions to the statistical moments of a
sound field were assumed incorrectly to be the same in pre-
vious theories of sound propagation in random media.

The paper is organized as follows. The starting equa-
tions for the coherence function and the mean sound field in
a medium with arbitrary spectra of temperature and medium
velocity fluctuations are presented in Sec. I. The von Kar-
man, Kolmogorov, and Gaussian spectra of temperature and
medium velocity fluctuations are considered in Sec. II A.
Section II B deals with the calculation of the mean sound
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field in a medium with the von Karman spectrum of medium
inhomogeneities. The coherence functions of plane and
spherical waves and their coherence radii are calculated ana-
lytically and numerically in Secs. II C and II D for the case
of the von Karman spectrum of temperature and medium
velocity fluctuations. Conclusions are summarized in Sec.
III.

I. STARTING EQUATIONS

A. Parabolic equation and Markov approximation

The coherence function and the mean sound field will be
calculated by using the parabolic equation method and Mar-
kov approximation. In the parabolic equation method, the
sound fieldp(R) satisfies the equation6,7

2ik
]p

]x
1¹'

2 p12k2S 11
«mov

2
D p50. ~1!

HereR5(x,r ) are the Cartesian coordinates with thex-axis
in the direction of sound propagation~i.e., from source to
receiver!, r5(y,z), k52p/l is the wave number of a sound
wave,l is the wavelength, and¹'5(]/]y,]/]z). Further-
more, in Eq. ~1! «mov5«22vx /c0 are fluctuations in
the square of the acoustic refractive index in a moving
random medium,«5c0

2/(c01 c̃)221 are those in a motion-
less random medium,c0 and c̃ are the mean and fluctuating
values of the adiabatic sound speedc5c01 c̃, andvx is the
x component of the medium velocity vectorv. We shall
assume that fluctuations« are caused by fluctuations in
the temperature:6 «522c̃/c01O( c̃ 2/c0

2)5bcT̃/T0

1O(T̃2/T0
2). HereT0 is the mean value of the temperature

T5T01T̃, andbc52(T0 /c0) (]c0 /]T0). Since« is propor-
tional to T̃ and for the sake of brevity,« will be referred to
hereinafter as temperature fluctuations.

Also we shall assume that temperature and medium ve-
locity fluctuations are statistically homogeneous and isotro-
pic, do not correlate, and that¹•v50 and^v&50, where^&
means ensemble average. In this case, the correlation func-
tion of the random field«mov is given by6

Beff~R!5^«mov~R11R!«mov~R1!&

5B«~R!1
4

c0
2FBRR~R!1

r 2

2R

d

dR
BRR~R!G . ~2!

Here B«(R)5^«(R11R)«(R1)& is the correlation function
of temperature fluctuations, andBRR(R)5^vR(R1
1R)vR(R1)& is the longitudinal correlation function of me-
dium velocity fluctuations, wherevR(R) is a component of
the vectorv in the direction of the vectorR.

In the Markov approximation,Beff(R) is proportional to
the delta functiond(x)5,6

Beff~x,r !5d~x!2pE
2`

` E
2`

`

d2k exp~ i k•r !Feff~0,k!,

~3!

where k5(ky ,kz) is a vector whose components are the
wave numbers of turbulence iny andz directions,Feff is the

effective three-dimensional spectral density, andk andr are
the moduli ofk andr . In the considered case of statistically
homogeneous and isotropic turbulence,Feff andBeff depend
only on the moduli ofk andr , respectively, andFeff(0,k) is
given by6

Feff ~0,k!5F«~k!14F~k!/c0
2 . ~4!

Here F«(k) and F(k) are the three-dimensional spectral
densities of temperature and medium velocity fluctuations,
which are related toB« andBRR by3,9
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4p

R E
0

`

dkksin~kR!F«~k!, ~5!

BRR~R!54pE
0

`

dk1cos~k1R!E
k1

`

dk
k22k1

2

k
F~k!, ~6!

wherek1 is an integration variable.

B. Coherence function and mean sound field

The coherence function of a sound field is determined by
G(x,r 1,r 2)5^p(x,r 1)p* (x,r 2)&. It is worthwhile introducing
new transverse coordinatesr5r 12r 2 and r15(r 11r 2)/2,
and denoting the coherence function byG(x,r ,r1). The
mean sound field will be denoted by^p(x,r )&. Using the
parabolic equation method, Markov approximation and re-
sults known for electromagnetic wave propagation in a tur-
bulent medium,3–5 the equations forG and ^p(x,r )& have
been derived for plane and spherical waves in a medium with
arbitrary spectra of temperature and medium velocity
fluctuations.14,15The coherence function of a plane wave in a
statistically isotropic medium depends only on the modulus
of the vectorr and is given by

Gp~x,r !

5I pexpH 2p2k2xE
0

`

dkk@12J0~kr !#Feff~0,k!J . ~7!

Hereinafter, the subscript p will refer to a plane wave. Fur-
thermore, in Eq.~7! x is a distance of wave propagation in a
random medium,J0 is the Bessel function, andI p is propor-
tional to the intensity of a plane wave in a medium without
random inhomogeneities. The coherence function of a
spherical wave is given by

Gs~x,r ,r1!5
I s

~4px!2
expH ikr•r1

x
2p2k2x

3E
0

1

dtE
0

`

dkk@12J0~krt !#Feff~0,k!J , ~8!

where the subscripts refers to a spherical wave,I s is pro-
portional to the intensity of a spherical wave in a medium
without random inhomogeneities, andt is an integration
variable.

The mean sound field̂p(x,r )& of a plane or spherical
wave, calculated by using the parabolic equation method and
Markov approximation, exponentially decreases with the dis-
tancex
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^p~x,r !&5p0~x,r !e2gx. ~9!

Here p0(x,r ) is a sound field in a medium without random
inhomogeneities, so that p05I p

1/2exp(ikx) and p0

5I s
1/2exp(ikR)/4pR for plane and spherical waves, respec-

tively, andg is the attenuation coefficient of the mean field
due to sound scattering by temperature and medium velocity
fluctuations

g5
p2k2

2
E

0

`

dkkFeff~0,k!. ~10!

In the limiting caseFeff(0,k)5F«(k), i.e., when there are
no medium velocity fluctuations, Eqs.~7!–~10! coincide with
those known for electromagnetic wave propagation.3–5

II. THEORY AND NUMERICAL RESULTS

A. Spectra of turbulence

For the von Karman spectrum, the three-dimensional
spectral densities of temperature and medium velocity fluc-
tuations are given by~e.g., Ref. 7!

F«
vK~k!5AC«

2~k21k0
2!211/6,

~11!
FvK~k!5~11/6!ACv

2k2~k21k0
2!217/6.

Hereinafter, the superscript vK will refer to the von Karman
spectrum. Also in Eq.~11! A5 5/(18pG(1/3) )50.033,
G(1/3) is the Gamma-function,k0 is a characteristic wave
number of the turbulence, andC«

2 and Cv
2 are the structure

parameters of the random fields« and v, characterizing the
intensity of turbulence. Strictly speaking,F«

vK(k) and
FvK(k) in Eq. ~11! should also contain a sharp cutoff factor
like
exp(2k2/km

2 ), where km55.92/h0, and h0 is the Kolmog-
orov microscale of turbulence. But this factor can be omitted
since for most cases of sound propagation in random media
l@h0.6,7 Note thatFvK(k) contains a factork2. This factor
is a consequence of the assumption that¹•v50.9 On the
other hand,F«

vK(k) is the three-dimensional spectral density
of temperature fluctuations which is not required to have a
factor k2. Following classical theories of waves in random
media,3–5 we assume thatF«

vK does not have this factor and
is given by Eq.~11!. Modeling homogeneous and isotropic
turbulence by an ensemble of turbules16 also shows that
F«

vK(k) does not contain the factork2 analogous to that in
equation forFvK(k).

It follows from Eqs.~4! and ~11! that, for the von Kar-
man spectrum, the effective three-dimensional spectral den-
sity Feff is given by

Feff
vK~0,k!5AS C«

21
22

3

Cv
2

c0
2

k2

k21k0
2D ~k21k0

2!211/6.

~12!

Substituting the functionsF«
vK and FvK from Eq. ~11! into

Eqs. ~5! and ~6! and calculating the integrals overk yields
the correlation functionsB«(R) andBRR(R) for the von Kar-
man spectrum

B«
vK~R!5

G~1/3!

p22/3A3
C«

2k0
22/3~k0R!1/3K1/3~k0R!, ~13!

BRR
vK ~R!5

G~1/3!

p22/3A3
Cv

2k0
22/3~k0R!1/3K1/3~k0R!. ~14!

Here K1/3 is the modified Bessel function of the order 1/3.
Substituting Eqs.~13! and ~14! into Eq. ~2! one obtains the
correlation functionBeff(R) for the von Karman spectrum

Beff
vK~R!5

G~1/3!k0
22/3~k0R!1/3

p22/3A3
H C«

2K1/3~k0R!

1
4Cv

2

c0
2 FK1/3~k0R!2

k0r 2

2R
K2/3~k0R!G J .

~15!

For this spectrum, the variancesmov
2 of the random field«mov

can be obtained from Eq.~15!

smov,vK
2 5Beff

vK~0!5
G2~1/3!k0

22/3

p24/3A3
H C«

21
4Cv

2

c0
2 J . ~16!

The Kolmogorov and Gaussian spectra have most
widely been used previously for calculating the statistical
moments of a sound field propagating in a random
medium.1,3,4,7 For the Kolmogorov spectrum, the three-
dimensional spectral densities of temperature and medium
velocity fluctuations,F« and F, and the structure functions
of temperature and medium velocity fluctuations,D« and
DRR, are given by3,9

F«
K~k!5AC«

2k211/3, FK~k!5~11/6!ACv
2k211/3, ~17!

D«
K~R!5C«

2R2/3, DRR
K ~R!5Cv

2R2/3. ~18!

Here the superscript K refers to the Kolmogorov spectrum. A
comparison between Eqs.~11! and ~17! reveals that
F«

vK(k)'F«
K(k) andFvK(k)'FK(k) if k@k0. For the Kol-

mogorov spectrum, the correlation functionsB«
K andBRR

K do
not exist. Note that, if the correlation functionB(R) of a
random field does exist, it is related to the structure function
D(R) of this field by3,5

D~R!52@B~0!2B~R!#. ~19!

For the Gaussian spectrum, the three-dimensional spec-
tral densities of temperature and medium velocity fluctua-
tions and the corresponding correlation functions are given
by1,6

F«
G~k!5

s«
2l 3

8p3/2
e2k2l 2/4, FG~k!5

sv
2k2l 5

32p3/2
e2k2l 2/4, ~20!

B«
G~R!5s«

2e2R2/ l 2, BRR
G ~R!5sv

2e2R2/ l 2. ~21!

Hereinafter, the superscript G will refer to the Gaussian spec-
trum. In Eqs.~20! and ~21!, l is the correlation length of
medium inhomogeneities, ands«

2 andsv
2 are the variances of

« andvR . The functionsF«
vK(k) andF«

G(k), and the func-
tions FvK(k) and FG(k) have similar dependences onk if
k!k0 andk!1/l .

The relationship betweenC«
2 , Cv

2 , k0 in Eq. ~11! and
s«

2 , sv
2 , l in Eq. ~20! can be obtained by comparing the

correlation functionsB«
vK(R) andB«

G(R), and by comparing
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the correlation functionsBRR
vK (R) andBRR

G (R). We shall as-
sume that the variance of« is the same for both the von
Karman and Gaussian spectra:B«

vK(0)5B«
G(0); and simi-

larly for the variance ofvR : BRR
vK (0)5BRR

G (0). Substitution
of Eqs.~13!, ~14!, and~21! into these equalities allows one to
expresss«

2 in terms ofk0 andC«
2 , andsv

2 in terms ofk0 and
Cv

2 :

s«
25

G2~1/3!

p24/3A3
C«

2k0
22/3>0.523C«

2k0
22/3,

~22!

sv
25

G2~1/3!

p24/3A3
Cv

2k0
22/3>0.523Cv

2k0
22/3.

To obtain the relationship betweenl andk0, we shall assume
that the correlation functionsB«

vK(R) and B«
G(R) have the

same integral length, and that the integral length ofBRR
vK (R)

andBRR
G (R) is also the same:

E
0

`

dRB«
vK~R!5E

0

`

dRB«
G~R!,

~23!

E
0

`

dRBRR
vK ~R!5E

0

`

dRBRR
G ~R!.

SubstitutingB«
vK(R) andB«

G(R) from Eqs.~13! and~21! into
Eq. ~23! and calculating the integrals overR yields the rela-
tionship betweenl andk0:

l 5
2G~5/6!

G~1/3!
k0

21>0.843k0
21 . ~24!

The same relationship is obtained when substitutingBRR
vK (R)

andBRR
G (R) from Eqs.~14! and ~21! into Eq. ~23! and cal-

culating the integrals overR.
Equations~22! and ~24! are important relationships ob-

tained in the paper. They allow one to expresss«
2 , sv

2, andl
appearing in the Gaussian spectra in terms ofC«

2 , Cv
2, andk0

appearing in the von Karman spectra. Also these relation-
ships allow us to compare the von Karman, Kolmogorov and
Gaussian spectra. It is worthwhile to do such a comparison in
the space domain, i.e., to compare the structure functions of
temperature and medium velocity fluctuations for the spectra
involved.

The structure functions of temperature and medium ve-
locity fluctuations for the von Karman spectrum,D«

vK(R) and
DRR

vK (R), can be obtained by substitution of Eqs.~13! and
~14! into Eq. ~19!. These structure functions, normalized by
s«

2 andsv
2 , are given by

DRR
vK ~R!/sv

25D«
vK~R!/s«

2

52@12„22/3/G~1/3!…~k0R!1/3K1/3~k0R!#.

~25!

For the Kolmogorov spectrum, the normalized structure
functions of temperature and medium velocity fluctuations
can be obtained from Eqs.~18! and ~22!

DRR
K ~R!/sv

25D«
K~R!/s«

25„p24/3A3/G2~1/3!…~k0R!2/3.
~26!

For the Gaussian spectrum, the structure functions of tem-
perature and medium velocity fluctuations,D«

G(R) and
DRR

G (R), can be obtained by the substitution of Eq.~21! into
Eq. ~19!. The structure functions, normalized bys«

2 andsv
2 ,

are given by

DRR
G ~R!/sv

25D«
G~R!/s«

252@12exp~2R2/ l 2!#. ~27!

It follows from Eqs.~25!–~27! that the normalized structure
functions of temperature fluctuations coincide with those of
medium velocity fluctuations. The normalized structure func-
tions of temperature and medium velocity fluctuations for the
von Karman, Kolmogorov and Gaussian spectra versusk0R
are plotted in Fig. 1. It is seen from the figure that, as one
would expect fork0R!1 ~this corresponds tok@k0), the
normalized structure function for the von Karman spectrum
coincides with that for the Kolmogorov spectrum. In the op-
posite limiting casek0R@1 ~this corresponds tok!k0), the
normalized structure function for the von Karman spectrum
coincides with that for the Gaussian spectrum. This is
a consequence of the relationshipsB«

vK(0)5B«
G(0), BRR

vK (0)
5BRR

G (0) and those in Eq.~23!, assumed above. Because of
these equalities one would expect that the mean sound field
and the coherence function calculated for the von Karman
spectrum must coincide with those calculated for the Kol-
mogorov and Gaussian spectra in limiting cases. However,
only rigorous analysis, which is presented below in Secs.
II B–II D, can prove such equivalences and give their ranges
of applicability.

B. Mean sound field

Substituting Eq.~12! into Eq. ~10! and calculating the
integral overk yields the equation for the attenuation coef-
ficient g of the mean sound field for the von Karman spec-
trum of medium inhomogeneities

gvK5g«
vK1gv

vK5
3

10
p2Ak2k0

25/3S C«
21

4Cv
2

c0
2 D . ~28!

Hereg«
vK andgv

vK are the temperature and medium velocity
contributions togvK. Equation~28! is a new result in theories

FIG. 1. The normalized structure functions for temperature~medium veloc-
ity! fluctuations for the von Karman, Kolmogorov and Gaussian spectra
versus the normalized distancek0R.
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of waves in random media. This equation is valid both for
plane and spherical waves. For convenience in comparing
the temperature and medium velocity contributions tog and,
below, toG, we shall assume that

C«
254Cv

2/c0
2 . ~29!

If this equality were valid, the temperature and medium ve-
locity fluctuations would make the same contributions to the
variancesmov,vK

2 of the random field«mov, calculated for the
von Karman spectrum and given by Eq.~16!. Since the von
Karman spectrum becomes the Kolmogorov one fork0→`,
Eq. ~29! is also used for comparing the temperature and me-
dium velocity contributions to the statistical moments of a
sound field for the Kolmogorov spectrum of medium inho-
mogeneities. For the Gaussian spectrum, it can be shown
from Eqs.~2! and ~21! that the variance of the random field
«mov is given byBeff

G (0)5s«
214sv

2/c0
2 . The temperature and

medium velocity contributions to the variance are the same if
s«

254sv
2/c0

2 . This relationship can also be obtained from Eq.
~29! by replacingC«

2 andCv
2 by their values from Eq.~22!.

If Eq. ~29! is valid, g«
vK5gv

vK , i.e., the temperature and
medium velocity contributions togvK are the same.

For k0→0 in Eq. ~28!, one finds that the attenuation
coefficientgK for the Kolmogorov spectrum tends to infinity.
Hence the mean sound field^p&50 for this case.

For the Gaussian spectrum, the attenuation coefficient
gG has been calculated in Ref. 14

gG5g«
G1gv

G5
Apk2l

8
S s«

21
4sv

2

c0
2 D . ~30!

Here g«
G and gv

G are the temperature and medium velocity
contributions togG. Substituting Eqs.~22! and~24! into Eq.
~30! and comparing the resulting equation with Eq.~28!, it
can be shown thatg«

vK5g«
G, gv

vK5gv
G and, hence,gvK5gG.

These equalities actually are a consequence of the assumed
integral relationships betweenB«

vK andB«
G, and betweenBRR

vK

andBRR
G , given by Eq.~23!. Indeed, taking into account that

Feff is the Fourier transform ofBeff , Eq. ~10! can be written
asg5 (k2/4) *0

`dxBeff(x,0). Substitution of Eq.~2! into the
integrand of this equation yields

g5g«1gv5
k2

4
E

0

`

dxFB«~x!1
4

c0
2

BRR~x!G . ~31!

It can be shown easily from this equation and Eq.~23! that
g«

vK5g«
G, gv

vK5gv
G, andgvK5gG.

C. Coherence function of a plane wave

To calculate the coherence functionGp
vK of a plane wave

in a medium with the von Karman spectra of temperature
and medium velocity fluctuations, we substituteFeff

vK from
Eq. ~12! into Eq. ~7!. Calculations of the integral overk in
the resulting equation are presented in the Appendix. As a
result, one obtains

Gp
vK~x,r !5I pGp,«

vK ~x,r !Gp,v
vK ~x,r !. ~32!

HereGp,«
vK andGp,v

vK are the factors ofGp
vK due to sound scat-

tering by temperature and medium velocity fluctuations with
the von Karman spectrum, given by

Gp,«
vK ~x,r !

5expH 2
3

5
p2AC«

2k2k0
25/3xF12

G~1/6!

p S k0r

2
D 5/6

3K5/6~k0r !G J , ~33!

Gp,v
vK ~x,r !

5expH 2
12

5
p2A

Cv
2

c0
2

k2k0
25/3xF12

G~1/6!

p S k0r

2
D 5/6

3S K5/6~k0r !2
k0r

2
K1/6~k0r !D G J , ~34!

whereK5/6 andK1/6 are the modified Bessel functions of the
order 5/6 and 1/6, respectively. Using Eq.~28! for g«

vK and
gv

vK , Gp,«
vK andGp,v

vK can be rewritten as:

Gp,«
vK ~x,r !

5expH 22g«
vKxF12

G~1/6!

p S k0r

2
D 5/6

K5/6~k0r !G J , ~35!

Gp,v
vK ~x,r !

5expH 22gv
vKxF12

G~1/6!

p S k0r

2
D 5/6

3S K5/6~k0r !2
k0r

2
K1/6~k0r !D G J . ~36!

Equation~35! has been obtained in Ref. 8, while Eq.~36! is
a new result. It follows from these equations that the tem-
perature and medium velocity contributions to the coherence
function, Gp,«

vK and Gp,v
vK , are different even if Eq.~29! is

valid. Moreover, Gp,«
vK (x,r ).Gp,v

vK (x,r ) for all values of
r and g«

vKx5gv
vKx since K1/6(k0r ).0 for k0r .0. The

functionsGp,«
vK (x,r ) and Gp,v

vK (x,r ) are plotted in Fig. 2 for
g«

vKx5gv
vKx51.

Another way to compare the coherence functions
Gp,«

vK (x,r ) andGp,v
vK (x,r ) is to compare their coherence radii

FIG. 2. The temperature (Gp,«
vK , dashed line! and medium velocity (Gp,v

vK ,
solid line! contributions to the coherence function of a plane wave for the
von Karman spectrum.
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r p,« andr p,v , which are the most important characteristics of
the coherence functions. The coherence radiir p,« and r p,v
are determined by the following equations:

Gp,«
vK ~x,r p,«!5Gp,«

vK ~x,0!/e,
~37!

Gp,v
vK ~x,r p,v!5Gp,v

vK ~x,0!/e.

According to Eqs.~37!, the coherence radii determine a sepa-
ration between two points on a wavefront, at which the co-
herence functions are decreased by a factor ofe. It follows
from Eqs. ~35!–~37! that the coherence radiir p,« and r p,v
satisfy the following equations:

2g«
vKxF12

G~1/6!

p S k0r p,«

2
D 5/6

K5/6~k0r p,«!G51 , ~38!

2gv
vKxF12

G~1/6!

p S k0r p,v

2
D 5/6S K5/6~k0r p,v!

2
k0r p,v

2
K1/6~k0r p,v!D G51. ~39!

It is seen from Eqs.~38! and~39! that the normalized coher-
ence radiik0r p,« andk0r p,v depend only ong«

vKx andgv
vKx,

respectively. The normalized coherence radii are obtained
by numerical solution of these equations and are plotted
in Fig. 3 as functions ofg«

vKx5gv
vKx. In the figure,

g«
vKx5gv

vKx>1/2. Note that Eq.~38! has no solution for
k0r p,« if g«

vKx,1/2 since the expression in the square brack-
ets in Eq.~38! is always less than 1. Equation~39! has either
two or no solutions fork0r p,v if gv

vKx,1/2, which are not
discussed here for brevity. Figure 3 shows thatr p,«.r p,v for
all values ofg«

vKx5gv
vKx. Also it is seen from the figure that

k0r p,«→` if g«
vKx→1/210. On the other hand,k0r p,v

reaches the finite value 2.26 forgv
vKx51/2. It also follows

from Fig. 3 thatk0r p,«→0 and k0r p,v→0 if g«
vKx5gv

vKx
→`. The ratior p,« /r p,v of the coherence radii tends to in-
finity for g«

vKx5gv
vKx→1/210, rapidly drops to a value of

about 1.5 forg«
vKx5gv

vKx;1, and reaches the minimal value
(11/6)3/551.44 if g«

vKx5gv
vKx→`.

Let us compare the coherence functionGp
vK calculated

for the von Karman spectrum with those calculated for the
Kolmogorov and Gaussian spectra. To do this, we shall con-
sider two limiting cases of Eqs.~35! and~36!. The first lim-
iting case is k0r !1 or r !l. Expanding the functions
K5/6(k0r ) and K1/6(k0r ) into series in terms ofk0r , one
obtains

Gp,«
vK ~x,r !5expH 22g«

vKxF 3p21/3

5G2~5/6!
~k0r !5/32

3

2
~k0r !2

1O~k0r !11/3G J if k0r !1, ~40!

Gp,v
vK ~x,r !5expH 22gv

vKxF 11p21/3

10G2~5/6!
~k0r !5/323~k0r !2

1O~k0r !11/3G J if k0r !1. ~41!

Now we compare Eqs.~40! and ~41! with the temperature
and medium velocity contributions to the coherence function
of a plane wave for the Kolmogorov spectrum, given by

Gp,«
K ~x,r !5exp~2BC«

2k2r 5/3x!,
~42!

Gp,v
K ~x,r !5expS 2B

22

3

Cv
2

c0
2

k2r 5/3xD ,

where B5 @A3G2(1/3)#/@27/35G(2/3)# 50.364. The equa-
tion for Gp,«

K is presented in Ref. 4. According to the theory
developed in Ref. 6, the equation forGp,v

K is obtained from
the equation forGp,«

K by replacingC«
2 by (22/3)Cv

2/c0
2 . Sub-

stituting the values ofg«
vK andgv

vK , given by Eq.~28!, into
Eqs.~40! and~41! and omitting terms proportional to (k0r )2

and (k0r )11/3, one obtains thatGp,«
vK (x,r )5Gp,«

K (x,r ) and
Gp,v

vK (x,r )5Gp,v
K (x,r ). Thus in the limiting casek0r !1, the

temperature contributions to the coherence functions for the
von Karman and Kolmogorov spectrum are the same, and so
are the medium velocity contributions toG for these spectra.
This result is due to the fact that the structure functions of
temperature fluctuations for the von Karman and Kolmog-
orov spectra coincide fork0R!1 ~see Fig. 1!, and hence so
do the structure functions of medium velocity fluctuations.

The second limiting case isk0r @1. Replacing
K5/6(k0r ) and K1/6(k0r ) in Eqs. ~35! and ~36! by their as-
ymptotes for large values of arguments yields

Gp,«
vK ~x,r !5expH 22g«

vKx

3F12
G~1/6!~k0r !1/3

Ap24/3
e2k0r G J if k0r @1,

~43!

FIG. 3. The normalized coherence radiik0r p,« ~dashed line! and k0r p,v
~solid line! for a plane wave and the von Karman spectrum.
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Gp,v
vK ~x,r !5expH 22gv

vKxF12
G~1/6!~k0r !1/3

Ap27/3

3S 19

9
2k0r De2k0r G J if k0r @1. ~44!

Let us compare these equations with the temperature and
medium velocity contributions to the coherence function of a
plane wave for the Gaussian spectrum, given by Ref. 14

Gp,«
G ~x,r !5exp$22g«

Gx@12e2r 2/ l 2#%,
~45!

Gp,v
G ~x,r !5expH 22gv

GxF12S 12
r 2

l 2 D e2r 2/ l 2G J .

For k0r @1, second terms in the square brackets in Eqs.
~43!–~45! can be neglected. Taking into account thatg«

vK

5g«
G and gv

vK5gv
G, one obtainsGp,«

vK 5Gp,«
G 5exp(22g«

vKx)
and Gp,v

vK 5Gp,v
G 5exp(22gv

vKx). Thus if k0r @1, the tem-
perature contributions to the coherence functions for the von
Karman and Gaussian spectra are the same, so are the me-
dium velocity contributions toG for these spectra. This is
due to the fact that the structure functions for temperature
and medium velocity fluctuations for the von Karman spec-
trum coincide with those for the Gaussian spectrum for
k0R@1, see Fig. 1.

The medium velocity contributions to the coherence
functions for the von Karman, Kolmogorov and Gaussian
spectra versusk0r are plotted in Fig. 4~a! and ~b! for gv

vKx

50.1 andgv
vKx5100, respectively. It is seen from the figures

that Gp,v
vK (x,r )'Gp,v

K (x,r ) for k0r !1, and thatGp,v
vK (x,r )

'Gp,v
G (x,r ) for k0r @1. The same result has been obtained

above analytically. It follows from Fig. 4~a! that Gp,v
vK (x,r )

'Gp,v
K (x,r ) for rather small values ofk0r , which are less

than 0.1. This is due to the fact that the ratio of the second
and first terms in the square brackets in Eq.~41! is of the
order of (k0r )1/3. This ratio tends to zero rather slowly when
k0r→0.

Figure 4~a! and ~b! for the coherence functions for
gv

vKx50.1 and 100, and similar figures for the coherence
functions for other values ofgv

vKx, which have been obtained
but not presented in the paper, allow us to make the follow-
ing conclusion. Forgv

vKx,0.5, the coherence function
Gp,v

G (x,r ) approximates the coherence functionGp,v
vK (x,r )

practically for all values ofr , while Gp,v
K (x,r ) andGp,v

vK (x,r )
are different for most values ofr @e.g., see Fig. 4~a!#. If gv

vKx
is greater than 1 and less than 30 or so,Gp,v

vK (x,r ) is some-
where betweenGp,v

K (x,r ) and Gp,v
G (x,r ). Finally, for large

values ofgv
vKx>100, the coherence functionGp,v

K (x,r ) ap-
proximates the coherence functionGp,v

vK (x,r ) rather well,
while Gp,v

G (x,r ) and Gp,v
vK (x,r ) differ significantly @see Fig.

4~b!#. Note that the same conclusion is valid for the tempera-
ture contributions to the coherence functions,Gp,«

vK (x,r ),
Gp,«

K (x,r ), and Gp,«
G (x,r ), if they are compared for small,

moderate and large values ofg«
vKx.

D. Coherence function of a spherical wave

Using Eqs.~7! and ~8!, the coherence functionGs of a
spherical wave can be expressed in terms of the coherence
function Gp of a plane wave~e.g., see Ref. 7!

Gs~x,r ,r1!5
I s

~4px!2
expH ikr•r1

x
1E

0

1

dt ln
Gp~x,rt !

I p
J .

~46!

SubstitutingGp
vK(x,r ) from Eqs.~32!, ~35!, and~36! into Eq.

~46!, one obtains the following equation for the coherence
function of a spherical wave in a medium with the von Kar-
man spectra of temperature and medium velocity fluctuations

Gs
vK~x,r ,r1!5

I sexp$ ikr•r1 /x%

~4px!2
Gs,«

vK ~x,r !Gs,v
vK ~x,r !.

~47!

Here Gs,«
vK (x,r ) and Gs,v

vK (x,r ) are the factors ofGs
vK due to

sound scattering by temperature and medium velocity fluc-
tuations, given by

Gs,«
vK ~x,r !5expH 2

2g«
vKx

k0r

3E
0

k0r

dtF12
21/6t5/6

G~5/6!
K5/6~ t !G J , ~48!

FIG. 4. The medium velocity contributions to the coherence function of a
plane wave for the von Karman (Gp,v

vK , solid line!, Kolmogorov (Gp,v
K , dash-

dotted line! and Gaussian (Gp,v
G , dashed line! spectra.~a! gv

vKx50.1 and~b!
gv

vKx5100.
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Gs,v
vK ~x,r !5expH 2

2gv
vKx

k0r
E

0

k0r

dtF12
21/6t5/6

G~5/6!

3S K5/6~ t !2
t

2
K1/6~ t ! D G J . ~49!

Equations~48! and ~49! are new results obtained in this pa-
per. It follows from Eqs.~48! and ~49! and the inequality
K1/6(t).0 that Gs,«

vK (x,r ).Gs,v
vK (x,r ). Gs,«

vK (x,r ) and
Gs,v

vK (x,r ) are plotted in Fig. 5 forg«
vKx5gv

vKx510, respec-
tively.

The equations for the coherence radiir s,« andr s,v of the
coherence functionsGs,«

vK (x,r ) andGs,v
vK (x,r ) can be obtained

from Eqs.~48! and ~49!:

2g«
vKxE

0

k0r s,«
dtF12

21/6t5/6

G~5/6!
K5/6~ t !G5k0r s,« , ~50!

2gv
vKxE

0

k0r s,v
dtF12

21/6t5/6

G~5/6!
S K5/6~ t !2

t

2
K1/6~ t ! D G5k0r s,v .

~51!

The normalized coherence radiik0r s,« and k0r s,v are ob-
tained by numerical solution of Eqs.~50! and~51!. They are
plotted in Fig. 6 as functions ofg«

vKx5gv
vKx. It follows from

the figure thatr s,«.r s,v for all values ofg«
vKx5gv

vKx. Also it
is seen from the figure thatr s,«→0 and r s,v→0 if g«

vKx

5gv
vKx→`, and thatr s,«→` and r s,v→` if g«

vKx5gv
vKx

→1/210. The ratior s,« /r s,v of the coherence radii is 2 for
g«

vKx5gv
vKx51/2 and tends to the minimal value (11/6)3/5

51.44 forg«
vKx5gv

vKx→`.
Now we compare the coherence function of a spherical

wave for the von Karman spectrum with those for the Kol-
mogorov and Gaussian spectra. First consider the limiting
casek0r !1. Expanding the functionsK5/6(t) andK1/6(t) in
Eqs.~48! and~49! into series in terms oft and calculating the
integrals overt, one obtains

Gs,«
vK ~x,r !5expH 22g«

vKxF 9p~k0r !5/3

28/35G2~5/6!
2

~k0r !2

2

1O~k0r !11/3G J if k0r !1, ~52!

Gs,v
vK ~x,r !5expH 22gv

vKxF 33p~k0r !5/3

211/35G2~5/6!
2~k0r !2

1O~k0r !11/3G J if k0r !1. ~53!

The temperature and medium velocity contributions to
the coherence function of a spherical wave for the Kolmog-
orov spectrum are given by

Gs,«
K ~x,r !5exp$2 3

8 BC«
2k2r 5/3x%,

~54!

Gs,v
K ~x,r !5expH 2

11

4
B

Cv
2

c0
2

k2r 5/3xJ .

The equation forGs,«
K is presented in Ref. 4. The equation for

Gs,v
K is obtained from the equation forGs,«

K by replacingC«
2

by (22/3)Cv
2/c0

2.6. In Eqs. ~52! and ~53!, the terms propor-
tional to (k0r )2 and (k0r )11/3 can be omitted for the consid-
ered casek0r !1. Then, replacingg«

vK andgv
vK by their val-

ues given by Eq.~28!, it can be shown from Eqs.~52!–~54!
that Gs,«

vK (x,r )5Gs,«
K (x,r ) and Gs,v

vK (r )5Gs,v
K (r ). In other

words, ifk0r !1, the temperature contributions to the coher-
ence function for the von Karman and Kolmogorov spectra
are equal and so are the medium velocity contributions to the
coherence functions for these spectra.

Let us consider the opposite limiting casek0r @1. Re-
placingGp(r ) in Eq. ~46! by its asymptotic for larget, given
by Eqs.~32!, ~43!, and ~44!, and then calculating the inte-
grals overt yields

Gs,«
vK ~x,r !5expH 22g«

vKxF12
Apg~4/3,k0r !

G~5/6!21/3k0r
G J

if k0r @1 , ~55!

Gs,v
vK ~x,r !5expH 22gv

vKxF12
7Apg~4/3,k0r !

9G~5/6!24/3k0r
G J

if k0r @1 . ~56!

Hereg(4/3,k0r ) is the incomplete gamma-function.

FIG. 5. The temperature (Gs,«
vK , dashed line! and medium velocity (Gs,v

vK ,
solid line! contributions to the coherence function of a spherical wave for
the von Karman spectrum.

FIG. 6. The normalized coherence radiik0r s,« ~dashed line! and k0r s,v
~solid line! for a spherical wave and the von Karman spectrum.
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The temperature and medium velocity contributions toG
for the Gaussian spectrum are given by15

Gs,«
G ~x,r !5expH 22g«

GxF12
Ap l

2r
erfS r

l D G J , ~57!

Gs,v
G ~x,r !5expH 22gv

GxF12
Ap l

4r
erfS r

l D2
1

2
e2r 2/ l 2G J ,

~58!
where erf(r / l ) is the error-function. For the considered case
k0r @1, only the first terms in the square brackets in Eqs.
~55!–~58! need be retained. Taking also into account that
g«

vK5g«
G andgv

vK5gv
G yields Gs,«

vK 5Gs,«
G 5exp(22g«

vKx) and
Gs,v

vK 5Gs,v
G 5exp(22gv

vKx). These relationships coincide with
those obtained for the case of plane wave propagation.

The functionsGs,v
vK (x,r ), Gs,v

K (x,r ), and Gs,v
G (x,r ) are

plotted in Fig. 7~a! and ~b! for gv
vKx50.1 andgv

vKx5100,
respectively. It follows from the figures thatGs,v

vK (x,r )
'Gs,v

K (x,r ) for small values ofk0r , and that Gs,v
vK (x,r )

'Gs,v
G (x,r ) for large values ofk0r . Also it can be shown

from Fig. 7~a! and~b! and similar figures for other values of
gv

vKx, which have been obtained but not presented in the
paper, that, for small values ofgv

vKx,0.5,Gs,v
G (x,r ) approxi-

mates Gs,v
vK (x,r ) practically for all values of r , while

Gs,v
K (x,r ) differs from Gs,v

vK (x,r ) significantly @e.g., Fig.
7~a!#. If gv

vKx is greater than 1 and less than 30 or so,
Gs,v

vK (x,r ) is somewhere betweenGs,v
K (x,r ) and Gs,v

G (x,r ).
Finally, for large values ofgv

vKx>100, Gs,v
K (x,r ) approxi-

matesGs,v
vK (x,r ) rather well, whileGs,v

G (x,r ) and Gs,v
vK (x,r )

are significantly different@Fig. 7~b!#. The same result is valid
for the temperature contributions to the coherence functions,
Gs,«

vK (x,r ), Gs,«
K (x,r ), and Gs,«

G (x,r ), when comparing them
for different values ofg«

vKx.

III. CONCLUSIONS

Line-of-sight sound propagation of plane and spherical
waves in a medium with the von Karman spectra of tempera-
ture and medium velocity fluctuations has been considered.
The mean sound field, the coherence functions of plane and
spherical waves and their coherence radii have been calcu-
lated analytically and numerically. The temperature and me-
dium velocity contributions to the attenuation coefficient of
the mean sound field are shown to be the same provided that
C«

254Cv
2/c0

2 , see Eq.~29!. On the other hand, the tempera-
ture and medium velocity contributions to the coherence
functions of plane and spherical waves and their coherence
radii are different. Note that in previous theories of sound
propagation in random media, the temperature and medium
velocity contributions to the statistical moments of a sound
field were assumed incorrectly to be the same.

It has been shown that, in the limiting casesk0r !1 and
k0r @1, the coherence functions of plane and spherical
waves for the von Karman spectrum of medium inhomoge-
neities coincide with those calculated for the Kolmogorov
and Gaussian spectra. The coherence functions of plane and
spherical waves for the spectra involved have also been com-
pared for different values ofg«

vKx5gv
vKx. It is shown that,

for small values ofg«
vKx5gv

vKx,0.5, the coherence function
for the von Karman spectrum can be approximated by that
for the Gaussian spectrum practically for all values ofk0r
and differs significantly from that for the Kolmogorov spec-
trum. For moderate values ofg«

vKx5gv
vKx from 1 to 30 or so,

the coherence function for the von Karman spectrum is
somewhere between those for the Kolmogorov and Gaussian
spectra. Finally, for large values ofg«

vKx5gv
vKx>100, the

coherence function for the von Karman spectrum can be ap-
proximated by that for the Kolmogorov spectrum and differs
markedly from that for the Gaussian spectrum.

Note that the von Karman spectrum is a more ‘‘realis-
tic’’ spectrum of medium inhomogeneities than the Gaussian
one. There has always been a concern whether one can use
the Gaussian spectrum in theories of waves in random me-
dia. The approximate coincidence between the coherence
functions of plane and spherical waves for the von Karman
and Gaussian spectra, shown above fork0r @1 or for small
values of g«

vKx5gv
vKx, supports the use of the Gaussian

spectrum in theories of waves in random media. Note that
such a coincidence will probably occur if other ‘‘reason-
able,’’ finite spectra with relationships similar to those in
~22! and ~23! are used instead of the Gaussian spectrum.
However, the Gaussian spectrum has been almost exclu-
sively chosen from such spectra in the literature. Therefore it
is worthwhile to compare the coherence functionG and other
statistical moments of a sound field for the von Karman and
Gaussian spectra.

In the atmosphere, inhomogeneities of the order of or
greater than the outer scale of turbulence 1/k0 are anisotropic

FIG. 7. The medium velocity contributions to the coherence function of a
spherical wave for the von Karman (Gs,v

vK , solid line!, Kolmogorov (Gs,v
K ,

dash-dotted line! and Gaussian (Gs,v
G , dashed line! spectra.~a! gv

vKx50.1
and ~b! gv

vKx5100.
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~e.g., Ref. 12!. Therefore some precautions must be taken
when using the results obtained in the present paper for stud-
ies of sound propagation through a turbulent atmosphere.
However, these results can be directly applied to the study of
sound propagation through a turbulent jet where the medium
velocity fluctuations are isotropic and their spectrum can be
approximated fairly well by the von Karman spectrum. The
coherence function of a spherical wave after passing through
a turbulent jet has been measured.17 A comparison between
these measurements and theoretical predictions of the coher-
ence function has been reported.18 The geometry of the ex-
periment involved was a bit different from that considered in
the present paper because the source was located at a certain
distance from the turbulent jet so there was no interaction of
sound with turbulence on the path leg from source to the jet.
However, the coherence function is calculated in Ref. 18 by
the same approach as that used in the present paper and is
similar to Gs,v

vK given by Eq.~49!. Reference 18 has clearly
shown that the theoretical predictions of the coherence func-
tion based on the approach of the present paper are in good
agreement with experimental data from Ref. 17 while those
based on the previous theories do not agree with experimen-
tal data.
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APPENDIX: CALCULATIONS OF THE COHERENCE
FUNCTION FOR A PLANE WAVE

In this Appendix, the coherence functionGp
vK(x,r ) of a

plane wave in a medium with the von Karman spectra of
temperature and medium velocity fluctuations is calculated.
Substitution ofFeff

vK from Eq. ~12! into Eq. ~7! yields the
equation forGp

vK :

Gp
vK~x,r !5I pexpH 2p2Ak2xE

0

`

dk
k@12J0~kr !#

~k21k0
2!11/6

3S C«
21

22

3

Cv
2

c0
2

k2

k21k0
2D J . ~A1!

Let Gp
vK(x,r )5I pGp,«

vK (x,r )Gp,v
vK (x,r ), where Gp,«

vK and Gp,v
vK

are the temperature and medium velocity factors ofGp
vK .

Then,

Gp,«
vK ~x,r !5exp$2p2AC«

2k2x~ I 12I 2!%, ~A2!

Gp,v
vK ~x,r !5expH 2

22

3
p2A

Cv
2

c0
2

k2x~ I 32I 4!J , ~A3!

where the integralsI 1, I 2, I 3 , andI 4 are given by

I 15E
0

`

dk
k

~k21k0
2!11/6

, I 25E
0

`

dk
kJ0~kr !

~k21k0
2!11/6

,

~A4!

I 35E
0

`

dk
k3

~k21k0
2!17/6

, I 45E
0

`

dk
k3J0~kr !

~k21k0
2!17/6

.

The integralI 1 is straightforward:I 15(3/5)k0
25/3. The inte-

gral I 2 can be calculated by using a reference integral from
Ref. 19:

I 25
21/63

5G~5/6!
S r

k0
D 5/6

K5/6~k0r !. ~A5!

SubstitutingI 1 and I 2 into Eq. ~A2!, one obtains the desired
formula for Gp,«

vK :

Gp,«
vK ~x,r !5expH 2

3

5
p2AC«

2k2k0
25/3x

3F12
G~1/6!

p S k0r

2
D 5/6

K5/6~k0r !G J . ~A6!

Calculation of the integralI 3 is straightforward: I 3

5(18/55)k0
25/3. Calculation of the integralI 4 is more in-

volved. Using Ref. 19, one obtains

I 45
18

55
k0

25/3
1F2S 2;

1

6
,1;

k0
2r 2

4
D

1
G~25/6!r 5/3

28/3G~11/6!
1F2S 17

6
;
11

6
,
11

6
;
k0

2r 2

4
D . ~A7!

Here 1F2 is the generalized hypergeometric function. The

generalized hypergeometric function1F2(2; 1
6,1; k0

2r 2/4) on
the right hand side in Eq.~A7! can be written in the follow-
ing equivalent form:

1F2S 2;
1

6
,1;

k0
2r 2

4
D 5GS 1

6D (
n50

`

@11n#
~k0

2r 2/4!n

G~n11/6!n!

5GS 1

6D H (
n50

`
~k0

2r 2/4!n

G~n1125/6!n!
1

k0
2r 2

4
(
n50

`
~k0

2r 2/4!n

G~n1111/6!n!
J

5GS 1

6D $~k0r /2!5/6I 25/6~k0r !1~k0r /2!11/6I 1/6~k0r !%. ~A8!

736 736J. Acoust. Soc. Am., Vol. 104, No. 2, Pt. 1, August 1998 Ostashev et al.: Coherence functions of plane and spherical waves



The first line in this equation is obtained from a definition of1F2. Removing the square brackets in this line yields the second
line. When writing the third line, we have taken into account that the first series in the second line is equal to
(k0r /2)5/6I 25/6(k0r ), whereI 25/6 is the modified Bessel function, while the second series is equal to (k0r /2)11/6I 1/6(k0r ).

The generalized hypergeometric function1F2( 17
6 ; 11

6 , 11
6 ;k0

2r 2/4) can be manipulated similarly:

1F2S 17

6
;
11

6
,
11

6
;
k0

2r 2

4
D 5GS 11

6 D (
n50

` F11
6n

11G ~k0
2r 2/4!n

G~n111/6!n!

5GS 11

6 D H (
n50

`
~k0

2r 2/4!n

G~n1115/6!n!
1

6

11

k0
2r 2

4
(
n50

`
~k0

2r 2/4!n

G~n11111/6!n!
J

5G~ 11
6 !$~k0r /2!25/6I 5/6~k0r !1 6

11 ~k0r /2!1/6I 11/6~k0r !%. ~A9!

Substituting 1F2(2; 1
6,1; k0

2r 2/4) and 1F2( 17
6 ; 11

6 , 11
6 ;

k0
2r 2/4) from Eqs.~A8! and ~A9! into Eq. ~A7!, using the

equality I 11/6(k0r )5I 21/6(k0r )2 (5/3k0r )I 5/6(k0r ), and
taking into account thatK2n(z)5Kn(z)5(p/2)@ I 2n(z)
2I n(z)/sin(pn)#, one obtains the formula forI 4:

I 45
21/69G~1/6!

55p
S r

k0
D 5/6FK5/6~k0r !2

k0r

2
K1/6~k0r !G .

~A10!

Substitution ofI 3 and I 4 into Eq. ~A3! results in the desired
formula for Gp,v

vK

Gp,v
vK ~r !5expH 2

12

5
p2A

Cv
2

c0
2

k2k0
25/3xF12

G~1/6!

p S k0r

2
D 5/6

3S K5/6~k0r !2
k0r

2
K1/6~k0r !D G J . ~A11!

Note that the integralI 4 has been calculated indepen-
dently in Ref. 20 by making the substitutionJ0(x)
5(2/x)J1(x)2J2(x) in Eq. ~A4! and then using reference
integrals. Both approaches give the same result, Eq.~A10!,
that confirms its validity.
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An important part of the general problem of the Arctic climate change is the monitoring of the Fram
Strait, which lies between Greenland and Spitsbergen. For this reason it is reasonable to apply
acoustic methods which are proven to be effective in acoustic ocean thermometry, acoustic
tomography, etc. Knowledge of the main peculiarities of sound signal propagation in this region is
needed to estimate the feasibility of applying remote acoustic methods. To this end computer
simulation of sound signal propagation in the Fram Strait environment was performed, based on
oceanographic data obtained by the R/V POLARSTERNexpedition. The presence of stable eigenrays
in Fram Strait environmental conditions is demonstrated, typical values of acoustic signal travel
time fluctuations due to environmental variations are determined, and the temperature effect on the
signal travel time variation is considered. Sensitivity estimates for measurement of the average
ocean temperature across Fram Strait is considered in two approaches: by calculating travel time
changes along selected stable eigenrays, and by determining the cumulative sum of the whole
envelope of the signals passed along water-borne paths. ©1998 Acoustical Society of America.
@S0001-4966~98!05808-1#

PACS numbers: 43.30.Pc, 43.30.Qd@DLB#

INTRODUCTION

General circulation models~GCMs! predict global
warming, which is most visible in the Arctic region.1–5 A
potentially effective way to measure ocean and region scale
average ocean temperature over time is to use the Acoustic
Thermometry method. This method’s effectiveness has been
demonstrated by several experimental projects. The Heard
Island Feasibility Test~HIFT!6 demonstrated that even at
global ranges, acoustic signals permit phase-coherent pro-
cessing and thus yield favorable signal-to-noise levels. The
Trans-Arctic Acoustic Propagation Experiment~TAP!7–9

showed that the modal dependence of signal travel times is
apparently consistent with a warming of the Atlantic Inter-
mediate Water in the Arctic Ocean. The Greenland Sea To-
mography Experiment, at path lengths ofl .200 km, was
successfully performed to study deep-water formation,10,11

gyre circulation dynamics and acoustic noise,11,12 and sound
propagation and scattering.13,14

To use the Acoustic Thermometry method for global
climate change monitoring, it is necessary to separate ambi-
ent variability from global warming. This cannot be done
without determining the boundary conditions, particularly in
such a crucial area as the Fram Strait between Greenland and
Spitsbergen, where the warm Atlantic water flows into the
Arctic basin. A promising method of permanently monitor-
ing temperature and current velocity of the Atlantic water
penetrating into the Arctic Ocean through the Fram Strait is
acoustic signal travel time measurement in the cross section

of the strait, which has a typical width of 300 km and depth
of 2700 m. The method is based on the fact that the propa-
gation time of acoustic pulses along the rays connecting a
source and a receiver~eigenrays! is determined primarily by
the distributions of temperature and longitudinal stream ve-
locity components. This allows the acquisition of appropriate
data from acoustic measurements in an acoustic tomography
framework.15 Knowledge of the main peculiarities of sound
signal propagation in the Fram Strait environment is needed
to estimate the feasibility of applying remote acoustic meth-
ods. It is necessary to consider several questions: Are there
any stable eigenrays in the Fram Strait environment; what is
the typical value of acoustic signal travel time fluctuation
due to environmental variations in comparison to the effects
of ice scattering and rough surface; and what is the tempera-
ture effect on the signal travel time variation? First approach
is to estimate the sensitivity of acoustic measurements to the
average temperature in the Fram Strait cross section. These
are the main issues to which this paper is addressed.

Sound wave propagation in the Fram Strait is strongly
dependent on the variable environmental conditions. Oceanic
mesoscale eddies have diameters of 20–50 km, lifetimes of
at least 20 days, vertical structures penetrating to depths of
500–1000 m with the most significant variations over the
first 100 m, and advection rates of 5–15 km per day.16,17

These inhomogeneities influence the sound signal propaga-
tion, giving rise to fluctuations in the signal’s travel time.
The fluctuations act as ‘‘background noise’’ in measure-
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ments of the average time of signal propagation, which in
turn depends on the average ocean temperature along the
propagation path.

It should be noted that eddies and vortex pairs in the
Fram Strait have relatively short lifetimes, length scales, and
timescales compared to mid-ocean eddies.18–20 This fact al-
lows us to reduce the random influences of the environmen-
tal variation on the signal travel time measurement by aver-
aging with respect to the pathway and the time of
measurement. Corresponding estimates is given in Sec. II.
Strong temperature changes associated with ocean fronts of-
ten occur in the region of a mid-ocean eddy, causing strong
sound-speed gradients and consequently anomalous acoustic
propagation.21,22

Normal modes and rays are commonly employed repre-
sentations of the acoustic field generated by a point source in
water. Since the signal frequency range in most underwater
acoustic applications is from several hundred to a thousand
Hz ~which is optimal for acoustical probing at distances of
several hundred kilometers!, the variation of the refractive
properties of the medium is small over the acoustic wave-
length, and one can use a geometric acoustical ray
representation.23 The basic parameter for the ray calculation
is the sound-speed value, or refractive index distribution over
the ocean in the area of interest. This is a function of all three
spatial coordinates plus time.

We limit our study to a Fram Strait winter environment
disturbed by the presence of ocean eddies measured in
March, considering the environmental perturbations as due
to the processes that occur next to an ice edge24 and therefore
the most emphasized amplitude. That is why we hope to
obtain an upper estimate of the feasibility of acoustic meth-
ods to detect the temperature trend when upper ocean layer
heating occurs.

The oceanographic model used in our approach is de-
scribed in the first section. We develop numerical models for
acoustic signal propagation in the region under consider-
ation, with different subsurface layer temperatures. Two ap-
proaches are used. The first or ‘‘deterministic’’ approach is
based on selecting the most stable rays and determining the
time variation of the signal propagating along them due to
environmental variations. The second or ‘‘statistical’’ ap-
proach consists of defining trends in the signal arrival spec-
trum caused by the temperature changes, and computing av-
erage parameters of the arriving signal ensemble. In a
complex environment such as the Fram Strait, many closely
spaced multipaths exist which are difficult to resolve. There-
fore it is more effective to use broad characteristics of the
entire arrivals in a lower resolution inversion. The signal
arrival time fluctuations caused by ocean inhomogeneity are
obtained both from computational experiments and from
analytical estimates. By comparing the magnitude of the
fluctuations induced by temperature changes with the regular
variations in arrival time, it is possible to estimate the sensi-
tivity of the acoustic method.

I. OCEANOGRAPHIC MODEL

To model the sound propagation in the Fram Strait, a
region along 79 °N latitude was chosen where an oceano-

graphic cross section was performed by the R/V PO-

LARSTERN expedition in March 1993. A map of the region
with the main currents scheme,25 as well as the positions of
the acoustic transmitter (T) and receiver (R), is shown in
Fig. 1. Figure 2 shows the isolines of sound speed in the
vertical cross section of the strait along the sound pathway,
as received by parabolic interpolation of the experimental
data obtained by R/V POLARSTERN, and reflects the acoustic
features of this region.

As is seen in Fig. 2, the larger spatial variations in sound
speed on this pathway were observed in the upper layers of
the ocean. The ocean inhomogeneities that lead to changes in

FIG. 1. Ocean currents structure~B. G. Hurdle, 1986, Ref. 13! and the Fram
Strait acoustical pathway.T and R indicate transmitter and receiver posi-
tions.

FIG. 2. Isolines of the sound velocity in the Fram Strait cross section. Depth
in m, distance in km,T andR indicate transmitter and receiver positions.
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sound speed can be assumed to vary randomly in time and
space. The horizontal spatial scale of the sound-speed inho-
mogeneity has been shown to be about of 30 km, and the
sound speed can vary by 10 m/s at such a spatial scale. The
position of the sound source was chosen carefully; it had to
allow us to select certain eigen rays emitted at angles of
moderate slope.

Rays from a shallow source will be propagated mostly in
the subsurface waveguide through a number of oceano-
graphic inhomogeneities. These inhomogeneities can
strongly affect the rays so they change their structure
~through a number of reflections from the sea surface!. This
makes the signal propagation process more complicated for
the problem under consideration. For a deeper source the
length of the ray cycle increases and the number of ray in-
terceptions with the perturbed subsurface layer decreases at
the strait width. In addition, the deeper rays can touch the
bottom and scatter there.

The rays chosen for modeling should enter the region of
temperature variation, stay there sufficiently long with re-
spect to propagation time, and be stable as well. These de-
mands are conflicting, but a compromise can be reached by
properly positioning the sound source and receiver. In accor-
dance with Snell’s Law, a ray will cross a surface if its sound
speed at the lowest depth of its turn exceeds its speed next to
the surface. Taking into account that in a subsurface layer the
sound speed is about 1460 m/s~see Fig. 2!, for such a critical
speed the value 1475 m/s was taken, which was observed at
a depth of 1800 m. With this consideration in mind, we
consider the pathway in the eastern part of the Fram Strait.
The sound source is placed in our model at a depth of 500 m,
160 km distant from Prince Karl Land coast in a region of
the ocean of more than 1800 m in depth, and the receiver is
placed 200 km to the west of the source at depths of 100,
200, and 300 m. Only water-borne rays are taken into ac-
count. The main bottom ray train is separated from the
water-borne rays for different environmental realizations at
time interval 30–70 ms. Only one or pair of them~depending
on environmental realization! is mixed with the water-borne
ray train ~with those ones which exit at the angle more than
0.09 rad!. For example, for omnidirectional source only two
rays exist which once touch bottom in time interval of
136.95 s. These rays could be separated by the angle resolu-
tion array application. The vertical array of 10–30 m long
can separate the water-borne rays which exit angle does not
exceed the range of20.08 to10.08 rad. Bottom rays exist
only for more steeper exit angles—more than 0.09 rad.
Among water-borne rays, stable rays are present in this
source–receiver configuration. These rays have a maximum
of five sea surface interceptions. Such rays are stable in the
sense that variations of the ocean environment will not
change the number of reflections from the sea surface. They
reflect from the surface, crossing the subsurface layer where
the most water temperature variation takes place, but not
touching the bottom.

Vertical profiles of sound speed, calculated at different
points based on the measurements made by Polarstern in
March 1993, are presented in Fig. 3. The environment under
consideration is characterized by a minimum value ofc(z) at

the sea surface~subsurface sound waveguide!, which is typi-
cal for winter. In the east part of the path~left side of Fig. 3!
one morec(z) minimum is at the depth of 600 m. It corre-
sponds to the warm water inlet from the Atlantic at the ho-
rizon of 100–400 m depth. In the western part of the strait
the cold and less saline Arctic water does not penetrate to
large depths and flows in a subsurface layer. The second
minimum ofc(z) vanishes there. These profiles were consid-
ered as initial steps to further calculations of the sound
propagation in a variable environment. Then, two ensembles
of sound speed distributions were constructed. One was ob-
tained by shifting the sound speed field horizontally to simu-
late oceanographic variability and numerically estimate the
signal arrival time fluctuations. Another set of profiles was
generated to model the ocean surface layer heating.

We consider isotropic ocean turbulence in each horizon-
tal plane of our model. This means that the spatial scale of
correlation of random oceanographic inhomogeneities is the
same in any direction in a horizontal plane. Therefore, when
we are shifting oceanographic data in any direction by more
than the scale of spatial correlation we obtain an oceano-
graphic realization for which the statistical properties will be
uncorrelated with the initial realization. This provides the
possibility of calculating typical values of the signal travel
time variation in a changing environment. We choose a path
far from the area where warm currents occur in our simula-
tion because one cannot regard this oceanographic inhomo-
geneity as a random one. Further, it was assumed that the
temperature changes take place in the upper 200-m layer,
which is the most perturbed layer of the ocean.16,17 The cor-
responding sound speed variations were approximated as
follows:15

Dc

c
.aDT, a53.0931023/°C. ~1!

DT is an ocean water temperature variation in °C. The varia-
tions in sound speed were added to the initial sound-speed
profiles in the upper 200-m subsurface layer. The modified
sound-speed profiles were obtained by exponential matching
of the profiles used initially in the deeper layer of the ocean.

FIG. 3. Sound velocity profiles at different distances along the trace. Labels
indicate the sound speed~in m/s! at the 1-km depth.
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II. VARIATION IN TRAVEL TIME OF SIGNALS DUE TO
WARMING OF THE UPPER OCEAN LAYER

Statistical ensembles of the sound-speed fields were con-
structed from specific parts of the general hydrographic data
distribution presented in Fig. 2. The space between source
and receiver forms a stationary path of 200 km length. Figure
4 shows an example of paths for which the acoustic signal is
touching the sea surface four or five times. Inhomogeneity
variation on the acoustical pathway was modeled following
Ref. 26 by shifting of the measured environment pattern
~plotted in Fig. 2! with respect to both source–receiver and
bottom configuration with a 10-km step of each. In the pro-
cess of computer modeling 11 pattern of environmental con-
ditions on the path of 200 km between source and receiver
were considered. The total environmental shift was 100 km,
which corresponds roughly to the three spatial intervals of
the arrival time correlation function so the main features of
the travel time variation has been taken into account. As a
result this model gives the possibility of calculating a typical
value of the signal travel time variation due to changing
ocean inhomogeneities.

The warming of the upper layer of the sea also affects
acoustic signal travel time. For good travel time resolution, it
is necessary to use broadband high-frequency signals that
have periods smaller than the time delay of interest. To avoid
excessive wave damping the frequency should not be too
high. In experiments using long paths in the ocean~more
than 1000 km!, signals of several tens of Hz are used. The
sound signal path in the Fram Strait is a few hundred kilo-
meters long; therefore, signals with frequencies of several
hundred Hz should be used. The sound field in this frequency
range normally can be analyzed by ray representation. One
can consider the signal travel time as the propagation time
along one of the rays between the transmitter and the re-
ceiver. If the depths of the transmitter and the receiver are
appropriately chosen, the signal travel time along one of sev-
eral rays can differ significantly from the travel time along
other rays. Thus if the signal frequency band is relatively
broad, it is possible to separate the signals passing along the
different rays.

A numerical code was used to calculate the ray structure
of the sound field. This provides the sound field level

through both coherent and noncoherent summations of the
sound signals propagating along different rays in the inho-
mogeneous ocean. The code takes into account the sound
wave attenuation in a homogeneous ocean, anomalies of
sound signal propagation due to inhomogeneities of the me-
dium and sound signal damping due to the sound signal re-
flection at the sea surface and sea bottom. At program input,
the sound-speed distribution in the ocean is given, and the
positions of the sound source and receiver are specified.
Propagation times for the sound signal along the pathway
were calculated for different surface layer temperatures. The
amplitudes and arrival times of acoustic signals, propagating
along different rays, vary as the environment changes. Stable
rays sensitive to surface temperature variation were chosen
for the simulations. Three receiver positions were considered
at depths of 100 m (R1), 200 m (R2), and 300 m (R3),
respectively. The ray pattern is presented in Fig. 4. The rays
are presented for signal reception at levels of 100 m and 300
m. One of them~Ray 4s! propagates initially downward and
experiences four reflections; the other~Ray 5s! propagates
initially upward and has five contacts with the sea surface.

The variation of the hydrographic environment changes
the ray paths and can lead to the disappearance of some of
the rays. Ray 4s at receiverR1 is absent for the initial envi-
ronmental condition; it appears after the first shift and disap-
pears again on the fourth shift. For receiverR3 , Ray 4s dis-
appears at the final shift. At all receivers, Ray 4s disappears
at the four-step shift to the right, while at the three-step shift
this ray disappears only at receiversR1 and R2 . In all the
other cases, this ray is stable.

Table I shows the arrival times of signals propagated
along Ray 5s for receivers placed at depths of 100 m, 200 m,
and 300 m, along with root-mean-square~rms! values of ar-
rival time fluctuations averaged over 11 realizations.

Ray 5s is emitted upward from the source, therefore it
propagates in the upper inhomogeneous layer for a longer
time than Ray 4s, which makes it more sensitive to the en-
vironmental variations along this route. Table I demonstrates
that arrival time fluctuations along the moderately steep ray
due to mesoscale inhomogeneities are on the order of 30 ms.

Travel times for sound signals propagating along Rays
4s and 5s were calculated for different temperatures of the
upper 200-m subsurface layer. Typical results are given in
Fig. 5, where the amplitudes and arrival times of the signal
propagating along the different rays are presented. In Fig. 6,
the propagation times for Rays 4s and 5s, received at differ-
ent levels (R1—100 m, R2—200 m, R3—300 m!, are pre-
sented as a function of change in ocean temperature. Figure 6
shows that the 5s ray remains as a stable one in a rather
restricted interval of temperature variation~about 0.5 °C!,

FIG. 4. Paths of the 4s and 5s rays along the trace. Rays 4s and 5s contacted
the sea surface four and five times, respectively.

TABLE I. Arrival times of signals.

Receiver
depth
~m!

Mean value
Ray 5s
time ~s!

rms arrival time
fluctuations

~ms!

100 137.027 41 32.0
200 137.014 50 29.0
300 137.003 14 27.1
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while the 4s ray is proved to be stable in a more vast area of
temperature change. The slopes of the curves correspond to
gradients of 29 ms/°C for Ray 4s and 37 ms/°C for Ray 5s.

Increasing the average temperature leads to subsurface
sound refraction. Calculation shows that Ray 5s is stable up
to a temperature increment of about 0.5 °C. Ray 4s, having a
steeper slope at the source, continues to exist for temperature
increases up to 2 °C. A smaller degree of heating in upper
ocean layers can be measured using the rays with gentle

slopes, as long as they are stable enough with respect to the
effects of mesoscale inhomogeneities. However, in such a
case the exit angles should be sufficiently large to prevent
the ray’s changing type due to mesoscale inhomogeneity.

Numerical evaluation of the signal propagation time and
its variation shows that warming of the ocean’s upper layer
can be measured and averaged by using acoustic travel time
techniques. The sensitivity of temperature evaluation de-
pends on the signal processing procedure. For one travel
time measurement, the error will be on the order of the of the
signal fluctuation, or 30 ms~Table I!, corresponding to a
temperature measurement error of about 1 °C.

The warming of the ocean’s upper layer is on a larger
timescale, however, compared to that of mesoscale variabil-
ity. This means that it is possible to apply well-known signal
processing methods to suppress undesirable signal
fluctuations.27 In this case, the fluctuation of the signal ar-
rival time will decrease as the inverse of the square root of
the number of statistically independent measurements. The
evaluation of sensitivity can be performed on the timescales
of ocean warming and mesoscale inhomogeneities. For the
typical mesoscale eddies, having diameters of 20–50 km and
drift rates of 5–15 km per day, one can estimate the time
correlation interval for the environmental variation in any
cross section as about 3 days. In the case of a homogeneous
random process, the signal storage procedure can suppress
the travel time fluctuations up toA365/3'10 times per year
observations. Appropriate acoustic feasibility to measure
mean subsurface layer temperature can reach;0.1 °C over a
year-long monitoring period. For a more precise evaluation,
it is necessary to use data on seasonal variation of the envi-
ronment.

Standard sound sources at frequencies of several hun-
dred Hz usually have a signal frequency band of about 100
Hz; this leads to time resolution of signal arrivals of 10 ms.
The closely arriving rays produce an interference pattern, the
structure of which varies with environmental change. To
some degree this can be considered as noise and be sup-
pressed by averaging procedures.

In addition to mesoscale inhomogeneities, acoustic sig-
nal fluctuations can be produced by other types of environ-
mental perturbations, for example, by the effects of surface
or internal waves. Waves can affect the arrival time of a
signal propagating along the rays and mask the effects of
ocean temperature change. The motion of surface waves af-
fects the rays reflecting at the sea surface,28,29and causes the
arrival times of the signals to fluctuate. The rms of the signal
phase fluctuations is determined mainly by the Rayleigh pa-
rameterDu52qj sinx, whereq is the signal wave number,
j is the rms surface displacement, andx is the grazing angle
measured from the smoothed surface. The propagation time
fluctuations are determined by the equationDt.AnDu/v,
where v is signal frequency andn is the number of ray
surface contacts. For the grazing anglex;0.1 rad,n54, and
for q.4m21 ~for signal frequency 1 kHz!, one can obtain an
estimation Dt;1 ms for the surface root-mean-square
roughness valuej.1 m. Somewhat more complicated is the
problem of estimating the influence of ice on the travel time
fluctuations. Theoretical research conducted with respect to

FIG. 5. Arrival patterns for different subsurface layer temperature. Distance
between transmitter and receiver is 200 km, source depth 500 m, receiver
depth 300 m.DT represents temperature change from the initial state.

FIG. 6. Propagation timet variation as a function of the temperature change
for 4s and 5s rays. Curves 1, 2, and 3 correspond to receiver depth 100 m,
200 m, and 300 m.
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the Greenland Sea tomography experiment14 shows that the
acoustic signal can be influenced by the ice covered sea sur-
face in the rms travel time fluctuation ofDt;1 – 10 ms for a
path 121 km long when the acoustic ray comes to the water–
ice interface four times in a variety of ice cover conditions.
The travel time change due to ice interface is approximately
proportional to the propagating range~number of reflec-
tions!. Therefore we can conclude that thec(z) variation
leads to stronger travel time fluctuations than the ice cover in
the environmental conditions under consideration. This result
is closely related with the remark of Jinet al.14 that the ice
travel time signals can be negligible at Greenland Sea for
paths of hundred km long; and only for newly formed keels,
which have very low shear sound speed, the ice induced
errors are appreciable.

As to the effects of internal waves, one can refer to the
results of a field experiment done in the Barents Sea polar
front region.30 For shallow water sound transmission,Dt
.10 ms was registered there for high-frequency internal
waves~more then 10 cycles per day!. It is possible that in
deeper water, such as that in Fram Strait where perturbations
are concentrated in a subsurface layer, the travel time fluc-
tuations for steep rays will not exceed 10 ms, which fluctua-
tions can be suppressed by storage signal processing.

III. CUMULATIVE SIGNAL STORAGE

Another method of signal processing is to deal with sig-
nals as a whole, without considering that separate parts
propagate along different rays. Increasing ocean temperature
generally leads to decreasing propagation times. To detect
this trend against the random travel time fluctuations, it is
natural to use a statistical approach. One procedure is to use
an algorithm based on cumulative sum considerations. The
cumulative summation procedure is widely used in seismol-
ogy for investigating the statistical spreading of earthquake
shocks in time.31 In our case we consider the cumulative sum
with respect to the total train of arrival timest i , correspond-
ing to the signal propagation along the different rays. When
one arranges the signal arrival times in order of increasing
value t1,t2,t3 ...,tN , the cumulative sum can be written
as

S~ t !5
1

N H 0 t,t1

i t i<t,t i 11

N t.tN

. ~2!

The normalization factor 1/N is used to compare the
results of the calculation for signal realizations with different
numbers of rays. The cumulative sum computation proce-
dure is as follows:

d the signal threshold is defined;
d the appropriate amplitude of the signal propagating along

the chosen rays is normalized to 1 if its value is higher
than the threshold; otherwise it is set to 0;

d the normalized amplitude of each successive signal is
added to the sum of normalized amplitudes of the preced-
ing signals in order of signal arrival time;

d the total sum is normalized with respect to the number of
terms in the series.

Thus the cumulative sum corresponds to a transfer func-
tion for the medium in which the sound signal propagates.
The following analysis of the cumulative sum is based on the
computation of the linear regression coefficients ofS(t) with
respect to the timet i of signal arrival. In other words, the
coefficientsa andb are defined for the expressionati1b in
accord with the least-squares method of minimizing

(
i 51

N

~S~ t i !2ati2b!2. ~3!

This procedure is outlined in Fig. 7, which shows the
arrival signal pattern@Fig. 7~a!#, the threshold signal@Fig.
7~b!#, and the cumulative sum~solid line! and regression line
~dotted line! @Fig. 7~c!# as a function of time. Regression
lines corresponding to different temperatures of the layer are

FIG. 7. Schematic outline of the cumulative sum derivation. Arrival pattern
~a!; exceeding the threshold amplified and limited signals~b!; cumulative
sum ~solid line! and the regression line~dotted line! as a function of the
arrival time ~c!.
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presented in Fig. 8 as a function of signal arrival times. In
Fig. 8, labels indicate the subsurface layer temperature in-
creaseDT (DT50 corresponds to the initial state of the
environment! and the hydrographic pattern shift. So~0 °C, 0
km! corresponds to the initial environment realization~0 °C,
30 km! to that shifted at 30 km, and (DT °C, 0! to the
realization with increased subsurface layer temperature. The
difference in slope of these two lines indicates the influence
of ‘‘background noise’’ produced by mesoscale inhomoge-
neities. The other lines correspond to different degrees of
warming of the upper surface layer. It can be seen from the
plot that the slope of the lines increases as the temperature of
the ocean’s subsurface layers increases. The regression line
slope a as a function of water temperature is presented in
Fig. 9. The following illustrates the temperature dependence
of the regression line slope. The cumulative sum magnitude
is normalized; therefore the slope of the regression line de-
pends only upon the duration of the travel time difference

t5tN2t1 , wheretN , t1 are theNth and the 1st signal arrival
times, respectively. The steep rays are first to arrive and the
axial rays are last. For a winter-type hydrographic environ-
ment the waveguide axis is located near the sea surface, so
heating of the subsurface layer hastens the axial signal
propagation and decreases the arrival-signal pattern duration.
This effect can be approximated as follows.

Introducing a linear approximation for the cumulative
sum

S~Dt i !5a8Dt i1b8, ~4!

wherea8, b8 are constants, and bearing in mind thatS(0)
51/N andS(t)51, one getsb851/N!1 and

a8t1b8.a8t51. ~5!

The signal train durationt is related to the hydrographic data
as follows:

t~DT!.
1

c0
2 Dc~DT!. ~6!

We point out here thatDc(DT) depends on the subsurface
layer depthh, where temperature increases can be presented
as a first approximation asDc(DT)5Dc02(h/H)a8DT,
Dc0 being the sound-speed dispersion essential for wave-
guide sound propagation at the initial temperature,H is the
depth of the transmitter,a8DT corresponds to the sound-
speed variation with the change in the mean temperature of
the ocean’s upper layer, anda85ac0 , wherea is defined by
Eq. ~1!. Really, the faster ones are the deeper water rays
which come to the subsurface area only a few times and
therefore are only slightly influenced by the temperature
variation. The most dependent on temperature are the shal-
low water rays. They propagate mainly in a layer with thick-
ness of the orderH, whereH is the transmitter depth. Thus
the temperature effect on the most influenced shallow water
rays would be weighted by the factorh/H. Then:

a8.
1

t~DT!
.

c0
2

lDc~DT!
5

c0
2

l ~Dc02acDTh/H !
, ~7!

or for a8DT!Dc0 :

a8.
c0

2

lDc0
S 11

ha8DT

HDc0
D . ~8!

The temperature increment of the slopeaT85da8/dT is there-
fore equal:

aT85
ha8c0

2

HlDc0
2 .

The valueDc0 can be estimated from the signal train dura-
tion t0 at the initial mean temperature as

Dc0.
t0c0

2

l
; ~9!

therefore,

aT8.
ha8l

Ht0
2c0

2 . ~10!

FIG. 8. Cumulative sumS regression lines versus signal arrival times for
different subsurface layer temperatures. Labels indicate the subsurface layer
temperature increaseDT and the hydrographic pattern shift. Label~0 °C, 0
km! corresponds to initial environment realization,~0 °C, 30 km! to that
shifted at 30 km and (DT °C) to the realization with increased subsurface
layer temperature.

FIG. 9. The dependance of the regression line slopea upon the temperature
of the subsurface layer; circles present the result of numerical calculation;
solid line corresponds to Eq.~11!.
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As one can see in Fig. 5, the signal train durationt0 is
about 0.3 s. Thus for the path lengthl 5200 km, subsurface
layer thicknessh5200 m, transmitter depthH5500 m, tem-
perature factorac0.4.5 m/s/°C, andc0

2.23106 m2/s2, one
gets estimates of the slope temperature incrementaT8 :

aT852 s21~°C!21, ~11!

which corresponds in order of magnitude to the results of the
computer calculations presented in Fig. 9.

It is worthwhile to note that the cumulative sum with
temperature dependence is quite independent of the detailed
features of the environmental conditions. Computations
show a similar dependence of the cumulative sum on the
ocean surface layer temperature when the environmental fea-
tures are shifted by 30 km, i.e., more than the typical meso-
scale distance for the conditions considered here.

IV. CONCLUSION

Numerical simulation of acoustic sensing of ocean tem-
perature shows the main peculiarity of the acoustics method
application in such a crucial Arctic zone as Fram Strait,
which lies between Greenland and Spitsbergen. Signal travel
time variations caused by temperature changes in the upper
200-m surface layer were calculated using ray theory for
sound propagation on a path 200 km long. The modeling
demonstrated the presence of stable acoustic rays, which do
not change their type under ocean temperature variation. For
the source–receiver configuration considered here~source at
the depth of 500 m and the set of receivers at depths of 100,
200, and 300 m!, calculations reveal water-borne rays which
exit from the source at the angles of20.08 to10.08 rad, and
intersect the surface from 2 to 8 times. Among these are
stable rays in this source–receiver configuration. These rays
intersect the sea surface a maximum of five times, but they
remain stable only in a restricted range of temperature
change~about 0.5 °C!. Rays with the smaller number of sur-
face intersections prove to be more stable but less sensitive
to the temperature variations.

Two approaches are considered in the modeling. One of
them is based on selecting the stable rays and determining
the travel time variation. The second one consists of defining
the trend in the signal-arrival spectrum caused by the tem-
perature changes, and computing average parameters of the
arriving signal ensemble.

The arrival time fluctuations were investigated for
changing oceanographic data. Environmental data variation
was provided by shifting the entire sound-speed pattern hori-
zontally with respect to the transmitter-bottom-receiver con-
figuration for a distance essentially more than the scale of
ocean turbulence spatial correlation. For isotropic ocean tur-
bulence in each horizontal plane, when the spatial scale of
correlation of random oceanographic inhomogeneities is the
same in any direction in the horizontal plane, we obtain the
rms travel time fluctuations, for a signal propagated along
the 5s ray, close to 30 ms. This value is noticeably larger
than signal fluctuations due to surface scattering and ice
cover influences.

The temperature influence on the stable rays was evalu-
ated as a gradient of 29 ms/°C for Ray 4s and 37 ms/°C for
Ray 5s.

In the course of implementing the second approach there
were obtained the broad characteristics of wave arrival
groups to calculate the cumulative sum of signal amplitudes.
The temperature dependence of the arrival-pattern duration
leads to variation in the slope of the cumulative sum regres-
sion line. The analytical evaluation of the derivative of this
regression line slope with respect to temperature is in agree-
ment with the numerical results. The advantage of this
method is that it is based only on relative measurements of
arrivals duration. Measurement of the regression line slope
does not require as sophisticated an apparatus to match the
receiver and the source clock as is required for travel time
measurements. The cumulative sum procedure suggested for
signal processing presents the possibility of determining the
average temperature along an acoustic pathway in the ocean
without considering detailed arrival features.

To estimate the heat inflow from the Atlantic Ocean to
the Arctic basin, which is important for monitoring global
climate changes, it is also necessary to determine the stream
velocity distribution in the Fram Strait cross section. The
problems related to current velocity acoustic monitoring un-
der Fram Strait’s environmental conditions will be consid-
ered later.
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Coupled mode theory is applied to acoustic/elastic wave propagation in shallow water to examine
the effects of lateral heterogeneities and transverse isotropy on mode coupling and signals. A
numerical code is developed by applying the invariant imbedding technique to the coupled mode
theory. From the code, the reflection and transmission matrices and the forward/
backward-propagating wave fields in the frequency domain are generated for a range-dependent
medium. The effect of transverse isotropy of bottom sediment layers is also considered. Time
domain signals are synthesized with a 2-Hz bandwidth between 10 Hz and 12 Hz for the excitation
by a unit line force and for an incident fundamental mode. The generation of higher overtones and
the decay of the fundamental mode propagating in a range-dependent medium are clearly shown.
© 1998 Acoustical Society of America.@S0001-4966~98!06508-4#
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INTRODUCTION

This paper treats computational aspects of modeling
seismo-acoustic propagation in shallow water at low fre-
quencies. The model is one in which the frequency and bot-
tom geoacoustic properties are such that the bottom cannot
be treated as either a perfectly rigid reflector or as a simple
bulk absorber.

The shallow water/bottom/subbottom system form a
waveguide which, in the most general case, may contain
range-dependent geometry and material properties. The bot-
tom may also be anisotropic, but we are limited here to the
relatively simple case of transverse isotropy~TI!. The bottom
may also be poroelastic. However, we do not include that in
this work.

For our treatment of the range-dependent shallow water
signal propagation problem, we use Maupin’s~1988! formu-
lation in terms of local coupled modes. Maupin’s theory is
quite general, and treats models containing both fluid and
elastic layers. The elastic layers may be anisotropic, and both
range-dependent geometry and range-dependent material
properties are included. Nonplanar boundaries are handled in
an exact manner by transforming inhomogeneous boundary
conditions to homogeneous boundary conditions and adding
a source term to the equation of motion.

Odomet al. ~1996! studied the effect of transversely iso-
tropic sediments on normal modes and their coupling in shal-
low water. We have developed code which includes the ef-
fects of bottom shear, transverse isotropy, and quite general
range dependence.

A brief outline of Maupin’s coupled mode theory, and
its transformation to a numerically stable form by the invari-
ant imbedding technique are introduced in the first section.

In the second section, the reflection and transmission
matrices, the forward-propagating and backward-propagating
wave in the frequency domain, and signals in the time do-

main are numerically generated for a realistic range-
dependent shallow water model.

I. THEORY

In this section, we present the method based on
Maupin’s~1988! coupled mode theory. First, we briefly sum-
marized the coupled mode theory for layered fluid-elastic
media~Maupin, 1988!. Next, we introduce the invariant im-
bedding technique~IIT ! as applied to coupled mode theory
by Kennett~1984!. The evolution equation is converted to
coupled differential Riccati equations for the transmission
matrix and the reflection matrix. The transmission matrix
accounts for the interaction between the modes of the inci-
dent wave and those of the transmitted~or forward-
propagating! wave, and the reflection matrix describes the
coupling to the reflected~or backward-propagating! wave. In
the Appendix, we also represent the source as a decomposi-
tion of local modes.

A. Mode coupling in range-dependent media

Because our shallow water model consists of a fluid
layer over an elastic bottom, we employ the coupled mode
theory based on the local mode representation, as formulated
by Maupin ~1988! for fluid–elastic media. Only a brief out-
line of the theory, required for the development in the fol-
lowing subsections, is therefore given in this paper. Details
are given in Maupin~1988! and summarized in Odomet al.
~1996!. For the numerical implementation in the following
section, the range dependence is assumed to be confined in
the interval@xL ,xR# as illustrated in Fig. 1, and the boundary
conditions for the equation of motion are set according to
that interval.

The particle displacement vectorw5(wx ,wy ,wz) is
Fourier transformed with respect toy and t:
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w~x,z,ky ,v!5E
2`

1`E
2`

1`

w~x,y,z,t !

3exp~ ikyy2 ivt !dy dt. ~1!

The stress is

t5~T~ x̂1! T~ x̂2! T~ x̂3!!5~ t t2 t3!, ~2!

where the unit vectors of coordinates are (x̂1 ,x̂2 ,x̂3)
5( x̂,ŷ,ẑ) and the traction vector ist i5(t ix ,t iy ,t iz)

T for i
51,2,3. By introducing the six-component displacement-
stress vectoru5(w,t)T, the equation of motion and the con-
stitutive law for elasticity can be written as the first-order
system:

]u

]x
5Au2FS1F0 ~3!

with the boundary conditions

@ t3#m5@w#m50, ~4!

where the traction vector on the vertical plane whose surface
normal is x̂,t5t15(txx ,txy ,txz)

T, and the external source
FS and the effective sourceF0 resulting from nonplanar
boundaries are

FS5H 0

fSJ , ~5!

F05H 0

@ t#md~z2hm~x!!
J . ~6!

The sourceFS is the external source for the problem, i.e., the
source such as an explosion that provides the initial excita-
tion. The sourceF0 is a localized volume force located along
the interface which is converted from a traction discontinuity
at the interface by the representation theorem~Burridge and
Knopoff, 1964!. This sourceF0 depends linearly on the so-

lution of the local plane layered problem. We refer the reader
to Maupin’s~1988! original work or to the summary given in
Odomet al. ~1996! for details. The square brackets@•#m in
Eq. ~4! indicate the jump of the enclosed quantity across the
mth interface, taken from bottom to top. The range coordi-
nate,x in Eq. ~3!, represents the propagation direction and
the differential operatorA on the r.h.s. of Eq.~3! contains
only the derivatives with respect to the depth coordinate,z.
For horizontal transmission in transversely isotropic elastic
media, the displacement-stress vector can be written as

u5~wx 0 wz txx 0 txz!
T

for Rayleigh ~P-SV! waves, ~7!

u5~0 wy 0 0 txy 0!T

for Love ~SH) waves, ~8!

and in a fluid layer

u5S 1

iv
Vx 0 0 p 0 0D T

for acoustic waves, ~9!

where the symbolP represents the compressional waves,SV
the vertically polarized shear waves, andSH the horizontally
polarized shear waves. In Eq.~9!, p is the pressure,Vx is the
x component of the velocity. The matrix differential operator
A is

A5S A11 A12

A21 A22D . ~10!

For a TI elastic medium, the submatrices of the differential
operatorA are

A115S 0 iky

A22N

A

F

A

]

]z

iky 0 0

]

]z
0 0

D , ~11!

A125S 1

A
0 0

0
1

N
0

0 0
1

L

D , ~12!

FIG. 1. The figure illustrates the geometry of the range-dependent medium
modeled by the coupled Riccati equations, Eq.~31! and Eq.~32!. The range-
dependent region~II ! is sandwiched between two plane layered~range-
independent! regions~I! and~III ! that need not be the same. The integration
of Eq. ~31! and Eq.~32! proceeds backward from the pointxR to the point
xL .
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where the elastic parameters in a TI medium are defined for
horizontal transmission as~Takeuchi and Saito, 1972!

AA

r
[aH for P waves, ~15!

AL

r
[bV for SV waves, ~16!

AN

r
[bH for SH waves, ~17!

and for vertical transmission, they are given by

AC

r
[aV for compressional waves, ~18!

AL

r
[bV for shear waves. ~19!

a and b represent the compressional and shear velocities,
respectively, and subscriptsH and V denote the horizontal
and vertical propagation directions. For a fluid layer, the dif-
ferential operatorA is

A125S 1

v2

]

]z S 1

r

]

]zD1h 0 0

0 0 0

0 0 0

D , ~20!

A215S 2v2r 0 0

0 0 0

0 0 0
D , ~21!

A115A2250, ~22!

wherer is the density andh is the compressibility such that
the sound speedc5(1/hr)1/2. In 1-D range-independent
and 2-D range-dependent media, the matrix differential op-
eratorA can be written in block diagonal form indicating the
separation of theP-SVterms from theSH. This block diag-
onal form is also possible for TI media.

We represent the solution of the equation-of-motion~3!
as the superposition of forward~1! and backward~2!

propagating local modesur(z;x,6kr) multiplied by the
range-dependent mode amplitudecr(x), where a set of local
modes atx5x8 are computed from the locally equivalent
depth-dependent but range-independentstructure:

u5 Hw
t J 5(

r
cr

6~x!expS 7 i E
xs

x

kr~j!dj D Hwr~z;x!

tr~z;x! J ,

~23!

wherek(z) is the local horizontal wave number, andxs de-
notes the source point.

The decomposition into forward- and backward-
propagating waves in a continuously varying inhomogeneous
medium is not unique. Continuously varying in this case
means that all derivatives with respect tox are continuous,
i.e., the medium properties w.r.t. range are represented by
so-calledC` functions. Derivatives are considered continu-
ous if they vary slowly on the order of the wavelength. A
derivative for a given order may be considered discontinuous
if the change in the medium property derivative occurs on an
interval small with respect to the wavelength. If thenth range
derivative of the medium property is discontinuous, the re-
flection coefficient at the location of the discontinuity will be
O (en) wheree5l/L. The length of the inhomogeneous re-
gion is L and the wavelength isl. Schelkunoff~1951! gives
a particularly clear discussion of the details of reflection
from an inhomogeneous medium. The nonuniqueness of the
decomposition into forward- and backward-propagating
waves is not a problem as long as it is consistently applied. A
discussion of the nonuniqueness with an example is given by
Sluijter ~1970!.

By substituting Eq.~23! into the equation of motion~3!,
the evolution equation for the range-dependent mode ampli-
tudes is expressed in terms of both forward~1! and back-
ward ~2! propagating modes~Marquering and Snieder,
1995!:

]

]x S c1~x!

c2~x! D5S B11~x! B12~x!

B21~x! B22~x!
D S c1~x!

c2~x! D , ~24!

with the boundary conditions

c15c0 at x5xL , ~25!

c250 at x5xR . ~26!

The left boundary condition is the excitation at the beginning
of the inhomogeneous section at (x5xL), and is in fact, the
response at (x5xL) due to the sourcefS. This is discussed
further in the Appendix. MatricesB11, B12, B21, and
B22 are then3n matrices of complex values and describe
forward-to-forward, forward-to-backward, backward-to-
forward, and backward-to-backward coupling, respectively.
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Vectorsc1 andc2 aren31 column vectors, wheren is the
appropriate number of modes required to accurately model
the signal. The elements of matricesB11, B12, B21, and
B22 depend linearly on the range gradients of the material
properties and quadratically on the local medium eigenfunc-
tions. The derivation ofB matrices follows from the effec-
tive source termF0 in Eq. ~6! and the orthogonality of the
local modes. A complete discussion is given by Maupin
~1988!, and a summary is in Odomet al. ~1996!.

B. Invariant imbedding

If we specify a geometry defined by a heterogeneous
region sandwiched between two homogeneous~plane lay-
ered! regions, and assume a signal incident from the left onto
the heterogeneous region, Eq.~24! defines a 2n32n bound-
ary value problem~BVP! for the amplitudes of the forward-
and backward-propagating modes. A schematic of a range-
dependent medium is shown in Fig. 1. The boundary values
arec1(xL), known atx5xL on the left side of the heteroge-
neous region, andc2(xR)50 on the right side of the hetero-
geneous region atx5xR . Stable numerical solution of the
two point boundary value problem defined by Eq.~24! and
the two boundary values is problematic due to the presence
of both growing and decaying mode amplitudes within the
heterogeneous region. This situation is exacerbated if the
heterogeneous region is extended in range. Kennett~1984!
and Marquering and Snieder~1995! applied the invariant im-
bedding technique~IIT ! to the evolution equation~24! and its
boundary conditions~25! and~26!. The main strategy of IIT
is to reformulate the original BVP in terms of the associated
initial value problems~IVP’s! via the Riccati transformation
~e.g., Dieci, 1992!.

The procedure~Marquering and Snieder, 1995! is to de-
fine a transmission matrixT(xR ,xL) that connects the
c1(xL) on the left side of the heterogeneous region with the
c1(xR) on the right side of the heterogeneous region

c1~xR!5T~xR ,xL!c1~xL!. ~27!

In addition a reflection matrixR(xR ,xL) is defined that re-
lates the backscattered componentc2(xL) from the hetero-
geneous region to the forward-propagating component
c1(xL) at the left side of the heterogeneous region

c2~xL!5R~xR ,xL!c1~xL!. ~28!

We differentiate Eqs.~27! and ~28! with respect toxL

]

]xL
c1~xL!5

]

]xL
Tc1~xL!1T

]

]xL
c1~xL!50, ~29!

]

]xL
c2~xL!5

]

]xL
Rc1~xL!1R

]

]xL
c1~xL!. ~30!

The derivatives of the amplitude vectors are replaced with
their expressions from Eq.~24!, andc2(xL) can be removed
from the equation using Eq.~28!. After removing a common
factor of c1(xR), we arrive at coupled matrix differential
Riccati equations~DRE! for the reflection and transmission
matrices for the heterogeneous region:

]

]xL
R5B211B22R2RB112RB12R ~31!

and

]

]xL
T52TB112TB12R, ~32!

with the initial conditions

T~xR ,xR!5I and R~xR ,xR!50. ~33!

I is then3n identity matrix.
Now we investigate the existence and the stability of the

solutions of coupled matrix DRE’s~31! and ~32! from the
properties of the coupling matrixB. We can decompose the
coupling matrix into the amplitude and the phase:

Bqr
115

1

kq2kr B̂qr
11 expH i E

xs

x

~kq~j!2kr~j!!djJ , ~34!

Bqr
125

1

kq1kr B̂qr
12 expH i E

xs

x

~kq~j!1kr~j!!djJ , ~35!

Bqr
215

1

2kq2kr B̂qr
21 expH i E

xs

x

~2kq~j!2kr~j!!djJ ,

~36!

Bqr
225

1

2kq1kr B̂qr
22 expH i E

xs

x

~2kq~j!1kr~j!!djJ .

~37!

The amplitudeB̂qr is a function of material properties and
the eigenfunctions ofqth and rth modes. Since the eigen-
functions ofqth backward-propagating mode equals that of
the forward-propagating mode, and the eigen wave number
kq is merely replaced with2kq for the backward-
propagating mode, the amplitudeB̂ becomes

B̂qr
115B̂qr

125B̂qr
215B̂qr

22[B̂qr . ~38!

From the anti-Hermicity of the coupling matrixB̂ ~Maupin,
1988!,

$B11%†52B11, ~39!

$B12%†5B21, ~40!

$B22%†52B22, ~41!

it can be proved that the amplitudeB̂ is also anti-Hermitian,
e.g.,

$Bqr
11%†52

1

kq2kr B̂qr
† expS i E

xs

x

~kq~j!2kr~j!!dj D ,

~42!

2Bqr
115

1

kq2kr B̂qr expS i E
xs

x

~kq~j!2kr~j!!dj D , ~43!

where † represents the adjoint. Therefore, by equating Eq.
~42! and Eq.~43!,

B̂†52B̂. ~44!

If we assume that there is no wave propagation in they-
direction, i.e., the wave numberky50, and there is no mode
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coupling between Rayleigh waves~P-SV! and Love waves
~SH!, then the elements ofB̂ become pure real@see Eq.~25!
of Maupin, 1988# and the amplitude matrixB̂ becomes anti-
symmetric:

B̂T52B̂, ~45!

whereT is the transpose. From the antisymmetry ofB, the
following properties can be derived:

$B22%T52B11, ~46!

$B12%T5B12, ~47!

$B21%T5B21, ~48!

i.e., the coupling matrixB(x) is the particular~pointwise!
Hamiltonian~Dieci, 1992!:

B̂~x!5S B11 B12

B21 2B11TD , ~49!

and B12T5B12, B21T5B21. When the coupling matrix
B(x) is the particular Hamiltonian, the DRE for the reflec-
tion matrix ~31! becomes thesymmetricDRE. Under condi-
tion ~49!, all solutions of Eq.~31! are symmetric~Dieci,
1992!:

RT~xR ,xL!5R~xR ,xL!, ~50!

and existence and monotonicity properties are guaranteed,
which do not generally hold for other DRE’s. The symmetry
of the reflection matrix reduces the number of matrix ele-
ments to be numerically solved fromN2 to N(N11)/2. It
also provides a useful check on the accuracy of computation
for the test.

For numerical computation of the transmission and the
reflection matrices, the DRE for the transmission matrix
equation~32! must be solved after the DRE for the reflection
matrix equation~31! is numerically integrated backward
from the pointXR .

One advantage of the invariant imbedding approach is
that there are built in checks on the accuracy. The reflection
matrix R can be checked for symmetry. In addition, energy
conservation demands that

uRu21uTu25I . ~51!

Other numerically stable techniques for solving the
coupled mode evolution equation~24! are Mattheij’s~1985!
continuous decoupling transform, employed by Evans
~1986a,b! for a range-dependent fluid medium, and the very
powerful Lanczos method used by Knobles~1994!.

Mattheij’s continuous decoupling transformation was
used by Evans~1986a! to stabilize the Thomson~1950!–
Haskell ~1953! propagator matrix technique. The dependent
variables in the Thomson–Haskell method are usually the
stress and displacement, whereas the IIT takesR and T as
the dependent variables. Because the two methods are solv-
ing the same boundary value problem, it is of course possible
to transform one method to the other~Buchen and Ben-
Hador, 1996!. There are, however, significant algorithmic
differences between Mattheij’s stabilized Thomson–Haskell
method and the IIT~Evans, 1986b!. Knobles~1994! found
Lanczos’ method to converge rapidly, and it appear to have

numerical advantages for very large problems. Although we
have found the computation of the local mode bases to be the
most time consuming aspect of the problem.

We have adopted the IIT because of the built in numeri-
cal checks stated above, and easily accessible intermediate
products of the computation.

II. NUMERICAL RESULTS

In this section we study the effect of the transverse isot-
ropy, and the range dependence on the coupling matrix, the
transmission matrix, the reflection matrix, the forward-
propagating and the backward-propagating wave fields in the
frequency domain, and the synthetic signals for a range-
dependent shallow model. The codeDISPER80~Saito, 1988!
is used to generate the eigenfunctions of the local modes,
from which the coupling matrixBqr is computed. By numeri-
cally integrating the coupled DRE Eqs.~31! and ~32!, the
transmission matrixT and the reflection matrixR are com-
puted for a given frequency. The forward-propagating and
the backward-propagating wave fields in the frequency do-
main are generated from the the matricesT andR. Signals in
the time domain are synthesized from the inverse Fourier
transformation of the spectral wave field.

The computations were carried out on a Sun SPARC-
station LX. The numerical process consists of four steps. The
first step is calculating the eigenfunctions of the local modes
for each point in range at one fixed frequency. The eigen-
functions for a set of local modes for our test problem re-
quire 2.6-Mbyte disk storage when only the first four modes
are computed. A disk space problem may be encountered
when generating multiple modes at multiple frequencies.
This problem can be overcome because the eigenfunctions
are no longer necessary after computing the transmission/
reflection matrices at a particular frequency. That is, all local
normal modes, except at the receiver point and the source
point, can be deleted at the end of the first step. For our
computational model~Fig. 2!, it takes 20 s of CPU time to
compute a set of four eigenfunctions at a single range point
for one frequency using double precision. We found that at
higher frequencies~20 Hz! for our low shear speed model,
quadruple precision was necessary to generate accurate
eigenfunctions. This significantly increased the computation
time. At the second step, the coupling matrixB is computed
from the eigenfunctions. The reflection/transmission matri-
cesR and T are computed by numerical integration of the
coupled DRE, which takes 143-s CPU time for one fre-
quency for our test model. Next, the wave fields in the fre-
quency domain are generated from matricesR andT. As the
last step, the signals in the time domain are synthesized by
inverse Fourier transforming the wave fields generated for
multiple frequency points. The third and the fourth steps take
relatively less CPU time than the first and the second steps.

A. Computational model

Our computational model consists of a heterogeneous
region (0 m<x<76 m) and two homogeneous~plane lay-
ered! regions (x,0 m) and (x.76 m). The slope of the in-
terfaces in the heterogeneous region varies up to 45°, and the
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material properties in each layer are assumed constant. The
material properties of the homogeneous region (x.76 m)
are the same as the model of Odomet al. ~1996!, which was
taken from Bergeet al. ~1991!. The model structure, the ve-
locity, and the density profiles are illustrated in Fig. 2. The
model consists of an isovelocity water layer over sediment
layers followed by the hard bottom. The thickness of a water
layer varies from 44 m to 20 m asx increases from 0 m to 76
m. The sediment layers are made of 12.5-m-thick TI upper
layers, followed by 12.5-m-thick isotropic lower layers.
There is a large contrast in the velocities and the density
between the sediments and a hard bottom. The TI layer is
characterized byh850.012 andf850, where the dimension-
less parameters~Takeuchi and Saito, 1972! are:

h8512h512
F

A22L
, ~52!

and

f8512f512
C

A
. ~53!

Values of

h850 and f850 ~54!

indicate isotropy. The departure from isotropy increases as
h8 and/orf8 change from 0. In Fig. 2, the vertical displace-
ment eigenfunction of the first four local modes are plotted
against depth at 10 Hz. The first mode, whose phase velocity
is 145.6 m/s, propagates along the water/sediment interface,
i.e., a Stoneley wave~Scholte wave!. The energy of the sec-
ond and the third modes are mainly confined within the sedi-
ment layers, while the fourth mode radiates into the hard
bottom.

The coupling matrixB is computed from the eigen wave
numbers and eigenfunctions of the local modes. These cou-
pling matrices become the coefficient matrices of the
coupled matrix DRE which will be solved in the following
subsection. The plots ofB are presented in Odomet al.
~1996!.

B. Reflection and transmission matrices and forward-
and backward-propagating wave fields

In this subsection, we describe the numerical solution of
the matrix DRE’s Eqs.~31! and ~32!. We solved for the
reflection and transmission matrices with FORTRAN code
written for the direct numerical integration of complex ma-
trix DRE’s. The code is built around a moduleCDRIV2 from
theSLATEC library, which solves the initial value problem for
systems of first-order ordinary differential equations~Gear,
1971!.

First, the matrix DRE~31! for the reflection matrixR is
numerically integrated backward fromxR576 m to xL

50 m with the initial value~33! at xR . From the computed
coupling matrices and reflection matrix, the matrix DRE~32!
is similarly solved for the transmission matrixT.

From the transmission and the reflection matrices, the
range-dependent mode amplitudescq

1(xr) andcq
2(xr) at the

receiver point (r5r r) are computed by relations~27! and
~28! and the initial valuescq

0 of Eq. ~A7!:

cq
1~xr !5(

r
Tqr~xR ,xL!cr

0

5(
r

Tqr~xR ,xL!$ iwr* ~zs ;xs!•f s%, ~55!

cq
2~xr !5(

r
Rqr~xR ,xL!cr

0

5(
r

Rqr~xR ,xL!$ iwr* ~zs ;xs!•f s%, ~56!

where the sourcef s is assumed to be located at the pointr
5r s5(xs,0,zs) and the receiver point and the source point
are assumed to be placed outside the heteregeneous region,
i.e., xs<xR,xL<xr . Then the spectral wave fields at the
receiver point are generated as a function of depth with a
given frequency:

FIG. 2. The range-dependent shallow water model with
transversely isotropic sediments@based on the data of
Bergeet al. ~1991! Table I#. ~a! Normal modes of an
isotropic medium~solid lines! and a transversely isotro-
pic ~TI! medium ~dotted lines! at x50 m. ~b! Density
~solid line!, compressional wave velocity~broken line!,
and shear wave velocity~dotted line! at x50 m. ~c!
Two-dimensional shallow water structure.L indicates
the point where local normal modes are computed.~d!
Normal modes of an isotropic medium atx576 m.
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u1~z;xr ,v!5(
q

g~kqR!cq
1~xr !u

q~z!expS 2 i E
xs

xr
kq~j!dj D

5(
q,r

g~kqR!Tqr~xR ,xL!$ iwr* ~zs ;xs!•f s%uq~z!

3expS 2 i E
xs

xr
kq~j!dj D , ~57!

u2~z;xr ,v!5(
q

g~kqR!cq
2~xr !u

q~z!expS i E
xs

xr
kq~j!dj D

5(
q,r

g~kqR!Rqr~xR ,xL!$ iwr* ~zs ;xs!•f s%

3uq~z!expS i E
xs

xr
kq~j!dj D , ~58!

whereg(kqR) represents geometric spreading function~Aki
and Richards, 1980!:

g~kqR!5A 2

pkqR
5A 2

pkq~xr2xs!
. ~59!

The computed reflection matrices are shown in Fig. 3 for
both an isotropic model and a TI model. In the case of an
isotropic model, the most prominent elements areR23 or
R32, which describe mode coupling fromc2

1 to c3
2 or from

c3
1 to c2

2 . Those two modes, the second and the third modes,
propagate just above the sediment-basement boundary,
which has a large impedance contrast. The large impedance
contrast, and relatively high amplitude of the second and
third modes at the sediment-basement interface result in the
strong coupling produced by the rising basement.

Addition of transverse isotropy to sediments suppresses
the reflected energy of all the elementsRqr for q and r
51,2,3,4. The greater material stiffness for horizontally
propagating waves in the TI medium generally reduces the
amplitude of the low-order TI modes,$c1

1 ,c2
1 ,c3

1 ,c4
1%,

whose energy mostly propagates in the sediments, more than
the higher modes~Odom et al., 1996!. The elementR44

therefore becomes relatively stronger. As the fractional

FIG. 3. The reflection matrices computed at 10 Hz for~a! an isotropic model
and~b! a TI model. The real parts are plotted. Columns and rows represent
incident modes and outgoing modes, respectively.

FIG. 4. The transmission matrices computed at 10 Hz for~a! an isotropic
model and~b! a TI model. The real parts are plotted. Columns and rows
represent incident modes and outgoing modes, respectively.
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amount of modal energy in sediments decreases, the reflec-
tion from the range dependence in sediment layers also de-
creases.

Figure 4 shows the transmission matrices for both an
isotropic and a TI model. The diagonal terms of the trans-
mission matrices, which describe the self-coupling of modes,
are much stronger than the off-diagonal terms. EspeciallyT44

~coupling fromc4
1 to c4

1) is stronger, which means that the
fourth mode is transmitted through the heterogeneous region
almost without disturbance. That is because the fourth mode
mostly propagates in the homogeneous hard bottom, which is
placed below the heterogeneous sediments. TheT23 andT32

elements indicate coupling betweenc2
1 andc3

1 for the same
reason thatR23 or R32 are strong.

The computed reflection matrixR is symmetric to ma-
chine precision as demanded by Eq.~51!. In addition, the
off-diagonal terms ofuRu21uTu2 are on the order of 1025 as
required by energy conservation.

The generated wave fields at 10 Hz are presented for the
two cases when the incident wave is a fundamental mode
~Fig. 5! and when the excitation is a unit line force~Fig. 6!
for both an isotropic model and a TI model. In Fig. 5, the
shape of the wave field in an isotropic model is changed
from the fundamental mode form to the oscillating form in-
dicative of mixed modes after the transmission. This indi-
cates that some amount of the fundamental mode energy is
converted to the higher modes after transmission. The energy
is spread over a greater depth range. The incident Stoneley
wave along the water sediment interface is partly converted
to higher-order modes propagating in the sediment. For a TI
model the effect of the lateral heterogeneity on the transmit-
ted wave field is less than for the equivalent isotropic model.

For both cases the conversion to backward-propagating
waves is quite small.@Note that the backward propagating
wave fields in Fig. 5~a! and ~b! have been multiplied by a
factor of 10.#

The spectral wave fields are also generated for the exci-
tation by a unit line force, which shows more complicated
coupling among all four modes~Fig. 6!.

C. Synthetic signals

Signals in the time domain are synthesized by inverse
Fourier transforming the spectral wave fields

u1~ t;xr ,zr !5E
2`

`

u1~z;xr ,v!d~z2zr !exp~ ivt !dv.

~60!

For that purpose, the spectral wave fields are generated from
10 Hz to 12 Hz with 0.2-Hz increments. The time domain
signals are 5 s long with a 2-Hz bandwidth between 10 Hz
and 12 Hz.

Spectra with such a narrow bandwidth exhibit significant
sidelobes in the time domain. To suppress the sidelobes and
to generate realistic signals, a Hanning window is applied to
the spectra before the transformation.

In Fig. 7, the arrival preceding the fundamental mode
appears after transmission through the range-dependent re-
gion, which clearly indicates the mode coupling from the
fundamental mode to higher modes with higher group ve-
locities. Synthetic signals for the excitation by a unit line
force show both mode coupling and dispersion of modes
~Fig. 8!. Due to mode coupling among the multiple local
modes, the shape of the signals becomes very complicated

FIG. 5. The vertical components of the displacement
wave field are generated for an isotropic model and for
a TI model when incident wave is a fundamental mode.
The solid line is used for the incident wavewz

1(z;x
5xL , f 510 Hz), the broken line for the forward-
propagating wavewz

1(z;x5xR , f 510 Hz), and the
dotted line the backward-propagating wavewz

2(z;x
5xL , f 510 Hz). The backward-propagating waves
are ten times magnified for comparison.

FIG. 6. Same as Fig. 6 except that excitation is a unit
line force.
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after transmission through the range-dependent zone and the
presence of propagation induced dispersion, and it is much
more difficult to interpret those signals.

III. SUMMARY AND CONCLUSIONS

We have developed a numerical code for simulation in
range-dependent media from the coupled mode theory for
fluid-elastic media. A realistic range-dependent shallow wa-
ter model, which may also include transversely isotropic
sediment layers, is introduced. We have computed the trans-
mission and the reflection matrices, the forward/backward-
propagating wave fields, and the time domain signals for a
realistic range-dependent model. The numerical results re-
veal the various and complicated effects of the range depen-
dence and transverse isotropy on the shape of the wave field
in the frequency domain and the signals in the time domain.
The effects are caused by the energy conversion to different
modes due to coupling, broadening of the energy propaga-
tion channel~waveguide! and the change in geometry of the
propagation channel.

Probably the greatest advantage to employing coupled
modes for investigating range-dependent wave propagation
is the physical insight provided. There are five different com-

putational products that can be examined:~1! The coupling
matrix B describe how much of moder is mixed into mode
q; ~2! The reflection and transmission matricesR andT give
information on which modes have been transmitted or re-
flected by the structure essentially defining the spatial pass
bands and the stop bands of the structure;~3! Single mode
results in transform~mode! space;~4! Multi-mode results in
transform space;~5! Time domain signals.

The coupled mode solution we have presented contains
only the discrete modes. The completeness of the modal de-
scription of the seismo-acoustic field requires the inclusion
of the branch line integral, which we have omitted. This is an
omission that must be dealt with in the future. If we assume
our model is terminated at some depth with a rigid boundary,
the discrete modes provide an adequate representation for
times up to the point at which reflection from the assumed
deep rigid boundary begin to arrive at the receiver.

Coupled mode computations are quite different from fi-
nite difference~FD! and finite element~FE! solutions for
range-dependent media. Coupled mode solutions provide a
number of intermediate computational products not available
from FD and FE computations. FD computations suffer from
grid dispersion and are difficult to apply on an irregular free
surface. Coupled modes do not suffer from grid disper-

FIG. 7. Synthetic signals~a! at (x,z)5(0 m,40 m) and ~b! at (x,z)
5(800 m,20 m) with a 2-Hz bandwidth between 10 Hz and 12 Hz when
incident wave is fundamental mode.

FIG. 8. Synthetic signals~a! at (x,z)5(0 m,40 m) and ~b! at (x,z)
5(500 m,20 m) with a 2-Hz bandwidth between 10 Hz and 12 Hz when a
unit line force is excited at (x,z)5(0 m,20 m) in water.
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sion and can be applied to irregular free surfaces with no
difficulty.

One of the main disadvantages of coupled modes is that
computation of the local mode sets can be very time consum-
ing for very irregular models, and/or high frequencies. How-
ever, because the local modes do not interact until the Ricatti
equation must be solved, their computation can be handled
very efficiently by a parallel computer with one mode set
assigned to each node.
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APPENDIX: MODE AMPLITUDE INITIAL VALUES AND
SOURCE REPRESENTATION

For our 2-D range-dependent model, a unit line source is
used to represent the wave excitation. The normal mode de-
composition of the source is derived from the product of the
Green’s function and the sources in this Appendix. The pur-
pose of this section is to derive the value of the vectorc0 for
the left boundary condition of Eq.~24!. The general solution
for a range-dependent medium is represented as an integral
of a product of the Green’s function for a local depth-
dependent structure and the external source and the effective
source excited by range dependence. The dyadic form of the
Green’s function for a six-dimensional displacement-stress
vector is~Park, 1997!

Gi j ~r ,r 8!5(
r

ui
r~z;x,v!uj

r* ~z8;x8,v!ei ~fr ~x!1p/2!,

~A1!

where

f r~x!5E
xs

x

kr~j!dj. ~A2!

Following Park ~1997!, the integral of the product of the
Green’s function~A1! and the sourcesFS of Eq. ~5! andF0

of Eq. ~6! yields the total solution for a range-dependent
medium:

u~x,z;v!5E (
j

Gi j ~r ,r 8!~F j
S1F j

0!dV8,

5(
r

cr~x!ur~z;x,v!eifr ~x!, ~A3!

where the range-dependent modal coefficientcr is

cr~x!5E
xs

x

^ur~z8;x8!,Fs&dx81E
xL

x

^ur~z8;x8!,F0&dx8,

~A4!

the Hermitian inner product is defined as~Maupin, 1988!

^u,v&[E
0

`

u†Xv dz, ~A5!

and the matrixX is

X5S 0 2 i

i 0 D ^ S 1 0 0

0 1 0

0 0 1
D 5S 0 2 i I

i I 0 D . ~A6!

The range-dependent modal coefficientcr(x), Eq. ~A4!, can
be represented as the sum of two separate integrals. The first
integral on the right is the contribution from the line source
located to the left of the range-dependent section at (x,z
5xs ,zs). The second integral contains all the contributions
from the effective sources in the range dependent section of
the wave guide. It is just the first integral that provides us
with the excitation at the left boundary of the range-
dependent section. The initial condition oncr is

cr
0[cr~x5xL!

5E
xs

xL

^ur~z8;x8!,Fs&dx8

5E
xs

xLH E
0

`

ur~z8;x8!XFsdzJ dx8

5E
xs

xLH E
0

`

wr* ~z8;x8!•f seip/2dzJ dx8. ~A7!

The initial condition oncr , Eq. ~A7!, is a representation of
the source in terms of the modal decomposition. For a unit
line source in the spectral domain,

f s~x,z,v![H fx

fy

fz

J g̃~v!d~x2xs!d~z2zs!, ~A8!

where the source time function is Fourier transformed:

ĝ~v!5E
2`

`

g~ t !exp~2 ivt !dt. ~A9!

The representation of the source becomes

cr
05 i $wx

r ~zs ;xs ,v! f x

1wz
r~zs ;xs ,v! f z%g̃~v! for Rayleigh waves,

~A10!

cr
05 iwy

r ~zs ;xs ,v! f yg̃~v! for Love waves, ~A11!

cr
05

1

v
Vx

r ~zs ;xs ,v! f xg̃~v! for acoustic waves.

~A12!
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Extracting in-plane bistatic scattering information
from a monostatic experiment
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Acoustic backscatter data were collected from the ocean bottom at four sites on the Sohm Abyssal
Plain. The bottom sediment at the four sites varied from mud/clay to silt/gravel. Using a simple
array consisting of a free-flooding-ring projector which was omnidirectional in azimuth, and an
omnidirectional hydrophone, data were collected over the frequency range of 800–2400 Hz@Hines
and Barry, J. Acoust. Soc. Am.92, 315–323~1992!#. To obtain sufficient signal-to-noise ratio
without impairing spatial resolution, 200-Hz-wide linear FM pulses were employed. By deploying
the array at a height of 500 m above the seabed, bottom backscatter data were obtained at grazing
angles down to 4 degrees before the onset of the first surface return. For data arriving after the
first-bottom–first-surface interaction, the geometry approximates an in-plane bistatic experiment.
Estimates of the in-plane bistatic scattering strength were obtained for pairs of incident and scattered
grazing angles (f i ,fs),~50 degrees,88 degrees!, at frequencies of 900, 1200, and 1600 Hz. At one
site the grazing angle dependence matched Lambert’s rule; at all other sites the data exhibited a
steeper slope than that of Lambert’s rule. There was insufficient data to extract the frequency
dependence. The fathometer returns were used to estimate the normal-incidence bottom loss at the
four sites. The measured bottom loss ranged from a low of 2 dB to a high of 16 dB. The in-plane
bistatic data and the monostatic data were compared to examine the validity of the separable and
half-angle approximations@Ellis and Crowe, J. Acoust. Soc. Am.89, 2207–2214~1991!#. The
separable approximation provided a reasonable fit to the data at three of the four sites; the half-angle
approximation did not match the data well at any of the sites.@S0001-4966~98!01208-9#

PACS numbers: 43.30.Gv, 43.30.Hw, 43.30.Ft@DLB#

INTRODUCTION

In recent years, interest in bistatic scattering from the
seabed has increased dramatically. This poses a challenge for
the experimentalist since bistatic experiments are more diffi-
cult to perform than are monostatic experiments. Perhaps
more importantly, the former are significantly more costly
since separating the receiver and the transmitter requires, at
the very least, separate kits for transmit and receive, and in
some cases a second research vessel. For these reasons, it is
germane to examine what information about bistatic scatter-
ing strength one can obtain using a simple monostatic geom-
etry. In fact, for data arriving at the receiver after the first-
surface–first-bottom interaction ~S1B1!, it will be
demonstrated that the geometry approximates that of an in-
plane bistatic experiment.

Previously, Hines and Barry1 reported on a monostatic
backscatter experiment in which data were collected at four
sites on the Sohm Abyssal Plain. Using a simple array con-
sisting of a free-flooding-ring projector which was omnidi-
rectional in azimuth, and an omnidirectional hydrophone,
data were collected over the frequency range of 800–2400
Hz using linear FM pulses 200 Hz in bandwidth. The array
was deployed to a nominal depth of 5000 m and bottom
backscatter data were obtained at grazing angles down to 4
degrees before the onset of the first surface return. As noted
earlier, for data arriving after the first-surface–first-bottom
interaction~S1B1!, the geometry approximates an in-plane
bistatic experiment. Therefore, the in-plane bistatic data and

the monostatic data can be compared to examine the validity
of the separable and half-angle approximations used in some
bistatic scattering models.2 In this paper the experimental
geometry and the bottom topography of the four sites are
described. Next, the bistatic geometry is explained and the
data are interpreted in light of the bistatic arrivals. Then, we
present an algorithm for extracting the in-plane bistatic scat-
tering strength from the data. Finally, the in-plane bistatic
and monostatic data are compared using the separable and
half-angle approximations.

I. THE EXPERIMENT

The acoustic array, depicted schematically in Fig. 1,
consisted of an omnidirectional hydrophone receiver and a
free-flooding-ring projector suspended 1.6 m below the hy-
drophone. The projector was omnidirectional in azimuth
with a source level in the horizontal plane that varied from
197 to 203 dBre: 1 mPa at 1 m, depending on the frequency
band of the transmitted pulse. The two-sided vertical beam-
width, measured to the23 dB down points, varied from 64
to 74 degrees over the frequency range of interest. The hy-
drophone was mounted in a shrouded cage to minimize flow-
induced noise. A 350-kg weight was suspended from the
array in order to keep the array vertical. The array was de-
ployed from the quarterdeck of the research vessel CFAV
QUEST via a 5000-m electromechanical cable. In a typical
experiment, the array was deployed to a position 450–500 m

758 J. Acoust. Soc. Am. 104 (2), Pt. 1, August 1998 758



from the bottom depending on the water depth at the site. All
backscatter measurements were taken with QUEST drifting.

To obtain sufficient signal-to-noise ratio without impair-
ing spatial resolution, a linear FM~LFM! pulse was em-
ployed for the incident signal. The bandwidth of the pulse
was 200 Hz and the sampling rate was 7222 Hz. Although
the experiment was performed at center frequencies of 900,
1200, 1600, 2000, and 2300 Hz, examination of the bistatic
returns was limited to 900, 1200, and 1600 Hz. This was
done because the projector had a null at steep grazing angles
at the two highest frequencies which severely reduced the
bistatic returns. A sequence of 16 pulses, 4 s induration, was
transmitted for each frequency band, with a dwell time of 45
s allocated between pulses; the dwell ensured that returns
from consecutive pulses would not interfere with one an-
other. During analysis the recorded data were heterodyned
down in frequency to base band, low-pass filtered, and sub-
sampled by a factor of 25 to reduce data processing and
storage requirements. The time series recorded for each pulse
was matched filtered using fast convolution. Matched filter-
ing the data obtained a spatial resolution~to the 23-dB
points! of approximately62 m.

II. ENVIRONMENTAL DESCRIPTION

A. Benthic topography

Bottom backscatter measurements were taken at four
sites on the Sohm Abyssal Plain. The bottom topography at
Sites A, B, and C was essentially flat. Site D exhibited gently
undulating sediment waves, the crests of which ran east–
west. The peak-to-peak amplitude of the sediment waves was
approximately 5 m and the mean wavelength was 300 m.
Qualitative descriptions of the four sites are contained in
Refs. 3 and 4 and are as follows: Site A contains graded
sediments5 composed primarily of small-grained silt and
clay. Sites B and C are on the distal edge of a turbidity
current that resulted from an underwater earthquake. Al-
though the turbidity current has since subsided, its action
resulted in more large-grained sand being deposited in the

area than is typical of the silt/clay bottom associated with the
Sohm Abyssal Plain. The sediment at Sites B and C is
graded. Site D lies on the main stream of the turbidity cur-
rent flow. The turbidity current has deposited a thick layer of
ungraded gravel/sand in the area. Table I of Ref. 1 gives a
description of the bottom sediments obtained from core
samples in the vicinity of the four sites.

B. The water column

Table I contains qualitative information on the wind ve-
locity and sea state observed at the four sites during the
experiment. The conditions ranged from almost calm to a
2.5-m significant wave height with small amounts of spray.
As will be shown in Sec. V, sea conditions have a direct
bearing on the range of grazing angles over which estimates
of bottom-bistatic scatter were obtained.

Sound-speed profiles were calculated for each site by
merging historical data with expendable bathythermograph
~XBT! measurements taken at each of the four sites. The
resulting profiles are shown in Fig. 2~a! and~b!. These were
used in conjunction with the arrival time of surface and bot-
tom reflections to compute the water depth and the height of
the source above the bottom. The profiles were also used to
convert arrival time to path length and grazing angle for the
measured reverberation.

III. THE IN-PLANE BISTATIC GEOMETRY

Figure 3 shows a schematic of the two bottom-bistatic
scattered paths, BB1 and BB2, for the experiment.6 Along
each path there is a specular reflection from the surface. In
addition, path BB2 has a specular reflection from the seabed.
In the limit of a perfectly flat sea, the surface reflection will
not introduce any loss along the path. However, the loss
associated with the bottom reflection must be accounted for
when computing the bistatic scattering strength. Note that
each of the two bottom-bistatic scattered paths are them-
selves composed of two scattered returns. This results from
the vertical symmetry of the transmitter and receiver beam
patterns, which generates an up-going and a down-going
wave. Because the source and receiver are colocated, these
contributions arrive at the receiver at the same time. Further-

FIG. 1. Schematic diagram of experimental array configuration.

TABLE I. Average sea conditions observed at the four sites during the
experiment.

Site

Wind
speed

(m•s21)

Wind
direction
~degrees!

Sea
state

Significant
wave heighta

H1/3 ~m!

A 561 30565b 2–4 '1.0– 1.5
B 161 N/A 0–1 ,0.5
C 861 25565 4–5 '2.5
D 561 27065 2–4 '1.5

aSignificant wave height is defined as the average peak-to-trough height of

the
1
3 largest waves.

bFor several hours prior to the start of the experiment, the wind direction at
Site A had been 280 degrees. This resulted in slightly calmer seas at Site A
relative to Site D, even though the wind speed was the same at both sites.
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more, since the receive and transmit beam patterns are not
identical, the up-going and down-going paths are not equal
in amplitude, except at normal incidence.

Associated with each of the bottom-bistatic paths is a
surface-bistatic path which arrives cotemporally with the
bottom-bistatic path. The surface-bistatic paths are shown in
Fig. 4 along with the bottom-bistatic paths. Typically, scat-
tering from the surface-bistatic path dominates the reverbera-
tion at steep grazing angles, and scatter from the bottom-
bistatic path dominates the reverberation at intermediate and
shallow grazing angles. The transition angle from surface-
dominated scatter to bottom-dominated scatter is a function
of sea state, seabed roughness, and seabed inhomogeneities.

For completeness one should note that there is a surface-
scatter–bottom-scatter path associated with each of the
bottom-bistatic paths. However, contributions arriving along
this twice-scattered path will be substantially smaller than
those of the single-scatter paths and have been neglected in
this study.

IV. ESTIMATING THE BOTTOM LOSS

Figure 5 shows the average intensity of the reverberation
time series at all four sites for a frequency of 900 Hz. Each
curve was obtained by averaging 16 pings. The peak at time
t50 in all four curves results from electronic cross talk be-
tween the transmitter and the receiver during transmission.
The data enclosed by the dashed box are expanded in Fig. 6
for clarity. During pulse transmission, the receive circuitry is

shut down to prevent overload. This means that reverberation
during the first 4 s will have a reduced source level and
reduced range resolution since the full pulse is not available
for FM processing. For example, 1 s after completion of the
transmit pulse, only the energy scattered from the final 1 s of
the transmit pulse is available to the receiver. Thus the re-
ceived level is reduced by 75% from what one would obtain
with the full 4-s pulse. Furthermore, since the bandwidth of
the linear FM pulse is reduced by 75%, then so too is the
range resolution. These factors account for the artificially
low received level for the first bottom return which occurs at
approximatelyt50.6 s.

Figure 6 shows an expanded view of the first-surface
return~S1!, the first-surface–first-bottom return~S1B1!, and
the first-surface–second-bottom return~S1B2! for Sites A
and B. The difference in levels of the S1 and S1B1 returns at
each site gives a qualitative measure of the bottom loss at
normal incidence. Of the 900-Hz data, Sites A and B had the
maximum and minimum bottom losses, respectively. It
might appear that Site B exhibits a negative bottom loss
since the magnitude of the S1B1 return is slightly greater
than that of the S1 return. This is because the S1B1 return
consists of equal contributions from the up-going and down-
going waves which, as noted earlier, results from the vertical

FIG. 2. Sound-speed profiles for Sites A and B~a!, and Sites C and D~b!.

FIG. 3. The two bottom-bistatic scatter paths labeled BB1 and BB2.
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symmetry of the transmitter and receiver beam patterns.
The normal incidence bottom loss in decibels, BL, was

estimated for each site at each frequency using the following
equation:

BL5uS1u2uS1B1u2DPL13 dB, ~1!

whereuS1u anduS1B1u represent themagnitudeof the S1 and
S1B1 returns,DPL accounts for the difference in propagation
loss along the S1 and S1B1 paths~BL.0, DPL.0!, and the
3 dB accounts for the up- and down-going contributions to
S1B1. For the present experiment, the S1B1 path is approxi-
mately 10% longer than the S1 path; this increased the
propagation loss along S1B1 by about 0.8 dB. Table II con-
tains the normal incidence bottom loss estimates for the four
sites at all three frequencies.

V. EXTRACTING THE BOTTOM-BISTATIC
SCATTERING STRENGTH FROM THE MEASURED
INTENSITY

The method for obtaining the bottom-bistatic scattering
strength is more complicated if there is a significant contri-
bution from surface scattering. First, the procedure will be
outlined assuming there is no surface-scattered contribution
to the received intensity. Following that, a correction will be
introduced to remove the surface scattered component of the
intensity. Prior to converting the measured intensity to bi-
static scattering strength, the data were corrected for ambient
noise contamination.

FIG. 4. The surface-bistatic scatter paths, SB1 and SB2, coincident in time
with the bottom-bistatic scatter paths. The bottom-bistatic scatter paths are
reprinted from Fig. 3 for comparison. Also shown in the figure are the first
bottom return~B1!, the first surface return~S1!, the first-surface–first-
bottom return~S1B1!, and the first-surface–second-bottom return~S1B2!.

FIG. 5. Time series of the average intensity of the reverberation collected at
all four sites at a frequency of 900 Hz. The portion of the figure enclosed by
the dashed box is expanded in Fig. 6.

FIG. 6. Expanded view of that portion of the reverberation time series
enclosed by the dashed box in Fig. 5.

TABLE II. Normal incidence bottom loss in decibels, BL, estimated at the
four sites at the three frequencies.

Site

BL ~dB!

900 Hz 1200 Hz 1600 Hz

A 11.8 16.1 9.9
B 1.5 3.8 3.7
C 2.0 3.2 3.0
D 3.5 4.4 6.7
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A. Reducing the measured intensity to a single,
bottom-bistatic component in the absence of surface
scatter

The procedure to reduce the measured intensity to a
single, bottom-bistatic component in theabsenceof surface
scatter is as follows:

~i! Calculate the source/receiver depth and the water
depth.These depths are computed using the sound-
speed profile and the travel times for the normal inci-
dence specular returns S1 and S1B1.

~ii ! Calculate the two bottom-bistatic scattered paths and
the associated scattered angles for the experiment.
The two paths, labeled BB1 and BB2, are shown
schematically in Fig. 3. For a given incident path
length from the source to the bottom, denotedr i1 and
r i2 , there is only one specularly reflected path back to
the receiver, denotedr s1 and r s2 . Clearly, there is
associated with each path a unique incident and scat-
tered grazing angle. Note that although the effect of
ray curvature is not depicted in the figure, it was ac-
counted for in the path-length calculations.

~iii ! Convert arrival times for the bistatic paths to range
and grazing angle.With the bistatic path lengths and
angles defined, the sound-speed data can be used to
convert arrival time of the measured intensity to graz-
ing angle and path length to and from the scattering
patch.

~iv! Subtract out the path BB2 contribution to the scat-
tered intensity.In order to compute the in-plane bi-
static scattering strength, we must relate the measured
intensity to a single pair of incident and scattered
grazing angles. This requires that we reduce the prob-
lem to a single path. The procedure for subtracting out
contributions from path BB2 is somewhat involved
and the details are left to Appendix A.

~v! Separate the up-going and down-going contributions
of path BB1.Recall from Sec. III that each of the
paths is composed of an up-going and down-going
component that are not of equal intensity. Because the
down-going component dominates over most grazing
angles, we opt to subtract out the up-going compo-
nent. The procedure for removing the up-going con-
tribution is contained in Appendix A.

At this point one has reduced the measured intensityI d

to contributions from a single bottom-bistatic path, in the
absence of any surface roughness. Using this data one can
compute the in-plane bottom-bistatic scattering strength
~BISS!. Prior to examining the in-plane BISS, however, we
shall note the corrections to the algorithm if the water surface
is not flat.

B. Reducing the measured intensity to a single,
bottom-bistatic component in the presence of surface
scatter

As noted previously, there is a surface-bistatic path
whose time of flight is exactly equal to that of the bottom-
bistatic path. If, as is usually the case, the ocean surface is

not perfectly flat, then energy arriving via the surface-bistatic
path will corrupt measurements of the bottom-bistatic scat-
tered intensity. The two surface-bistatic paths,7 labeled SB1
and SB2, are shown schematically in Fig. 4. These paths
correspond to bottom-bistatic paths BB1 and BB2 from Fig.
3. The modifications to the algorithm, necessary to reduce
the measured intensity to a single, bottom-bistatic compo-
nent in thepresenceof surface scatter, follow. To simplify
the discussion, comments are restricted to removing the con-
tributions from surface-bistatic path SB1. The procedure to
remove path SB2 contributions is a straightforward extension
of this.

~i! Calculate the surface backscattered intensity as a
function of grazing angle using the data arriving after
S1 until S1B1.Using the source depth and the sound-
speed profile, arrival times can be converted to range
and grazing angle. Note that for the geometry of this
experiment, all ray paths associated with surface scat-
ter are steep. This makes corrections for ray curvature
unnecessary.

~ii ! Calculate the surface-bistatic scattered paths that ar-
rive cotemporally with the two bottom-bistatic paths
shown in Fig. 3.The two surface paths, labeled SB1
and SB2, are shown schematically in Fig. 4.

~iii ! Use the measured surface backscattered intensity to
estimate the surface-bistatic scattered intensity.If the
source-receiver is close to the seabed~close in this
case is relative to the total water depth!, then the in-
cident and scattered angles will be approximately
equal8 for the surface-bistatic paths. In this case the
surface-bistatic angles can be approximated by their
average—denotedfavg—~also referred to as the half-
angle! and the up-going and down-going surface-
bistatic contributions are approximately equal. There-
fore, the surface-bistatic scattered intensity in dB,
denoted BIsur, can be approximated by

BIsur'I sur2BL2DPLsur1DAsur13 dB, ~2!

whereI sur is the surface backscattered intensity, BL is
the normal incidence bottom loss from Eq.~1!, DPLsur

and DAsur account for the difference in propagation
loss and insonified area between the surface backscat-
ter path and the surface-bistatic path, respectively
~DPLsur, DAsur.0!, and the 3-dB correction accounts
for the up-going and down-going contributions to the
bistatic path, which are approximately equal. Implicit
in Eq. ~2! is the assumption that the BL is approxi-
mately constant for steep grazing angles.

Once the surface-bistatic scatter contribution has been esti-
mated, it is simply subtracted from the total intensity and the
bottom-bistatic scattered intensity is reduced to a single com-
ponent as before.

Figure 7 shows a plot of the total intensity measured at
Site C at 1600 Hz, alongside the component of bistatic sur-
face scatter computed using Eq.~2!. The intensity is plotted
as a function of the surface-bistatic half-anglefavg. Also
labeled on the horizontal axis is the bottom-bistatic incident
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grazing anglef i associated with these arrivals. Choosing the
highest frequency at the site with the highest winds
approximates9 a worst case scenario in terms of the surface-
scatter contributions. In the figure surface-bistatic scatter
dominates the data down to about (f i ,fs)
5(55 degrees,88 degrees). This corresponds to a surface
half-angle offavg'82 degrees. The transition angle at which
surface-bistatic scatter~rather than bottom-bistatic scatter!
dominates the intensity occurred in the region of
50 degrees,f i,60 degrees for all sites and frequencies.

Figure 8 plots the surface-bistatic intensity at 1600 Hz at
all four sites as a function of the averaged grazing angle
favg. Also labeled on the horizontal axis is the bottom-
bistatic incident grazing anglef i associated with these arriv-
als. The surface scattered intensity correlates well with the
measured wind speed below about 80 degrees grazing. How-
ever, as the data approach normal incidence, the intensity at
Site B rises more rapidly than at the other sites. This is
possibly because the data are transitioning from~incoherent!
scatter to~coherent! reflection, and one would expect the
highest coherent reflection at the calmest site.

Before proceeding, there are two issues related to sur-
face roughness that require some comment. The first is that
as ocean roughness increases, bubbles at the air/sea interface
can cause a significant loss of intensity of the surface reflec-
tion for paths BS1 and BS2. However, for the wind speeds,
frequencies, and near-vertical grazing angles encountered in
this experiment, the losses expected10 are less than 1 dB. The
second issue is that some time spreading of the surface-
reflected signal will result from motion of the sea surface and
the source/receiver.11 Note, however, that~a! the time
spreading will be symmetrical about the coherent peak~be-
cause the motion is approximately sinusoidal! and ~b! for
steep angles the surface reflection coefficient will remain ap-
proximately constant. This means that spreading of the co-
herent reflection will have little impact on the averaged scat-
tered intensity since losses at one grazing angle will be
compensated for by gains from another.

C. Computing the bottom-bistatic scattering strength
„BISS…

In the previous segment, we outlined the algorithm to
extract the bottom-bistatic contributions of the down-going
portion of path BB1 from the total measured intensity. With
the data thus reduced, the bottom-bistatic scattered intensity
contributions from path BB1,I d , were converted to bistatic
scattering strength BISS employing the definition

BISS510 log10S I dr i1
2 r s1

2

I 0A D , ~3!

where I d is the intensity of the scattered wave measured at
the receiver,I 0 is the intensity of the incident wave measured
at the transmitter,r i1 is the path length from transmitter to
the scattering patch of area A, andr s1 is the return path
length from the scattering patch to the receiver. Due to the
geometry of the problem, computing the insonified area is
somewhat complicated. The details of this procedure are pre-
sented in Appendix B.

As noted earlier, when the rays approach normal inci-
dence, surface scatter began to dominate the total intensity.
In this situation, estimating the bottom-scattered component
of the total intensity becomes error prone. For this reason,
estimates of the bottom BISS from the present data set are
limited to grazing angles of (f i ,fs),~50 degrees, 88 de-
grees! for all sites and frequencies. In the following section,
the bottom-bistatic scattering strength data are presented as a
function of frequency and location.

VI. THE BOTTOM-BISTATIC SCATTERING STRENGTH
DATA

Figures 9–12 show the measured grazing angle depen-
dence of the bistatic scattering strength at frequencies of 900,
1200, and 1600 Hz for each of the four sites. Prior to draw-
ing any general inferences from the data, the reader should
note that at Site B~Fig. 10!, high levels of ambient and
system noise combined with low bottom-bistatic scattering
strengths to reduce the amount of valid data collected at shal-
low grazing angles. This accounts for the absence of data in
that figure for angles off i,20 degrees at 900 Hz andf i

FIG. 7. Comparison of the total intensity to that contributed by surface-
bistatic scatter.

FIG. 8. Estimate of the surface-bistatic intensity at 1600 Hz at all four sites,
as a function of the averaged surface-bistatic grazing anglefavg.
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,10 degrees for the higher frequencies. The high noise level
also accounts for the large spread in the data forf i

,20 degrees. This is because small fluctuations in the total
intensity lead to large fluctuations in the estimate of the
bottom-scattered signal when the data are corrected for the
ambient noise contribution. The data atf i,20 degrees were
plotted in spite of the uncertainties brought about by the
noise contributions because the general trend of the data is
still evident.

With measurements at only three frequencies, it is rather
difficult to extract the frequency dependence from the data. It
is clear, nonetheless, that only Site A shows any significant
spread with frequency; this is especially noticeable atf i

.30 degrees and is consistent with the backscatter data col-
lected at the site.~See Fig. 8 of Ref. 1.!

At Sites B, C, and D, the data show a peak at approxi-
matelyf i520 degrees. This peak results from the arrival of
S1B2~recall Fig. 6! as well as the steep angle arrivals of the
surface scatter from path SB2~recall Fig. 4!. The BISS cal-

culation corrects for both of these contributions. However, as
discussed previously, the accuracy of the result diminishes
substantially if the contribution from bottom-bistatic scatter
does not dominate the total intensity. This leads to the in-
creased spread of the data points in the region 15 degrees
,f i,20 degrees. There is no evidence of the peak at Site A
because of the high bottom loss.

The grazing angle dependence of the BISS at Sites B, C,
and D is approximately the same. Site A, however, exhibits a
gentler slope. In fact, at Site A, Lambert’s rule provides a
reasonable match down to approximatelyf i515.

Clearly, the data contained in Figs. 9–12 cover only a
small percentage of the total set of in-plane bistatic angles.
However, they effectively double the information provided
by backscatter data alone. This can be seen in Fig. 13 which
represents a grid of all possible pairs of in-plane incident and
scattered grazing angles, (f i ,fs). The diagonal line repre-
sentsf i5fs , that is, backscatter data. The thick dashed line
represents the data set shown in Figs. 9–12. The thin dashed
line represents the additional data available from the present

FIG. 9. The measured grazing angle dependence of the bottom-bistatic scat-
tering strength at frequencies of 900, 1200, and 1600 Hz at Site A.

FIG. 10. The measured grazing angle dependence of the bottom-bistatic
scattering strength at frequencies of 900, 1200, and 1600 Hz at Site B.

FIG. 11. The measured grazing angle dependence of the bottom-bistatic
scattering strength at frequencies of 900, 1200, and 1600 Hz at Site C.

FIG. 12. The measured grazing angle dependence of the bottom-bistatic
scattering strength at frequencies of 900, 1200, and 1600 Hz at Site D.
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experiment in the absence of surface scatter. Furthermore, if
there is reciprocity in the scattered field, then BISS(f i ,fs)
5BISS(fs ,f i) and one obtains the corresponding curve
given by the dots. Finally, by performing the same experi-
ment at several depths, a significant portion of the grid can
be filled since the pairing of (f i ,fs) for the experiment
depends on the ratio of the sonar depth to water column
depth. Specifically, the relationship off i to fs in the ab-
sence of ray curvature is given by

sin ~f i !

sin ~fs!
5

12d/w

11d/w

~R/w!214d/w

~R/w!224d/w
, ~4!

whered is the sonar depth,w is the water depth, andR is the
total length of path BB1 as sketched in Fig. 3. Thus, for a
fixed water depth, varying the parameterd generates a fam-
ily of f i vs. fs curves.

The grazing angle dependence at the four sites is in
qualitative agreement with the backscattering strength~BSS!
data of Ref. 1, Figs. 4–7. Furthermore, the geometry of the
experiment provides a rare opportunity to compare the BSS
of the bottom with the BISS for almost the exact same patch
of bottom at almost the exact same time. We shall make such
a comparison in the following section.

VII. COMPARING THE BISTATIC AND MONOSTATIC
SCATTERING STRENGTH USING THE
SEPARABLE AND HALF-ANGLE APPROXIMATIONS

In Ref. 2, the authors propose two expressions to relate
backscatter to bistatic scatter functions. These are referred to
as the separable approximation BISSs given by

BISSs~f i ,fs ,u!'
BSS~f i !1BSS~fs!

2
~5!

and the half-angle approximation BISSh given by

BISSh~f i ,fs ,u!'BSS@~f i1fs!/2#, ~6!

whereu is the azimuthal scattered angle, andf i andfs are
the ~in-plane! incident and scattered grazing angles. For in-
plane bistatic datau50.12

Figures 14–17 compare the grazing angle dependence of
the BISS at each of the four sites to the BSS at those sites
using the separable and half-angle approximations. The 900-,
1200-, and 1600-Hz data are all plotted using a single vari-
able since the data are approximately independent of fre-
quency. Most of the BSS data used in the figures are pub-
lished in Figs. 4–7 of Ref. 1. However, the steep angle BSS
data used to obtain the separable approximation are previ-
ously unpublished data from the same experiment. Note that
the separable approximation is limited to (f i ,fs)
<(30 degrees,85 degrees) because of the lack of BSS data

FIG. 13. Grid of all possible pairs of in-plane incident and scattered grazing
angles, (f i ,fs). The diagonal line represents backscatter data. The thick
dashed line represents the data set shown in Figs. 9–12. The thin dashed line
represents additional data available in the absence of surface scatter. Dots
represent the reciprocal of the dashed curves.

FIG. 14. Comparison of the grazing angle dependence at Site A of the
bistatic-scattering strength to the backscattering strength using the separable
and half-angle approximations.

FIG. 15. Comparison of the grazing angle dependence at Site B of the
bistatic-scattering strength to the backscattering strength using the separable
and half-angle approximations.
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for f>85 degrees. The half-angle approximation does not
suffer this limitation since it only requires the BSS at the
averageof the two angles.

Clearly, there is only a limited amount of data with
which to compare the two approximations. Nonetheless, for
the data set examined, the separable approximation provides
the better fit—particularly at Sites A, C, and D—where
agreement between the BSS and BISS data obtained using
Eq. ~5! is reasonable. Even at Site B, the separable approxi-
mation is better than the half-angle approximation, although
neither fit could be considered acceptable. It is interesting to
note that although Sites B and C are similar in bottom type,
grain size, and bottom loss, the sites differ in the quality of
fit to the approximations. This suggests that sediment prop-
erties in addition to roughness and grain size play an impor-
tant role in scattering phenomena.

VIII. SUMMARY AND CONCLUSIONS

In summary, acoustic backscatter data were collected at
four sites on the Sohm Abyssal Plain. The four sites are
referred to as A, B, C, and D. At all four sites the bottom was
reasonably smooth, the predominant difference from site to
site being the mean grain sizes comprising the bottom sedi-
ment. For data arriving after the first-surface–first-bottom
interaction, the geometry approximates an in-plane bistatic
experiment. A detailed procedure for extracting the in-plane
bottom-bistatic scattering strength~BISS! from a monostatic
geometry was presented. The fathometer returns were used
to estimate the normal-incidence bottom loss at the four
sites. The measured bottom loss ranged from a low of 2 dB
to a high of 16 dB. Furthermore, since the bistatic angles are
a function of the ratio of sonar depth to water column depth,
the experiment can be performed for several sonar depths.
This will increase the density of points in the grid of in-plane
bistatic scattering angles. The geometry of the experiment
also provided an opportunity to compare the backscattering
strength~BSS! of the bottom with the BISS to examine the
validity of the separable and half-angle approximations.

Estimates of the BISS were obtained for pairs of inci-
dent and scattered grazing angles (f i ,fs),~50 degrees,
88 degrees!. In the present data set, surface scatter contami-
nated estimates of the bottom-bistatic scattering strength at
steeper angles. However, in the absence of both surface
roughness and platform motion, estimates at steeper angles
are possible.

At Site A, the grazing angle dependence matched Lam-
bert’s rule with a scattering coefficient ofm5227 dB for
(f i ,fs).(15 degrees,80 degrees); at all other sites the data
exhibited a steeper slope than that of Lambert’s rule.

Only Site A showed any significant spread with fre-
quency and the spread occurred primarily for (f i ,fs)
.(30 degrees,85 degrees); however, noting that measure-
ments were taken at only three frequencies, it is speculative
to extract the frequency dependence~or independence! of the
data.

Comparison of the bistatic data to the monostatic arriv-
als indicated that the separable approximation provided a
reasonable fit to the data at Sites A, C, and D; at Site B,
however, the separable approximation over estimated the bi-
static data by some 6 dB. The half-angle approximation did
not match the data well at any of the sites.
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APPENDIX A: ADDITIONAL DETAILS ON REDUCING
MEASURED INTENSITY TO SINGLE-PATH
BISTATIC INTENSITY

1. Separating the contributions from paths BB1 and
BB2

In order to compute the in-plane bistatic scattering
strength, we must relate the measured intensity to a single
pair of incident and scattered grazing angles. This requires

FIG. 16. Comparison of the grazing angle dependence at Site C of the
bistatic-scattering strength to the backscattering strength using the separable
and half-angle approximations.

FIG. 17. Comparison of the grazing angle dependence at Site D of the
bistatic-scattering strength to the backscattering strength using the separable
and half-angle approximations.
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that we reduce the problem to a single path. We begin by
noting that although the first arrivals on path BB2 lag those
of path BB1 by approximately 0.6 s~recall Fig. 6!, the rela-
tionship of (f i ,fs) for both paths is almost identical for the
experiment. This is shown in Fig. A1; the dashed curve isf i

vs fs for path BB1, replotted from Fig. 13, and the solid
curve isf i vs fs for path BB2. This means that we can use
the intensity of arrivals on path BB1 to estimate the intensity
of path BB2 arrivals at some later time. This procedure is
similar to using the surface backscatter to predict the surface-
bistatic scatter as discussed in Sec. V. We write

BIBB2~ t1dt,f i ,fs!'BIBB1~ t,f i ,fs!

2BL2DPLBB~f i ,fs!

1DABB~f i ,fs!, ~A1!

where BIBB2 and BIBB1 are the bottom-bistatic intensities
from paths BB1 and BB2, respectively, BL is the normal
incidence bottom loss from Eq.~1!, and DPLBB and DABB

account for the difference in propagation loss and insonified
area between paths BB1 and BB2~DPLBB, DABB.0!. The
argumentst andt1dt in the bistatic intensity terms serve to
highlight the fact that, although the angle pairs are the same
for both paths, the arrival times corresponding to those
angles are different. Implicit in Eq.~A1! is the assumption
that the BL is approximately constant for steep grazing
angles.

2. Separating path BB1 intensity into contributions
from the up-going and down-going components

As noted earlier, the vertical symmetry of the transmitter
and receiver beam patterns generates an up-going and a
down-going wave; and because the source and receiver are

colocated, these contributions arrive at the receiver at the
same time. Writing the total intensity from path BB1 as a
sum of these two components yields

I BB15I u1I d , ~A2!

whereI BB1 is the total intensity from path BB1, andI u andI d

are, respectively, the up-going and down-going components
and the two components are assumed to be uncorrelated. The
two components are related to each other by

I u5I dG, ~A3!

whereG is the ratio of the transducer beam pattern gain~in
linear units! between the incident and scattered angles. Com-
bining Eqs.~A2! and ~A3! and solving forI d yields

I d5
I BB1

G11
~A4!

for the down-going component of the bottom-bistatic scat-
tered intensity.

APPENDIX B: CALCULATION OF THE INSONIFIED
AREA

In this Appendix we calculate the area insonified by the
bottom-bistatic returns. To simplify the discussion, com-
ments are restricted to the area insonified for path BB1. The
procedure to calculate the insonified area for path BB2 is a
straightforward extension of this. Figure B1 shows a sche-
matic of the geometry for the problem. A pulse of lengtht
propagates13 from the sonar and insonifies a patch of length
Dx5xo2xi . The area A insonified is given by

A5p~x0
22x1

2!. ~B1!

FIG. A1. Comparison of the relationship off i to fs for paths BB1 and
BB2. The dashed curve isf i vs fs for path BB1, replotted from Fig. 13
and the solid curve isf i vs fs for path BB2.

FIG. B1. Schematic showing a cross section of the insonified area A used in
the calculation of the bottom-bistatic scattering strength.
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The lengthDx is a function, not only of pulse length, but
also the path from source-to-patch-to-receiver. To solve for
the length we recall that the intersection of the bistatic path
with the bottom, as shown in Fig. B1, represents a single
point on an ellipse of constant travel time. The foci of this
ellipse are at the source and at thevirtual receiver location,
denotedRv in the figure. The virtual receiver is directly
above the source at a heightd above the water–air interface.
Thus,xo2xi is simply the intersection of the bottom with the
two ellipses that correspond to the leading and trailing edges
of the pulse.

Returning to Fig. B1, the major axis of the ellipse is
parallel to they axis for the present geometry. The problem
is further simplified by definingy50 to correspond to the
seabed and definingx50 such that they axis intercepts the
foci. This obtains for the equation of the ellipse:

x2

b2 1
~y2w!2

a2 51, ~B2!

wherea is half the total path length,b5Aa22d2, w is the
distance from the seabed to the water–air interface, andd is
the distance from the sonar to the water–air interface. Solv-
ing Eq. ~B2! for x and recalling that the seabed corresponds
to y50 yields

x5Ab2@12w2/a2#. ~B3!

For any pair of (f i ,fs) we calculate the corresponding path
length and obtaina andb. These values are inserted into Eq.
~B3! to obtain xi . Then xo is computed by increasing the
total path length by an amount corresponding tocavgt, where
cavg is the average sound speed in the water column. The
insonified area is obtained by inserting the values forxo and
xi into Eq. ~B1!. It should be noted that ifDx!xi , then Eq.
~B1! can be approximated with

A52pxavgDx, ~B4!

where xavg5(xo1xi)/2 and14 Dx5cavgt/(cosfi1cosfs).
Finally, for the simple backscatter case, the foci collapse to a
single point, the ellipse reduces to a circle, and we obtain the
familiar form Dx5cavgt/(2 cosf).
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A transition-matrix solution for the spectral scattering response of an elastic obstacle that penetrates
a plane-stratified fluid host is formulated. The field scattered from the segment in each layer is
expanded in a global outgoing basis centered on that segment and these segment fields are
superposed at the field point. A manageable structure for the transition matrix is maintained by using
the boundary conditions to couple these segment fields to the interior field of the obstacle via
exterior surface field expansions centered on the primary origin of the obstacle. Two formulations
are presented and compared in which the surface fields are expanded in either the standard set of
regular spherical eigenfunctions of the Helmholtz equation or the spherical harmonics. Numerical
tests for an axisymmetric spheroid indicate both formulations are viable but exhibit different
convergence and stability characteristics. However, in both cases, convergence is better for flattened
shapes~oblate! than elongated shapes~prolate!. Examples are presented to illustrate environmental
effects on the backscatter by a bubble and elastic spheres and spheroids that penetrate a water/
sediment interface.@S0001-4966~98!02207-3#

PACS numbers: 43.30.Gv, 43.20.Fn@DLB#

INTRODUCTION

While relevant to many disciplines, the acoustic scatter-
ing response of a bounded elastic body embedded in a gen-
erally inhomogeneous environment is difficult to predict de-
terministically. Nevertheless, techniques have been
developed to model this response, though with limitations
that depend on the technique chosen. Finite-difference time-
domain solutions1–3 appear to have the widest applicability,
allowing one to treat almost arbitrary environment and scat-
terer configurations. However, the computational intensity of
the solution increases rapidly with frequency and configura-
tion dimensionality, attenuation and dispersion effects are
not easy to incorporate, and approximations made to the
wave equation and boundary conditions yield a solution
whose fidelity is not easy to assess without established
benchmarks.

Benchmark quality solutions are more often pursued
with analytic and semianalytic frequency domain techniques
based on the Helmholtz integral equation. Here, geometric
and/or symmetry constraints may be applied to formulate
scattering solutions that are faster to implement and con-
verge to an exact solution of the Helmholtz equation with all
the proper boundary conditions obeyed. For example, when
the environment is assumed to consist of homogeneous
plane-stratified layers, numerically viable solutions exist for
two- and three-dimensional bounded elastic obstacles em-
bedded in fluid,4–9 elastic,10–13 and even poroelastic14,15 lay-
ers. These form the basis for fundamental analysis and pro-
vide explicit checks for the more numerical approaches.

Nevertheless, a drawback exists in many of these bench-
mark solutions; few allow the obstacle to penetrate the layers
of the environment due to constraints imposed to ensure con-
vergence. While the hybrid method formulated by Gerstoft
and Schmidt13 and the recent boundary integral equation

method of Fawcett8,9 may be used to consider penetration,
these approaches have yet to be extended to model the scat-
tering by three-dimensional obstacles. Aside from some for-
mal results by Bahar16 in electromagnetic scattering, there
seem to be very few analytical treatments of wave scattering
by three-dimensional bounded obstacles that penetrate the
layers of an inhomogeneous environment. This paper will
attempt to remove this deficiency by formulating a transition
~T! matrix for calculating the acoustic field scattered by a
bounded elastic body that penetrates an arbitrary number of
layers of a plane-stratified fluid. The viability of the solution
is checked numerically for the case of a homogeneous elastic
spheroid at the interface of two fluid half-spaces.

The organization of the paper is as follows. In Section I,
some background material and hypotheses needed to develop
the required T matrix are first presented. In particular, the
basis functions and Green’s dyadics needed to expand the
fields in a plane-layered fluid medium are given and the
range of convergence of the required expansions are dis-
cussed. A scattering solution is then obtained by decompos-
ing the scattered field into contributions from segments de-
fined by the host layering and deriving a T matrix for the
scattering by each segment. The segment T matrices are for-
mulated in two ways that differ by how the surface fields are
expanded. In Sec. II, some of the assumptions made to obtain
the resulting solutions are checked. Some implications on
scattering calculations with simpler obstacle arrangements
~e.g., scattering in an unbounded homogeneous host and next
to a boundary! are discussed. The results are then tested on a
penetrating spheroid. Difficulties in the numerical implemen-
tation are discussed. The final section summarizes the results
of the paper and discusses future directions to pursue.

769 769J. Acoust. Soc. Am. 104 (2), Pt. 1, August 1998



I. THEORY

A. Background

In the subsequent development, frequency-domain field
solutions to integral representations of the Helmholtz equa-
tion are sought. These solutions will be formulated as vector
displacement fields expanded in a basis of eigenfunction so-
lutions to the Helmholtz equation. Thee2 ivt time factor in-
herent in steady-state solutions will be suppressed. To ac-
count for scattering by a three-dimensional bounded obstacle
in the fluid host, required regular and outgoing vector basis
sets will be adapted from the scalar bases found appropriate
in past applications6 for expanding potential fields in plane-
stratified fluids. Thus for fields that are regular in a homoge-
neous region containing the origin, the regular basis func-
tions are given by the standard set of spherical partial waves
used in free-field applications. Expressed in spherical field
coordinates,r5(r ,u,f), these are

Ĉpml~r !5
1

k0
“ j l~k0r !Ypml~u,f!, ~1!

where k0 is the wave number of the layer containing the
coordinate origin of the basis, jl is an l th order spherical

Bessel function, andYpml(u,w) is a normalized spherical
harmonic defined by

Ypml~u,f![S em

2l 11

4p

~ l 2m!!

~ l 1m!! D
1/2

3Pl
m~cosu!S cosmf, p5e

sin mf, p5oD . ~2!

Here Pl
m(cosu) is an associated Legendre function,em52

for m.0, ande051. Completeness of the regular basis is
assured by specifying the indices shown so that the parity
index p is either even (e) or odd (o), the order index takes
the valuesl 50,1,...,̀ , and the rank indexm50,1,...,l .

In outgoing propagation of the displacement field, it will
be convenient to use eigenfunctions that account for the
stratifications of the host. This is accomplished by choosing
an outgoing basis that satisfies the proper boundary condi-
tions imposed at all the interfaces of the host. The scalar
partial-wave basiscpml(r ) derived in Ref. 6 may be adapted
to obtain a suitable basis of vector partial waves in the cy-
lindrical field coordinatesr5(z,z,f) as

Cpml~r !5
“

k0
cpml~r !

5S em

2p D 1/2
“

k0
S cosmf, p5e

sin mf, p5oD E
0

` qdq

k0h0
Jm~qz!eih0a0

~Bml~h0 /k0!211V0e22ih0b0Bml~2h0 /k0!21!

12u0V0e2ih0~a02b0!

3W0→ fe
2 ih fbf

~eih fz1U fe
ih f ~2af2z!!

12U fVfe
2ih f ~af2bf !

, z.0 ~3a!

5S em

2p D 1/2
“

k0
S cosmf, p5e

sin mf, p5oD E
0

` qdq

k0h0
Jm~qz!e2 ih0b0

~Bml~2h0 /k0!211U0e2ih0a0Bml~h0 /k0!21!

12U0n0e2ih0~a02b0!

3W0→ fe
ih faf

~e2 ih fz1Vfe
2 ih f ~2bf2z!!

12U fVfe
2ih f ~af2bf !

, z,0. ~3b!

Here the indices span the same ranges as those of the regular
functions,h(0,f )5Ak(0,f )

2 2q2 with Im(h(0,f ))>0 to ensure
convergence of the integral,kf is the wave number in the
layer at the field pointr , a(0,f ) andb(0,f ) are the vertical (z)
coordinates of the upper and lower boundaries of the layer
containing either the origin or the field point, respectively,
Jm is a cylindrical Bessel function, and

BmlS h0

k0
D5 i l 2mS 2l 11

2

~ l 2m!!

~ l 1m!! D
1/2

Pl
mS h0

k0
D

[BmlS 2
h0

k0
D 21

. ~4!

The remaining coefficients are standard potential field reflec-
tion and transmission coefficients.17 W0→ f is the total trans-
mission coefficient for propagating the plane-wave compo-

nents of the out-going multipole field through the layers
between the origin and field point.U0 and V0 are the total
plane-wave reflection coefficients at the upper and lower
boundaries, respectively, of the layer containing the origin.
Similarly, U f and Vf are total plane-wave reflection coeffi-
cients at upper and lower boundaries of the layer containing
the field point. Finally, a lower-caseu or v is used to denote
a partial plane-wave reflection coefficient. When the layer
with the field point is above the origin,u0 is the reflection
coefficient at the upper boundary of the origin layer that
would result by ignoring the layers above the field point.
When the layer with the field point is below the origin,v0 is
the reflection coefficient at the lower boundary of the origin
layer that would result by ignoring the layers below the field
point.

An expansion for the Green’s dyadicG(r s ,r ) in a plane-
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stratified fluid can now be formulated with the basis sets
specified, provided one of either the source positionr s or the
field point r are contained within a homogeneous region
around the origin. This follows from an expansion of the
exact integral form of the potential field Green’s function
G(r s ,r ) as derived in Ref. 6~see comments under Ref. 12 of
that article!. Scaled to suppress units, the dyadic is given by

G~r s ,r !5““sG~r s ,r !/ks
3

5 i S k0

ks
D 3 rs

r0
(
pml

Cpml~r s!Ĉpml~r !, ur su.ur u

~5a!

5 i(
pml

Cpml~r !Ĉpml~r s!, ur u.ur su, ~5b!

wherer0 andrs are the densities of the layers containing the
origin and source, respectively, and the gradient operators“

and“s operate with respect tor and r s , respectively.
A remark on the conditions imposed in Eq.~5! are in

order. These are the same as the conditions imposed to en-
sure convergence of the Green’s dyadic in an unbounded
homogeneous medium, but their validity here has not been
proven. In past applications of Eq.~5!, weaker convergence
assumptions were stipulated. For example, to formulate the
multiple-scattering T matrix in Ref. 6, it was sufficient to
assume that Eq.~5a! converges forr at least within the larg-
est origin-centered sphere that excludes the source and all
layer boundaries. In the development to follow, stronger
statements are needed and, although given without proof, the
conditions imposed above are consistent with intuitive no-
tions of convergence radii as determined by where the sin-
gularities ofG(r s ,r ) lie.18 In this paper, these conditions will
be assumed sufficient for convergence of the expansions
given. However, using the basis sets specified above, it
should be understood that Eq.~5! is not valid everywhere
convergence is implied. Since the radius of convergence can
now cross over other layers, the values that these expansions

converge to will not be valid when the argument of the regu-
lar functions are outside the origin layer. This is illustrated in
Fig. 1.

To expand the displacements in the interior of the scat-
terer, additional basis functions will be needed. Since the
obstacle will be assumed elastic, homogeneous, reasonably
smooth, and not too aspherical the standard spherical elastic
partial-wave functions19 can be used. Adopting the same nor-
malization as Bostro¨m,20 the outgoing set is given by

F1pml~r ![S k̄

k̄
D 3/2H dhl

~1!~ k̄r !

d~ k̄r !
A1pml~u,f!

1
@ l ~ l 11!#1/2hl

~1!~ k̄r !

k̄r
A3pml~u,f!J , ~6a!

F2pml~r ![hl
~1!~ k̄r !A2pml~u,f!, ~6b!

F3pml~r ![ l ~ l 11!1/2Fhl
~1!~ k̄r !

k̄r GA1pml~u,f!

1Fdhl
~1!~ k̄r !

d~ k̄r !
1

hl
~1!~ k̄r !

k̄r GA3pml~u,f!, ~6c!

where k̄ and k̄ are the compressional and shear wave num-
bers, respectively, of the medium inside the obstacle, hl

(1) is
an l th-order spherical Hankel function of the first kind and
the Atpml(u,f), t51,2,3 are vector spherical harmonics
defined by

A1pml~u,f![ r̂Ypml~u,f!,

A2pml~u,f![@ l ~ l 11!#21/2
“3@rYpml~u,f!#, ~7!

A3pml~u,f![@ l ~ l 11!#21/2r“Ypml~u,f!.

Here thel , m, andp indices span the same ranges as for the
exterior functions above andt labels the three possible elas-
tic modes:t51 for the compressional mode,t52 for the
spherical T shear mode, andt53 for the spherical S shear
mode. In addition to the outgoing functions, a regular basis
F̂tpml(r ) is defined in the same way except hl

(1) is replaced
by jl .

Wave propagation in the interior of the elastic scatterer
will be represented by the free-field Green’s dyadicḠ(r s ,r ).
This can be expanded in terms of the interior basis functions
in the well-known unitless form,19

Ḡ~r s ,r !5 i (
tpml

Ftpml~r s!F̂tpml~r !, ur su.ur u, ~8a!

5 i (
tpml

Ftpml~r !F̂tpml~r s!, ur u.ur su. ~8b!

The final ingredients needed to formulate a T matrix are
surface integral representations of the Helmholtz equation
for the interior and exterior fields of the scatterer. Appropri-

FIG. 1. The convergence region of the expansion of the Green’s dyadic for
ur su.ur u is depicted. The expansion is expected to converge to physically
valid results forr within the unshaded spherical segment bounded by the
interfaces atz5a0 andz5b0 .
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ate representations for displacement fields have been derived
by Pao and Varatharajulu21 for an obstacle in an infinite ho-
mogeneous host. These expressions remain applicable even
when the host is layered but the Green’s dyadics used in
them for the exterior propagation must be chosen to satisfy
all the boundary conditions of the layered host in order to
avoid extending the surface integrals over the host’s inter-
faces. Given an elastic obstacle bounded by a surfaceS and
the exterior and interior Green’s dyadics expanded in Eqs.
~5! and ~8!, the surface integrals proposed by Pao and Var-
atharajulu may be adapted in the form,

uinc~r !1
1

v2 E
S
S k83

r8 D @u1~r 8!–„n̂–J~r 8,r !…

2t1~r 8!–G~r 8,r !#dA85H u~r !, r outside S,

0, r inside S,
~9!

2
k̄3

r̄v2 E
S
@u2~r 8!–„n̂–J̄~r 8,r !…2t2~r 8!–Ḡ~r 8,r !#dA8

5H u~r !, r inside S,

0, r outside S.
~10!

The primed wave number and density correspond to values
in the exterior at the area elementdA8 on S. These param-
eters are placed inside the integral in caser 8 crosses a layer
boundary as it is integrated overS. On the left side of Eq.
~9!, the first term is the part of the total displacement fieldu
that would exist without the elastic obstacle; i.e., the incident
source field. Within brackets,u6 and t6 are the total dis-
placement and surface traction fields, respectively, evaluated
on S as it is approached from the outside~1! or the inside
~2!. The quantitiesJ andJ̄ are exterior and interior Green’s
stress triadics, respectively, andn̂ is the outward unit vector
normal toS at dA8.

Both the tractions and the surface normal components of
the stress triadic share the same form as functionals of other
field components. In the host, they are given by

H t1~r 8!

n̂–J~r 8,r !J 5l8n̂“8–H u1~r 8!

G~r 8,r !J , ~11!

wherel8 is the Lame´ parameter of the fluid atr 8 and“8
operates with respect tor 8. For the elastic medium insideS,
these tractions and triadic components are

H t2~r 8!

J̄~r 8,r !J 5l̄n̂“8–H u2~r 8!

Ḡ~r 8,r !J 12m̄n̂–“8H u2~r 8!

Ḡ~r 8,r !J
1m̄n̂3S“83H u2~r 8!

Ḡ~r 8,r !J D , ~12!

wherel̄ and m̄ are elastic Lame´ parameters.

B. General formulation

The total acoustic field due to a point source in a plane-
stratified fluid containing a bounded elastic obstacle can be
formulated as the superposition of a part represented by the
Green’s dyadic outlined above@Eq. ~5!# and a part scattered
by the obstacle. Since the Green’s dyadic is easily computed
via well-documented techniques ~e.g., fast-field
algorithms22,23!, the focus of this section is the part of the
field due to the presence of the obstacle. Henceforth, the
incident source field will be assumed to be formed from a
superposition of known point sources. Figure 2 illustrates the
problem for a single point source atr s and an obstacle that
penetrates three layers of its host. To proceed, expansions for
an incident point source field in a multilayered fluid host, the
interior field of an obstacle that penetratesN layers of the
host, and the resulting scattered field are proposed in the
form

FIG. 2. An approach to determine the field scattered by an obstacle that penetrates three layers of a plane-stratified host is depicted. The field scattered by the
segment in each layer is superposed to form the total scattered field atr . The dotted circle of radiusr 21 depicts the spherical surface outside of which the field
scattered by the middle segment, expanded around the primary origin ato, is proposed to converge.
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uinc~r !5(
pml

apml~r s!Ĉpml~r !, ~13!

uint~r !5 (
tpml

btpmlF̂tpml~r !, ~14!

usca~r !5(
j 51

N

(
pml

gpml
~ j ! Cpml~r2d~ j !!

[(
j 51

N

@usca~r2d~ j !!#~ j !, ~15!

where theapml(r s) coefficients are specified by comparison
with Eq. ~5a!; i.e.,

apml~r s!5Fi S k0

ks
D 3 rs

r0
Cpml~r s!. ~16!

Here the scale factorF is included to account for the field
units. Note that the scattered field is composed of expansions
around origins that may be different from the primary ob-
stacle origin that the other fields are referenced to. This is
motivated by the convergence limitations discussed earlier
on the expansion of the layered host’s Green’s dyadic when
layers must be crossed. By expressing the scattering in this
way, as a superposition of contributions scattered from each
segmentj bounded byS( j ) in the corresponding penetrated
layer, the limitations of the Green’s dyadic expansions will
not be a problem in the following development. As illus-
trated for the middle segment in Fig. 2, it will be assumed
that the expansion of the field scattered by segmentj will
converge forr outside the sphere centered ond( j ) and cir-
cumscribing this segment. The primary goal will be to deter-
mine the coefficientsgpml

( j ) in terms of the givenapml(r s).
This will be done using techniques parallel to those formu-
lated by Bostro¨m20,24 for treating scattering in a homoge-
neous fluid host.

First, since Eq.~15! is not generally expected to con-
verge on the surfaceS of the obstacle, a mathematical rep-
resentation of Huygens’ principle is needed to allow the
boundary conditions at the surface of the obstacle to be sat-
isfied. This is obtained by using the expansions ofG(r s ,r ) in
Eq. ~5! to expand the stress triadic components in Eq.~11! in
terms of the exterior bases and then putting this and the
expansions foruinc(r ), usca(r ), and G(r s ,r ) into Eq. ~9!.
Note that the integration in Eq.~9! is understood to represent
a superposition of fields propagated from sources residing on
S. Therefore when the field point is specified insideS, Eq.
~5a! is the appropriate expansion of the Green’s dyadic to
use. Since the regular partial waves are complete and linearly
independent, the following relation results for the incident
source field coefficients by collecting factors of like regular
functions:

apml~r s!52 i
k~0!

3

r~0!v
2 (

j 51

N E
S~ j !

@ n̂–u1~r !l j“•Cpml~r !

2n̂–t1~r !n̂•Cpml~r !#dA. ~17!

A subscriptj is used here to label material parameters asso-
ciated with the layer of the host containing thej th segment

of the obstacle. However, the subscript~0! labels material
parameters of the layer that contains the primary origin; e.g.,
if the origin is in segmentj 8, k(0)5kj 8 .

When the field point is specified outsideS in Eq. ~9!,
usca(r )5u(r )2uinc(r ) is replaced with a sum of expansions
centered on several displaced origins atd( j ), 1< j <N. To
obtain an expression for the coefficients, the integral over the
surface segmentS( j ) is performed with the Green’s dyadic
and the stress triadic components also expanded aroundd( j ).
These are obtained from Eq.~5b! by replacingr andr s with
r2d( j ) andr s2d( j ). With these expansions inserted into Eq.
~9!, the following relation is found for the scattered field
coefficients by collecting factors of like outgoing partial
waves at each of the auxiliary origins:

gpml
~ j ! 5 i

kj
3

r jv
2 E

S~ j !
@ n̂•u1~r !l j“•Ĉpml~r2d~ j !!

2n̂–t1~r !n̂•Ĉpml~r2d~ j !!#dA . ~18!

The regular external partial waves in the integrand are evalu-
ated with the material parameters of the layer containing seg-
ment j , where they are centered. Note that, while Eq.~18!
leads to a unique solution for the scattered field satisfying
Eq. ~9!, the gpml

( j ) coefficients are not specified uniquely be-
cause the outgoing functions centered on different origins are
not independent of each other. These coefficients may be
specified in other ways but the choice made above is consis-
tent with associating the field scattered by segmentj with the
part of the scattered field expanded aroundd( j ). Since it is
the uniqueness of the total scattered field solution rather than
that of the individual expansions aroundd( j ) that is needed,
Eq. ~18! will suffice for the subsequent development.

Equations~17! and ~18! embody Huygens’ principle by
allowing field quantities defined offS @such asusca(r )# to be
related to field quantities onS. Therefore boundary condi-
tions can now be applied. For a fluid–elastic interface these
are

n̂–u1~r !5n̂–u2~r !, on S, ~19!

n̂–t1~r !5n̂–t2~r !, on S, ~20!

n̂3t2~r !50, on S. ~21!

For scattering in a homogeneous fluid host, Bostro¨m has
demonstrated two viable methods of applying these bound-
ary conditions to obtain scattering solutions. These differ in
how the surface fields are expanded and, consequently, how
quickly the solutions converge for different obstacle shapes.
In the following, it will be demonstrated how both of these
methods may be extended to treat scattering in a plane-
stratified host.

In the first method, the first two conditions are put into
Eqs.~17! and ~18! directly. Since Eq.~14! is expected to be
convergent and differentiable out to the interior surface of
the scatterer;25 this can then be used to expandu2(r ) and
t2(r ). The result is

apml~r s!52 i (
tp8m8 l 8

Qpml;tp8m8 l 8btp8m8 l 8 , ~22!
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gpml
~ j ! 5 i (

tp8m8 l 8
Q̂pml;tp8m8 l 8

~ j ! btp8m8 l 8 , ~23!

where

Qpml;tp8m8 l 85
k~0!

3

r~0!v
2 (

j 51

N E
S~ j !

@ n̂•F̂tp8m8 l 8~r !l j“•Cpml~r !

2n̂•t2„F̂tp8m8 l 8~r !…n̂•Cpml~r !#dA, ~24!

Q̂pml;tp8m8 l 8
~ j !

5
kj

3

r jv
2 E

S~ j !
@ n̂•F̂tp8m8 l 8~r !l j“•Ĉpml~r2d~ j !!

2n̂•t2„F̂tp8m8 l 8~r !…n̂•Ĉpml~r2d~ j !!#dA.

~25!

The functional dependence oft2 is explicitly displayed here
to indicate it is no longer an unknown quantity.

There are not yet enough relations in Eqs.~22! and~23!
to solve for all the unknowns present. To complete the solu-
tion, the last of the interior integral equations in Eq.~10! is
used. Expansions forḠ and J̄ obtained from Eqs.~8b! and
~12! are inserted and the boundary conditions in Eqs.~19!
and ~21! are applied with the result

k̄3

r̄v2 E
S
@„n̂3u2~r !…•t2„F̂tpml~r !…

1n̂–u1~r !n̂•t2„F̂tpml~r !…

2n̂•t2~r !n̂•F̂tpml~r !#dA50. ~26!

Equation~14! may be used to expand the unknown interior
surface displacement and traction here but another expres-
sion is needed for the normal component of the exterior sur-
face displacement present in the second term. The external
displacement is not generally continuous upon crossing an
interface of the host. However, the boundary condition in Eq.
~19! ensures that the surface normal component of this field
will be continuous onS if the interior field is continuous on
S. Since the obstacle is elastic and smooth, its shear rigidity
is expected to help smooth variations in the normal surface
displacements alongS. Therefore it will be assumed feasible
to expand this field component in a convenient and complete
basis set such as spherical harmonics or regular spherical
partial waves. The present formulation will make use of the
regular functions for this expansion; i.e.,

n̂•u1~r !5(
pml

jpmln̂•Ĉpml~r ;k1!. ~27!

The wave-number dependence of the regular functions in
this expansion need not be set equal to that of the layer
containing the origin to ensure a complete basis. Therefore
this dependence is displayed parametrically ask1 because it
will be convenient to adjustk1 to optimize convergence
later.

Upon inserting Eqs.~14! and~27! into Eq. ~26!, the fol-
lowing relation between the interior and exterior surface field
expansion coefficients is found:

(
p8m8 l 8

Ptpml;p8m8 l 8~k1!gp8m8 l 8

1 (
t8p8m8 l 8

Rtpml;t8p8m8 l 8bt8p8m8 l 850, ~28!

where

Ptpml;p8m8 l 8~k1!5
k̄3

r̄v2 E
S
n̂•Ĉp8m8 l 8~r ;k1!

3n̂–t2„F̂tpml~r !…dA, ~29!

Rtpml;t8p8m8 l 85
k̄3

r̄v2 E
S
@„n̂3F̂t8p8m8 l 8~r !…•t2„F̂tpml~r !…

2n̂–t2„F̂t8p8m8 l 8~r !…n̂•F̂tpml~r !#dA. ~30!

Except for displaying the parametric dependence onk1 , Eq.
~28! is the same relation used in Ref. 20 to complete the T
matrix for scattering in a homogeneous fluid. By combining
Eq. ~28! with Eqs. ~22! and ~23!, an analogous T matrix
results for scattering in a stratified fluid, but now from each
segment of the obstacle. Using a matrix notation, this is
given by

g~ j !5T~ j !a~r s!, ~31!

where

T~ j !52Q̂~ j !R21P~k1!„QR21P~k1!…21. ~32!

In these equations, it is understood thatQ, Q̂( j ), P(k1), and
R are matrices containing elements given by Eqs.~24!, ~25!,
~29!, and ~30!, respectively, anda(r s) and g ( j ) are vectors
with elements specified by Eqs.~16! and ~31!, respectively.
Of course, each multiplication implies a vector contraction
over the full range of spherical indices between the factors. It
is useful to note that the square matrixR is symmetric20

although the symmetry usually associated with the T matrix
is lost in each of theT( j ) matrices.

The second method to derive T matrices for the obstacle
segments involves applying the boundary conditions in a dif-
ferent way so that all the surface fields may be expanded in
spherical harmonics. This cannot be done with the above
approach because, unlike Eq.~14!, field expansions in the
spherical harmonics are not differentiable onS in the normal
direction. To proceed, only the first boundary condition@Eq.
~19!# is used in Eqs.~17! and ~18! and the surface fields
remaining to be specified are expanded as

u2~r !5 (
tpml

btpmlAtpml~u,f!, ~33!

n̂–t1~r !5k1l1(
pml

jpmlYpml~u,f!. ~34!

In Eq. ~34!, the wave numberk1 and Lame´ parameterl1

are dummy variables retained for dimensional convenience.
They may be set to unity later for numerical implementations
without affecting the final results. Also, in regard to the vi-
ability of this expansion, note that the surface normal com-
ponent of the external traction is assumed to be reasonably
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smooth even when crossing host interfaces. This is based on
the assumption of smoothly varying tractions along the inte-
rior surface of the elastic obstacle and the boundary condi-
tion in Eq. ~20!. The manipulations prescribed now lead to
the relations

apml~r s!52 i (
tp8m8 l 8

Lpml;tp8m8 l 8btp8m8 l 8

1 i (
p8m8 l 8

M pml;p8m8 l 8jp8m8 l 8 , ~35!
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~ j ! 5 i (

tp8m8 l 8
L̂pml;tp8m8 l 8

~ j ! btp8m8 l 8

2 i (
p8m8 l 8

M̂ pml;p8m8 l 8
~ j ! jp8m8 l 8 , ~36!

where
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j 51

N E
S~ j !

n̂•Atp8m8 l 8~u,f!

3l j¹•Cpml~r !dA, ~37!
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3 k1l1
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j 51

N E
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Yp8m8 l 8~u,f!

3n̂•Cpml~r !dA, ~38!
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kj
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S~ j !
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3¹•Ĉpml~r2d~ j !!dA, ~39!

M̂ pml;p8m8 l 8
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kj

3k1l1

r jv
2 E

S~ j !
Yp8m8 l 8~u,f!

3n̂•Ĉpml~r2d~ j !!dA. ~40!

To completely resolve all unknowns, the last of the in-
terior integral equations in Eq.~10! is employed once again
by inserting expansions forḠ and J̄ and applying the re-
maining two boundary conditions@Eqs.~20! and ~21!#. This
yields

k̄3

r̄v2 E
S
@u2~r !–t2„F̂tpml~r !…2n̂–t1~r !n̂•F̂tpml~r !#dA50.

~41!

When Eqs.~33! and~34! are used here, the relations needed
to complete the scattering solution are obtained; i.e.,

(
t8p8m8 l 8

D̂tpml;t8p8m8 l 8bt8p8m8 l 8

2 (
p8m8 l 8

Êtpml;p8m8 l 8jp8m8 l 850, ~42!

where

D̂tpml;t8p8m8 l 85
k̄3

r̄v2 E
S
At8p8m8 l 8~u,f!

•t2„F̂tpml~r !…dA, ~43!

Êtpml;p8m8 l 85
k̄3k1l1

r̄v2 E
S
Yp8m8 l 8~u,f!n̂•F̂tpml~r !dA.

~44!

Except for leavingk1 andl1 unspecified inÊ, Eq. ~42! is
the same relation used in Ref. 24 to complete the T matrix
for scattering in a homogeneous fluid. By solving Eqs.~35!,
~36!, and ~42! via matrix algebra, an analogous T matrix
results for scattering from each segment of the obstacle in a
stratified fluid. In matrix notation, this is

T~ j !52~ L̂ ~ j !D̂21Ê2M̂ ~ j !!~LD̂21Ê2M !21. ~45!

Both Eqs.~32! and ~45! represent formally exact solu-
tions to the scattered field provided the assumptions regard-
ing convergence of the various expansions used are valid.
However, their convergence properties and numerical stabil-
ity differ for obstacles of different shape and could therefore
compliment each other in applications. This will be investi-
gated for partially buried spheroids in the next section.

II. NUMERICAL APPLICATIONS

At this point, it is worthwhile to test the basic formula-
tions on a few simple examples. Rather than attempting to
optimize these formulations for computational speed or mak-
ing a detailed analysis of scattering by partially buried ob-
stacles, the emphasis is on demonstrating the viability of
some of the basic assumptions made and uncovering the
limitations in implementing these formulations numerically.
Since spheroids are a convenient canonical shape for this
kind of testing, this section will deal exclusively with such
obstacles. More optimal formulations, experimental verifica-
tions, and investigations of the dynamics observed will be
relegated to later efforts.

A. Acoustic scattering in a homogeneous host

First, the viability of decomposing the scattering solu-
tion as a superposition of fields scattered from segments of
the obstacle is demonstrated. For this, a 3:1 aluminum pro-
late spheroid suspended in water is used. The density, com-
pressional sound speed, and shear sound speed, respectively,
used for the spheroid are 2.7 g/cm3, 6.353105 cm/s, and
3.053105 cm/s. For water, the density and sound speed used
are 1.0 g/cm3 and 1.503105 cm/s. A unit-amplitude plane
wave is incident on the spheroid centered on the origin and
the scattered amplitude is calculated 100a ~a is the radius of
the sphere circumscribing the spheroid! from the origin in
the backscatter direction. In Fig. 3, the end-on and broadside
backscatter responses of the spheroid are plotted as a func-
tion of the scaled wave number of water,ka. A resolution of
200 line-connected points is maintained in both curves.

Calculations based on the method described by Bostro¨m
in Ref. 20 are used for the benchmark. These are given by
the solid lines in Fig. 3. Circles superposed over the solid
lines correspond to a calculation of the same responses but
with the scattered field formed as a sum of contributions
from three segments of the spheroid. The spheroid is seg-
mented by dividing it into three equal length parts and aux-
iliary origins for the scattered field calculations are placed
along the axis of the spheroid at midlength in each segment.
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The segment T matrices are determined from the method
embodied in Eq.~32! where the material parameters of the
host layers~includingk1! have all been set to those of water.
This simplifies the formulation considerably since the outgo-
ing basis functions reduce to those of an unbounded homo-
geneous medium. Aside from these simplifications and those
that could be incorporated due to the symmetry of the ob-
stacle as described in Ref. 20, no special matrix techniques
were used in the calculations. Surface integrals were simpli-
fied by performing thef integration analytically and then
using Gaussian quadrature for integration along the remain-
ing surface coordinate. Matrix products involving an inver-
sion such asR21P(k1) were performed with Gaussian
elimination. The numerical precision of all calculations was
about 15 significant figures. The maximum matrix trunca-
tions used in these calculations were 22l andm values for
the broadside calculations and 28l values~with m50 only!
for the end-on calculations.

The plotted results clearly demonstrate the viability of
scattering calculations with segmented T matrices. Calcula-
tions involving more segments have also been tried and all
reproduce the benchmark. However, in maintaining the same
precision in the final answer, the convergence of the indi-
vidual segment fields is generally not observed to be any
faster than for the entire obstacle using the standard formu-
lation of Boström. Therefore aside from checking that the
segmented approach works, there seems little reason to use it
for scattering in a unbounded homogeneous host unless there
is a need for the scattered field to converge closer to the
obstacle than outside the circumscribing sphere. For ex-
ample, consider the field backscattered to the Cartesian point
~20.65a, 0, 0! when a unit-amplitude plane wave traveling
in the positivex direction is incident broadside on the 3:1
spheroid above. Bostro¨m’s method does not converge for
points so close to the surface. However, per the assumptions
made concerning the convergence of Eq.~15!, it is expected
that convergence should be possible with the spheroid seg-
mented into two halves with the auxiliary origins for the
scattered field at midlength in each segment. The corre-
sponding calculation confirms this and Fig. 4 demonstrates
this aspect of the segmented approach.

B. Acoustic scattering next to an interface

One of the problems with existing T-matrix
formulations4–6,10,11for acoustic scattering by obstacles near
an interface is that they are not expected to be applicable if
the obstacle comes too close to the interface, even if it does
not penetrate. The reason is that interactions between the
obstacle and the interface in these formulations are taken into
account by superposing effects translated from image posi-
tions. These translations are not expected to converge if the
translation distance is shorter than the radius of the sphere
that circumscribes the obstacle; hence, it cannot be too close
to the host interfaces. The approach presented in the present
paper eliminates the need to restrict the obstacle distance
from host interfaces by formulating the T matrix without
isolating the interactions in a matrix of translations. Instead,
the interactions are directly accounted for in the mathemati-
cal representation of Huygens’s principle embodied in Eqs.
~17! and ~18!. This approach is also expected to be appli-
cable when there is no interface penetration, by specifying
the obstacle as a single segment in Eq.~32! or ~45!. The
trade-off compared with the previous formulations is that,
even for axisymmetric obstacles, the outgoing expansion ba-
sis, Eq.~3!, leads to two-dimensional numerical integrations
in evaluating the elements ofQ in Eq. ~32! or L and M in
Eq. ~45!; i.e., the surface integral and the integral over hori-
zontal wave number are not separated. Nevertheless, efficient
means of evaluating these integrals are available and a test of
the stability of the present approach with nearby interfaces
will be presented.

The case to be considered involves scattering by an ob-
stacle in the ocean bottom. The field scattered into the water
half-space by a 1:3 oblate aluminum spheroid just under a
water/sediment interface is determined. Material parameters
for the spheroid and water are taken to be the same as in the
previous example. The sediment is modeled as an attenuating
fluid with density and~complex! sound speed given by
2.0 g/cm3 and (1.73105,22.43103)cm/s. Since the host is
formed from two homogeneous half-spaces, the outgoing ba-
sis functions needed in the scattered field expansion and the
T matrix may be simplified to

FIG. 3. Comparison of segmented T-matrix calculations with standard ap-
proach for a 3:1 aluminum prolate spheroid in water. The incident field is a
unit-amplitude plane wave and the backscatter is determined 100a away.

FIG. 4. Segmented T-matrix calculation for the same spheroid in Fig. 3
except 2 segments are used and the field is determined at 0.65a from the
center of the obstacle for a broadside-oriented plane wave.
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Here the reflection and transmission coefficients take the
well-known form:26

W0→ f5~11U0!r0 /r f , ~47!

U05
r fh02r0hf

r fh01r0hf
. ~48!

In all the results presented henceforth, the integrals in
Eq. ~46! as well as the surface integrals in the T matrix were
done numerically by applying 32 point Gauss quadrature to
enough segments of the specified integration contours to at-
tain a stable, converged result. Generally, a criterion of error
less than 1 part in 1010 was used to automatically terminate
integrals over infinite ranges. However, theq integrations as
specified in Eqs.~3! and ~46! can be unstable due to singu-
larities of the integrand on or near the realq axis. These were
avoided by analytically deforming the integration contour in
two ways. If the cylindrical coordinatez was not too large,
standard arguments27 were used to deform the contour into
the fourth quadrant of the complexq plane on the physical
sheet of the root functions,h0 andhf . This integration con-
tour is depicted in Fig. 5~a!. Whenz became large enough to
slow the integration down~due to rapid oscillation of the
integrand!, the contour was rotated as follows:

E
0

`

q dq Jm~qz! f ~hj !5
1

2 E
C
q dq Hm

~1!~qz! f ~hj !.

~49!

HereHm
(1) is a cylindrical Hankel function and the contourC

encloses the singularities that displace into the top half of the
physical complexq plane when the host layers are made
attenuating. The singularity ofHm

(1) at the origin is avoided
by taking the integration contour under the physical sheet
when branch cuts are crossed on going around the origin.
This integration contour is depicted in Fig. 5~b!.

With these considerations input both into Eqs.~32! ~set-
ting k1 equal to the wave number of the sediment containing
the spheroid! and~45!, the backscatter response of the oblate
spheroid can be calculated and compared to previous formu-
lations. A case study is presented in Table I. The axis of the
spheroid is oriented normal to the planar interface and its
center is considered at the three depths (d): 0.34a,a, and
2a. The incident field originates from an on-axis harmonic
point source in the water 100a above the spheroid’s center.
The displacement amplitude backscattered to the source po-
sition is calculated and this is scaled by the displacement
amplitude due to a free-field source in water 100a away by
setting the scale factorF in Eq. ~16! to

F5U4p

ks
S dh0

~1!~ksr !

d~ksr !
D 21U

r 5100a

. ~50!

A frequency corresponding tokfa55 is used and results for
five different truncations of thel index of the T matrix are
shown.~Here and in all subsequent calculations,kf and ks

are both equal to the wave number of water.! In Table I, the
present T-matrix formulations are tested and compared both
with each other and with a reference formulation described
in Ref. 5 which superposes effects translated from image
positions.

Table I demonstrates good agreement between the refer-
ence approach and those developed in the present work when
the obstacle is centered at least as far away from the interface
as the radius of its circumscribing sphere. Note that both the
reference approach and that based on Eq.~32! also display
ill-conditioning problems when the truncation is overspeci-
fied. This has been observed before in free-field scattering
calculations with a T matrix using regular spherical partial
waves to expand the obstacle surface fields.24,28 Since the
surface fields in both the reference solution and Eq.~32!
were treated this way, it is understandable that they would
have similar convergence characteristics. On the other hand,
when spherical harmonics are used to expand the surface
fields, calculations remain stable with higher truncations but
convergence is slower. This aspect of using spherical har-
monic surface field expansions was observed before with
spheroids by Bostro¨m;24 although it was also found that
these expansions yielded stable T matrices for more diverse
obstacle shapes.

The performance exhibited by the various methods
grows more interesting when the spheroid is brought very
close to the interface (d50.34a). Although the reference
formulation appears to converge, the values produced at each
truncation became sensitive to the number of Gauss quadra-
ture points in the integrations. The source of the sensitivity
seemed to be in the part of the T matrix that accounts for
interactions with the interface. This sensitivity~about 2% to

FIG. 5. Integration contours used to evaluate outgoing basis functions.
Heavy lines and asterisks represent branch cuts and poles, respectively. Note
that the contour in~b! passes under the physical sheet to avoid the pole at
the origin.
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3%! could not be reduced with increasing the number of
quadrature points; thus, the answer obtained from the refer-
ence method might be questionable. However, the other two
methods retain the same level of stability seen at the other
depths. Here the rate of convergence is little affected by
proximity to the interface and the fact that both of these
methods converge to the same answer lends strength to it
being the true answer.

While it was expected that the reference formulation
would break down, it is noteworthy that its predictions re-
mained within a few percent of the true answer for each of
the truncations. Since the reference formulation is also fast-
est to implement~as much as four times faster in obtaining
the results above!, it is tempting to use it beyond its usual
range of validity. Nonetheless, its apparent stability should
be accepted with caution given the inability to finally con-
verge to the correct answer.

C. Acoustic scattering by an obstacle penetrating an
interface

The final tests of the scattering solutions in Eqs.~32! and
~45! will involve an obstacle allowed to penetrate through an
interface of the host. The same water/sediment environment
and aluminum obstacle parameters examined above will be
used. As before, a backscattered field will be calculated in
the water half-space. The outgoing basis functions required
to evaluate the T-matrix segment in the sediment and expand
the field scattered from this segment remain the same as in
Eq. ~46! except for redefining coordinate origins when
needed. However, for the segment in the water half-space,
outgoing functions centered in this half-space are also
needed. From Eq.~3!, these may be expressed in the simpli-
fied form

Cpml~r !5S em

2p D 1/2
“

k0
S cosmf, p5e

sin mf, p5oD
3E

0

` qdq

k0h0
BmlS h0

k0
D Jm~qz!e2 ih0b0V0eih0~z2b0!

1
1

k0
“@hl

~1!~k0r !Ypml~u,f!#, z.b0 , ~51!

with V0 given by the same expression used forU0 in Eq.
~48! except with the understanding that the interpretation of
the subscripts is now reversed; i.e., the origin layer for these
basis functions is water rather than sediment. Of courseb0 ,
the vertical coordinate of the interface below, is also mea-
sured relative to the segment origin set in the water.

In the calculations to follow, the auxiliary origin for
each of the axisymmetric segments is placed along the axis
of the segment at the midpoint of its vertical dimension. The
primary origin, for the incident and surface field expansions,
is always placed at the midpoint of the obstacle. If the mid-
point is on the water/sediment interface, the outgoing basis
functions needed in Eqs.~24!, ~37!, or ~38! are evaluated
assuming the primary origin is on the sediment side of the
interface. The unspecified external surface wave numberk1

in Eq. ~32! is chosen by setting it to the value appropriate for
aluminum. This choice follows from numerical trials that
indicate greater stability in the resulting T matrix when
smaller values for this parameter are used.~Of course, there
is no reason other than convenience for choosing a value for
k1 that corresponds to one of the materials used; an arbitrary
value would work also.! With these details accounted for,
some examples are considered.

First, the stability of the formulations embodied in Eqs.
~32! and ~45! for half-buried spheroids are considered as a
function of aspect ratio~axial length/width!. As in previous
calculations, no special matrix techniques were used to en-
hance stability and 15 figure precision was used. An on-axis
point source is used to illuminate a spheroid from 20a above
its center and the backscatter is calculated at the source lo-
cation. In Table II, backscattered displacement amplitudes
are presented for seven aspect ratios from 1:3 oblate to 3:1
prolate and 5 truncations of thel index. For convenience, the
backscatter is scaled by the source strength in free-field 20a
away; i.e., Eq.~50! is used withr 520a. For this exercise, a
frequency corresponding tokfa55 is chosen.

Table II demonstrates that a segmented T matrix can be
used to calculate with high accuracy the scattering by three-
dimensional obstacles that penetrate a host layer. However,
convergence is at least as sensitive to obstacle shape and how
the surface fields are treated as it is in free-field scattering.
For aspect ratios less than 1, faster convergence is still the

TABLE I. The displacement amplitude backscattered by a 1:3 oblate Al spheroid atkfa55 and for three burial
depths below a water/sediment interface. Five truncations of thel index are shown and numerical performance
of the matrix formulations in Eqs.~32!, ~45!, and a standard reference formulation are compared.

d Method

l truncation

20 23 25 28 40

Ref. 0.009 81 0.009 84 0.009 91 0.009 92 0.009 91
0.34a Eq. ~32! 0.010 26 0.010 26 0.010 26 0.010 26 0.161 94

Eq. ~45! 0.010 20 0.010 23 0.010 24 0.010 25 0.010 26

Ref. 0.011 38 0.011 38 0.011 38 0.011 38 0.021 18
a Eq. ~32! 0.011 38 0.011 38 0.011 38 0.011 38 0.027 32

Eq. ~45! 0.011 34 0.011 36 0.011 37 0.011 37 0.011 38

Ref. 0.010 55 0.010 55 0.010 55 0.010 55 0.024 33
2a Eq. ~32! 0.010 55 0.010 55 0.010 55 0.010 55 0.068 40

Eq. ~45! 0.010 49 0.010 52 0.010 53 0.010 54 0.010 55
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norm for spheroids with surface fields expanded in regular
partial waves rather than spherical harmonics. Here the only
caveat to be noted in the use of regular partial waves is
possible ill-conditioning when the truncation is overspeci-
fied. As the obstacle grows more spherical the difference in
performance disappears and both methods seem to become
more stable. But, the situation seems to reverse for prolate
objects. Here the method based on spherical harmonics ap-
pears to perform better. At an aspect ratio of 1.5, the method
based on regular partial waves is clearly starting to have
problems while the other method remains stable.

Nevertheless, both methods appear to lose effectiveness
for higher aspect ratios. When the ratio reaches 2, the ap-
proach using Eq.~32! is clearly producing incorrect results
and that using Eq.~45! exhibits much slower convergence.
The poor stability of Eq.~32! tends to coincide with poor
condition numbers when manipulating matrices with Gauss-
ian elimination; thus, ill-conditioned inverses may be to
blame. Notably, the stability~and the matrix condition num-
bers! sometimes improved by going to higher frequency.
This is consistent with ill-conditioning problems in T-matrix
solutions, which tend to occur with higher truncations as the
frequency is raised. Therefore if convergence improves fast
enough to overtake ill-conditioning problems, better results
are obtained.

The difficulties exhibited above are expected to be typi-
cal and not limited to the present set of system parameters.
However, that does not preclude their resolution. The sensi-
tivity of these problems to how the surface fields are ex-
panded suggests that the answer lies in identifying a more
appropriate choice of basis for representing these fields. For
example, to model elongated obstacles that penetrate layers
of the host, a more useful basis for the surface fields might
be spheroidal harmonics. While this choice will not be
implemented here, the generality of the formulation leading
to Eq. ~45! makes this choice straightforward to incorporate.

To conclude this section, a few sample calculations of
backscatter spectra will be presented to further illustrate the
formulations. Figures 6 and 7 demonstrate how the spectral
response of an aluminum sphere is modified by three states
of burial at the planar water/sediment interface previously
specified. In Fig. 6, a point source in the water half-space
20a directly above the sphere is used. In Fig. 7, the source is
still in the water, 20a from the sphere, but now lies on a line
that slants 45° from horizontal and passes through the sphere
center. For both cases, the amplitude of the displacement
field backscattered to the source is plotted over the range 0
<kfa<10 for the center of the sphere 1.1a above, centered
on, and 1.1a below the interface.~Note that centering the
sphere on the interface leads to no computational advan-
tages; it is merely a convenient choice for the purpose of

TABLE II. Displacement amplitudes backscattered by an Al spheroid half-buried at a water/sediment interface
for kfa55. Seven aspect ratios for the spheroid are considered. Numerical performance of the matrix formu-
lations in Eqs.~32! and ~45! are assessed by comparing results at five truncations of thel index.

Aspect
ratio Method

l truncation

20 23 25 28 40

0.333 33 Eq.~32! 0.123 83 0.123 80 0.123 79 0.123 78 0.243 86
Eq. ~45! 0.123 15 0.123 73 0.123 87 0.123 93 0.123 96

0.5 Eq.~32! 0.013 59 0.103 60 0.103 60 0.103 60 0.103 60
Eq. ~45! 0.103 50 0.103 58 0.103 58 0.103 59 0.103 60

0.666 67 Eq.~32! 0.065 55 0.065 56 0.065 56 0.065 56 0.065 56
Eq. ~45! 0.065 54 0.065 55 0.065 55 0.065 56 0.065 56

1 Eq. ~32! 0.066 09 0.066 10 0.066 10 0.066 10 0.066 10
Eq. ~45! 0.066 09 0.066 10 0.066 10 0.066 10 0.066 10

1.5 Eq.~32! 0.021 56 0.021 62 0.021 81 0.021 39 0.020 99
Eq. ~45! 0.021 69 0.021 70 0.021 70 0.021 70 0.021 70

2 Eq. ~32! 0.053 98 0.056 97 0.055 45 0.058 32 0.089 40
Eq. ~45! 0.010 35 0.010 80 0.007 88 0.009 53 0.009 58

3 Eq. ~32! 0.050 85 0.086 33 0.347 84 0.206 87 0.134 93
Eq. ~45! 0.003 52 0.003 88 0.002 82 0.004 42 0.002 92

FIG. 6. Backscatter amplitudes for an aluminum sphere of radiusa above,
below, and centered on a water/sediment interface. The spheres above and
below are centered 1.1a from the interface. A point source is in the water
half-space, 20a above the sphere. Amplitudes are scaled by the source
strength at one radius from the source.
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illustration.! The maximuml andm truncations used in the
calculations were 23~although onlym50 was required for
Fig. 6! and 200-point resolution is maintained in each curve.
All amplitudes are scaled by the free-field source strength at
one radius from the source.

In these examples, oscillations associated with interfer-
ence of specularly scattered sound from the sphere with ra-
diation of circumnavigating Franz waves are seen to be
strongly modified by the local environment. It is notable that,
when the source is directly overhead, the lower backscatter
predicted for the completely buried sphere is not due to at-
tenuation of the diffracted field by the sediment. Removing
attenuation from the calculations produces a minor enhance-
ment of the buried spectrum compared to the relative differ-
ence between the buried and partly buried or unburied spec-
tra. In fact, the amplitude of the buried spectrum here is
closer to that of a free-field sphere in water~not shown! than
the other two cases. This suggests that a more likely expla-
nation for the general disparity in amplitude is that the partly
buried and unburied spectra are enhanced by the waves that
are normally diffracted or scattered forward by the sphere
but are now reflected up by the interface. This seems to be
consistent with the spectra obtained when the source is
moved to the side; since much of the energy diffracted or
scattered in the forward direction could now reflect off the
water/sediment interface at a different specular angle, any
enhancement due to the surface is less pronounced. Of
course, this disparity is expected to become pronounced
again if the source is moved closer to the water/sediment
interface, especially as the frequency increases. Due to high
reflection near and beyond the incident angle that would be
‘‘critical’’ for the equivalent nonattenuating bottom, the illu-
mination of the buried sphere would decrease while that of
the unburied sphere would increase.

While the inhomogeneous host produces strong changes
in the backscatter spectra, positions of the sphere’s normal-
mode resonances are not altered much. The sharp feature at
aboutkfa57.35 in both Figs. 6 and 7 is a resonance of the
sphere in thel 51 partial wave that is normally associated

with a whispering gallery wave. It is manifested as a peak or
dip depending on how it interferes with the background field,
but it appears at the same frequency irrespective of burial
state or source location. Broader features associated with
resonances of the Rayleigh wave are also present but less
conspicuous; e.g., see the dip in the unburied sphere spec-
trum of Fig. 7 just belowkfa58. These features are less
helpful in locating the corresponding resonances but they
also occur about where they normally do in the free-field
spectrum.

As a final example, Fig. 8 demonstrates how the spectral
scattering response around the monopole resonance of a
spherical air bubble is modified by the same burial states
used with the aluminum sphere. A point source in the water
half-space 20a above the bubble is used and the amplitude of
the displacement field backscattered to the source is plotted
out to kfa50.03. The sound speed and density used for air
are 344 m/s and 0.001 29 g/cm3. An acceptably low shear
speed was used in the T matrix to approach a fluid limit for
the elastic obstacle without introducing numerical problems.
@In this regard, it is remarkable that stability of the scattering
solution did not appear to be compromised by the obstacle’s
low shear strength even though this might cause exterior
field expansions such as Eqs.~27! or ~34! to converge poorly
at the intersection of the bubble surface with the host inter-
face.# The maximum T-matrix truncation used here was 8l
values. As before, Fig. 8 is plotted with 200 point resolution
and the displacement amplitude is scaled by the free-field
source strength at one radius from the source. Note that the
effect of the local environment on the dynamics of the
bubble is primarily inertial; the monopole shifts in frequency
in accord with the local mass loading.

III. SUMMARY AND CONCLUSIONS

A viable way to calculate the field scattered by a three-
dimensional, bounded, elastic obstacle that penetrates layers
of a plane-stratified fluid host is to formulate a T matrix for
the scattering by each segment of the obstacle in a given

FIG. 7. The spheres above and below are centered 1.1a from the interface.
A point source is 20a from the sphere in the water half-space on a line
slanted 45° from the horizontal and passing through the center of the sphere.
Amplitudes are scaled by the source strength at one radius from the source.

FIG. 8. Backscatter amplitudes for an air bubble of radiusa above, below,
and centered on a water/sediment interface. The bubbles above and below
are 1.1a from the interface. A point source in the water half-space, 20a
above the bubble, is used.
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layer. This can be done without introducing the convergence
problems encountered in past T-matrix formulations for ob-
stacles brought near interfaces by accounting for obstacle–
host interactions directly in the representation of Huygens’
principle that is derived from the Helmholtz integral equa-
tions. To accomplish this, the outgoing fields of all segments
and the Green’s dyadic for the layered host are expanded in
outgoing bases that obey the boundary conditions of the host.
A suitable set of functions for this purpose has been specified
in previous work and a slightly modified version is used
here. By using the representation of Huygens’ principle,
boundary conditions on the obstacle surface are used to
couple the scattered segment field expanded around each
segment origin to the interior surface field of the obstacle. By
using surface field expansions that remain centered on the
primary origin of the obstacle, a T matrix is obtained for
each segment in a familiar form. The final result is a solution
to the Helmholtz equation that is formally exact provided
assumptions regarding the convergence of the Green’s dy-
adics and field expansions are valid. Also, in common with
scattering solutions based on the T-matrix approach, the
present solution remains insensitive to the nonuniqueness
problems associated with other approaches such as the
boundary element method.29–31

However, the segmented T-matrix formulations come
with a few practical caveats. Since the outgoing basis func-
tions used require an integration over horizontal wave num-
ber, they cannot be computed as quickly as basis sets nor-
mally used in an unbounded medium. Fast techniques for
accurately evaluating these functions need to be found to
allow the present formulations to be used over higher fre-
quency ranges or to model nonaxisymmetric obstacle–host
arrangements. Possible solutions include the use of
asymptotic approximations for these integrals, evaluation
with fast-field methods such as those used to compute the
Green’s dyadic,22,23 or applying adaptive integration
techniques.32 Another problem lies in the range of obstacle
shapes that can be treated with the present approach without
numerical instability. This range is sensitive to how the sur-
face fields are treated. Two standard methods of expanding
these fields were tried in this work but numerical tests of
both formulations suggest that the range of applicable shapes
will be more limited than in free-field scattering problems.
Nevertheless, this problem can perhaps be ameliorated by
replacing the spherical harmonic basis used in Eq.~45! with
one better suited to the geometry of the obstacle. For ex-
ample, the spheroidal harmonics may be the ideal choice for
elongated obstacles even though they are not popular as a
basis set because they are not as easy to compute as the
spherical functions. The success of spheroidal functions in
T-matrix formulations for elongated obstacles has been dis-
cussed elsewhere.33,34

The utility of the present work is in making possible
benchmark quality predictions for more realistic scattering
problems. The examples given in the previous section reflect
an interest in ocean acoustics although extensions to other
areas are possible. In principle, the present methods can be
extended to allow scattering in elastic or poroelastic layered
hosts since suitable basis sets and expansions of the layered

medium Green’s dyadics in these basis sets are available.14

Such extensions would be of interest in nondestructive
evaluation and geophysical exploration as well as ocean
acoustics. Another, more straightforward extension would be
to make the obstacle inhomogeneous within the present
framework. Since the segmented T matrix treats the interior
field of the obstacle in the same manner as in standard for-
mulations, it should be possible to incorporate interior layer-
ing in analogy to an existing approach.24 These extensions
will be investigated in later work.
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The parabolic equation method is extended to handle range-dependent poro-acoustic waveguides. A
poro-acoustic medium is the limiting case of a poro-elastic medium in which the shear wave speed
vanishes. Recent experiments indicate that this is a relevant limit@Chotiros, ‘‘Biot model of sound
propagation in water-saturated sand,’’ J. Acoust. Soc. Am.97, 199–214~1995!#. Energy-conserving
and single-scattering techniques are developed for handling vertical interfaces. The single-scattering
solution is extended to problems involving fluid layers above poro-acoustic sediments. Improved
rational function approximations are developed by rotating the branch cut@Milinazzo et al.,
‘‘Rational square-root approximations for parabolic equation algorithms,’’ J. Acoust. Soc. Am.101,
760–766~1997!#. @S0001-4966~98!05507-6#

PACS numbers: 43.30.Gv, 43.30.Ky, 43.30.Ma, 43.20.Mv@SAC-B#

INTRODUCTION

The theory of poro-elasticity has been proposed as a
model for sediments to account for acoustic properties not
explained by the fluid and elastic theories.1–6 For example,
recent experiments have shown bottom penetration below the
critical grazing angle.7 Since a poro-elastic sediment sup-
ports slow and fast compressional waves, the slow wave may
be the mechanism for bottom penetration. The same experi-
ments also suggest that the shear wave speed can be an order
of magnitude smaller than the compressional wave speeds.
This would imply that the limiting case of vanishing shear
wave speed, a poro-acoustic sediment, is physically
relevant.8 The poro-acoustic formulation has the advantage
that the small length scale associated with the shear wave
need not be resolved. For lossless media, the vector wave
equation of poro-acoustics is a self-adjoint generalization of
the scalar wave equation of acoustics.

In this paper, we implement a parabolic equation~PE!
formulation of the poro-acoustic equations and compare
methods for treating vertical interfaces in range-dependent
media. The PE method can be used to solve wave equations
when the field is dominated by outgoing energy.9 For range-
independent propagation, the PE is an exact factorization of
the wave equation into its incoming and outgoing compo-
nents; range dependence couples the incoming and outgoing
waves. Accurate PE modeling of the outgoing wave in
range-dependent environments has been carefully studied for
acoustic propagation.10–13 The energy conserving PE con-
serves the outgoing energy flux across vertical interfaces in
range-dependent environments and is motivated by the WKB
solution for a slowly varying medium. The single-scattering
method imposes exact interface conditions at a vertical inter-
face but neglects multiple-scattering events. Both methods
yield accurate results for acoustic propagation when the
backscattered energy is negligible. In contrast, pressure con-
serving solutions in the same environments lead to amplitude
errors in the transmitted field. We extend the energy-
conserving and single-scattering interface conditions to poro-
acoustic media and compare them with the pressure conserv-
ing solution.

Rotated Pade´ approximations of the square root of an
operator provide improved stability.14 We extend this ap-
proach to more general operators. This approach is based on
matching derivatives with a function whose branch cut has
been rotated off the negative real line into the lower half of
the complex plane. Rotated Pade´ approximations are useful
for accurately treating the evanescent as well as propagating
modes in a waveguide. They are of interest in this paper
because they provide improved convergence of the iteration
formula in the single-scattering method.

In Sec. I, the poro-acoustic sediment parameters and
equations of motion are defined. The rotated Pade´ approxi-
mation for the PE operators is formulated in Sec. II. In Sec.
III, the vertical interface conditions for a poro-acoustic
waveguide and fluid/poro-acoustic waveguide are examined.
In Sec. IV, several examples illustrate propagation in range-
dependent poro-acoustic waveguides.

I. PORO-ACOUSTIC EQUATIONS OF MOTION

In this section, the poro-acoustic PE is derived for a
range-independent region. Range-dependent environments
are approximated as a series of range-independent regions
separated by vertical interfaces. The field is propagated
through each range-independent region with the PE method.
Approximate interface conditions are enforced at the vertical
interfaces to estimate the transmitted field. The vertical in-
terface conditions are discussed in Sec. III.

We consider a stratified medium in the vertical direction
parametrized by Cartesian coordinates, wherex is the range
from the source andz is the depth below a free surface. The
poro-acoustic equations of motion are a vector generalization
of the scalar Helmholtz equation for pressure.8 In terms of
the pore fluid stresss and the total stressszz, they are

]2p

]x2 1R
]

]z S R21
]p

]zD1K2p50, ~1!

p5S szz

s D , ~2!
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R5S r rf

rf rc
D, ~3!

L5Sl C

C MD, ~4!

K25v2RL21, ~5!

where v is the circular frequency of the time-harmonic
source.

A poro-acoustic medium is defined by ten material pa-
rameters: porositya, pore fluid densityr f , fluid bulk modu-
lus K f , solid densityrb , added mass coefficientt, fluid
viscosityh, permeabilityk, frame bulk modulusKb , and the
bulk modulus of the sediment grainsKr . In general,Kb is
complex to allow for attenuation by the frame; the other
material parameters are real quantities. The densitiesr and
rc in Eq. ~3! are related to the material parameters by

r5~12a!rb1arf , rc5
rf~11t!

a
1i

h

kv
. ~6!

The moduliC, M , andl in Eq. ~4! are related toKb , K f ,
Kr , a by the relations in Refs. 7 and 15. A poro-acoustic
medium supports slow and fast compressional waves with
complex wave speedsc̄ j ( j 51,2) given in terms of the ma-
terial parameters by,15

c̄j5SF6AF224EG

2E D 1/2

, ~7!

E5rrc2rf
2, F5lrc1rM22rfC, G5lM2C2. ~8!

An alternative parametrization of the problem is to
specify six of the ten material parameters along with the
complex wave speeds,c̄ j5cj (11 i eb j )

21, where e
5(40p log10 e)21 and cj , b j are the wave speeds and at-
tenuations~dB/l! of the slow and fast compressional waves.
For the examples, we taker f51 g/cm3, K f52.253109 Pa,
h51023 kg m21 s21 andt50.8, which are the values deter-
mined by Chotiros for water-saturated sand.7 In addition, we
specify the porosity and solid density in each example. The
remaining material parametersk, Kb ~complex!, andKr are
determined by numerically inverting Eq.~7! using the
Newton–Raphson method. This parametrization is more
natural in the context of studies in wave propagation since it
specifies the wave speeds and attenuations but is complicated
by the fact that the inverse mapping may fail to yield physi-
cally reasonable values fork, Kb , andKr . For the parameter
inversions we requirek, Re(Kb), andKr to be positive and
uKbu/Kr,1. The positivity conditions follow from the physi-
cal interpretation of the permeability16 and the bulk moduli.17

The inequality in the bulk moduli ratio is a statement that
poro-acoustic frame is more compressible than the sediment
grains.

For a homogeneous poro-acoustic medium, we may de-
fine slow and fast wave potentials. Substituting a plane-wave
solution,
p5t exp~ik–x!, ~9!

into Eq. ~1!, we obtain the eigenvalue problem,

K2t j5kj
2t j , ~10!

wherekj
25v2cj

22 are the eigenvalues corresponding to the
slow and fast compressional waves. The slow and fast poten-
tials f1 andf2 are defined by the relation,

p5TS f1

f2
D , ~11!

where the columns ofT are the eigenvectorst1 and t2 . The
potentials are utilized in the examples of Sec. IV to illustrate
the propagation of the slow and fast waves in poro-acoustic
media.

The boundary condition for Eq.~1! at a free surface is
vanishing p. At a horizontal interface between two poro-
acoustic media, the interface conditions are continuity of
fluid stress, total stress, solid displacement, and balance of
fluid flow:

@p#5FR21
]p

]zG50, ~12!

where@•# denotes the jump across the interface.8 These con-
ditions are analogous to the scalar interface conditions for
fluid media. At a horizontal fluid/poro-acoustic interface,
there is continuity of normal stresses and balance of fluid
flow:

pe5p, r f
21 ]p

]z
5eTR21

]p

]z
, e5S 21

21D , ~13!

wherep is the acoustic pressure in the fluid. The minus sign
in the definition ofe accounts for the fact that the normal
stress in a fluid is the negative of the pressure.18

The poro-acoustic PE is based on the factorization of
Eq. ~1! into incoming and outgoing components. In a range-
independent environment, this factorization is exact because
the two components are decoupled. The outgoing component
satisfies

]p

]x
5 ik0~ I 1X!1/2p, ~14!

X5k0
22S R

]

]z
R21

]

]z
1K22k0

2I D , ~15!

wherek0 is a characteristic wave number andI is the identity
operator. The split-step Pade´ solution of Eq.~14!,

p~x1Dx,z!5exp„ik0Dx~ I 1X!1/2
…p~x,z!, ~16!

provides higher-order accuracy ink0Dx than the finite-
difference solution and permits larger range steps for in-
creased computational efficiency.19

An initial condition for the PE can be generated using
the self-starter.8 Placing a line source on the right-hand side
of Eq. ~1!, we obtain

]2p

]x2 1R
]

]z S R21
]p

]zD1K2p52isd~x!d~z2z0!, ~17!

s5S s1

s2
D , ~18!
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wheres1 ands2 can be chosen to excite an arbitrary combi-
nation of fast and slow waves. Integrating Eq.~17! over a
small interval centered onx50 and using the continuity of
p, we obtain the condition,

lim
x→01

]p

]x
5 isd~z2z0!. ~19!

Replacing thex derivative by the square root of the depth
operator using Eq.~14!, we obtain

lim
x→01

k0~ I 1X!1/2p5sd~z2z0!. ~20!

The solution of Eq.~20! is singular atz5z0 . A numerically
useful initial condition is obtained by introducing a smooth
intermediate solutionq satisfying

k0~ I 1X!2q5sd~z2z0!. ~21!

The singularity at the source is avoided by propagating the
intermediate solution out in range tox5x0 . The pressure is
then given by

p~x0 ,z!5~ I 1X!3/2 exp~ ik0x0~11X!1/2!q. ~22!

In the next section, we derive rotated Pade´ approximations of
the operator in Eq.~22!.

II. ROTATED PADÉ APPROXIMATIONS

PE techniques such as the self-starter and split-step Pade´
solution discussed in Sec. I and the energy-conserving and
single-scattering solutions discussed in Sec. III require ratio-
nal approximations to functions of the form,

h~X!5exp~g log~11X!1 ik0Dx„211~11X!1/2
…!,

~23!

whereg is a constant. This function has a branch point at
X521. The physically meaningful branch cut corresponds
to Im(X)50 and Re(X),21. The second term in the expo-
nent of Eq.~23! is the split-step Pade´ operator of Eq.~16!
with an additional factor of exp(2ik0Dx).

A rational approximationg(X) of the functionh(X) is
of the form,

g~X!5)
j 51

n
11aj ,nX

11bj ,nX
. ~24!

One method for determining the coefficientsaj ,n andbj ,n is
to match 2n2m derivatives atX50 and imposem stability
constraints.20 Matching derivatives enforces accuracy of the
approximation over the propagating spectrum (X.21). The
stability constraints require that the evanescent spectrum (X
,21) decays as the solution is advanced in range. Another
method for stabilizing the evanescent modes is to match 2n
derivatives~a Pade´ approximation! with a function whose
branch cut is rotated relative to the negative real line. This
method has been applied to the square-root operator and has
the advantage that some of the evanescent modes may be
accurately approximated for sufficient rotation angles.14 We
extend this method to more general functions of~11X).
Although the branch cut rotation interpretation only applies
whenDx50, the approach is also effective whenDxÞ0.

Let hu(X) denote the function whose branch cut is ro-
tated through the angleu with respect to the negative real
axis. Thenhu is related toh by a coordinate rotation,

hu~X!5h„eiu~11x!21…, ~25!

where the rotated coordinatex is defined by the transforma-
tion

FIG. 1. The error in the rotated Pade´ approximation as a function ofX, Dx, and the branch cut rotation angle for the caseg50. The rotation angles in degrees
are relative to the negative real axis. For no rotation, the Pade´ approximations are very accurate for the propagating portion of the spectrum (X.1) but
inaccurate for the evanescent modes (X,1). Rotating the branch cut into the lower half-plane significantly increases the accuracy of the approximation for
the evanescent modes. The number of Pade´ termsn and range step sizesDx are ~a! n56, Dx52l ~b! n510, Dx52l, ~c! n510, Dx55l.
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x5e2 iu~11X!21. ~26!

The rotated Pade´ coefficients are determined numerically by
matching 2n derivatives atx50,

h„eiu~11x!21…>h~eiu21!)
j 51

n
11Aj ,nx

11Bj ,nx
. ~27!

The coefficients are independent ofu for the caseDx50.
Substituting forx in terms ofX in Eq. ~27!, we obtain the
rotated Pade´ approximation forhu ,

hu~X!>gu~X!5S h~eiu21!)
j 51

n
11Aj ,n~e2 iu21!

11Bj ,n~e2 iu21!
D

3)
j 51

n
11ā j ,nX

11b̄ j ,nX
, ~28!

ā j ,n5
e2 iuAj ,n

11Aj ,n~e2 iu21!
, b̄ j ,n5

e2 iuBj ,n

11Bj ,n~e2 iu21!
.

~29!

The approximation errorE5ugu(X)2hu(X)u for the
caseg50 as a function ofX, Dx, and the branch cut rota-
tion angle is shown in Fig. 1. The Pade´ approximation is
very accurate for the propagating portion of the spectrum
(X.21) when the branch cut is along the negative real axis
(u50) but inaccurate for the evanescent modes (X,21).
Positive rotation angles reduce the error in the evanescent
modes by orders of magnitude while simultaneously decreas-
ing the accuracy over the propagating portion of the spec-
trum. The error plots were generated with quadruple preci-
sion numerics to avoid artifacts due to roundoff error. For the
examples in Sec. IV, the rotation angle is 45°.

III. INTERFACE CONDITIONS FOR
RANGE-DEPENDENT PROBLEMS

In many cases of interest, the environment is range-
dependent. The PE factorization, however, is based on the
assumption that the incoming and outgoing waves are decou-
pled. Several methods have been implemented to correct the
PE for range dependence. The energy conserving PE is mo-
tivated by the WKB solution in gradually range-dependent
environments and conserves the forward propagating energy.
This method provides accurate solutions for the acoustic
case10,11 and is therefore of interest for poro-acoustic
waveguides. The single-scattering method imposes exact
vertical interface conditions but neglects multiple-scattering
events. Single scattering and energy-conserving solutions
agree for problems involving gradual range dependence.10,11

The single-scattering method provides the reflected field and
is applicable to studying backscatter.12,21

In this section, the details of the energy-conserving PE
and single-scattering method are developed for a poro-
acoustic waveguide. We extend the single-scattering method
to problems involving coupling to fluid layers. In this case,
slow and fast compressional waves of the poro-acoustic me-
dium couple with the fluid compressional wave. The rotated
Padéapproximation provides improved convergence of the

single-scattering iteration formula, extending its applicability
to interfaces with large contrast in material properties.

To implement the energy-conserving and single-
scattering interface conditions, a range-dependent environ-
ment is approximated as a series of range-independent re-
gions separated by vertical interfaces. The field is propagated
through each range-independent region with the PE method.
Energy conservation or single scattering is then applied at
the vertical interfaces between the range-independent re-
gions.

A. Energy conservation

The WKB solution suggests that energy is the appropri-
ate quantity to conserve across vertical interfaces in a gradu-
ally range-dependent medium.10 Although energy flux is
nonlinearly related to pressure, an equivalent linear condition
for conserving energy is derived by expanding the pressure
in normal modes and using the orthogonality property. This
method has been applied to fluid and elastic media.11,22 The
energy flux condition for a poro-acoustic medium,

RA
21/2~ I 1XA!1/4pA5RB

21/2~ I 1XB!1/4pB ~30!

is derived similarly.8 The subscriptsA andB refer to incident
and transmitted quantities. The fourth root operator is ap-
proximated by a rotated Pade´ approximation. The square root
of the density matrix is well defined in the lossless case. For
a medium in which loss is a perturbation, we take the real
part of the density matrix to estimate the transmitted energy
flux.

B. Single scattering

The single-scattering method solves for the transmitted
and reflected fields utilizing the exact interface conditions
but ignoring multiple-scattering events. In this section we
derive the single-scattering formula for fluid and poro-
acoustic media. We generalize the scattering formula to
problems involving fluid layers. An iteration procedure for
solving the scattering formula is developed and is imple-
mented with rotated Pade´ approximations.

The vertical interface conditions in a fluid medium are
continuity of pressure and normal displacement,

@p#5F 1

r f

]p

]xG50, ~31!

where the brackets denote the jump across the interface and
p is the pressure in the fluid. The vertical interface condi-
tions in a poro-acoustic medium are continuity of fluid stress,
total stress, solid displacement, and balance of fluid flow,

@p#5FR21
]p

]xG50. ~32!

At a fluid/poro-acoustic interface, the conditions are continu-
ity of total stress, fluid stress, and balance of fluid flow,

pe5p,
1

r f

]p

]x
5eTR21

]p

]x
, ~33!
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wheree is defined in Eq.~13!. These conditions are analo-
gous to the horizontal interface conditions discussed in Sec.
I.

A general interface condition incorporating all of the
preceding cases may be written as

@p#50, ~34!

FMR21
]p

]xG50, ~35!

where the vector pressure in the fluid isp5pe, the density
matrix in the fluid is

R5S r f

0
0
r f

D , ~36!

andM is one of the following:

S 1 0

0 1D , S 1 0

21 1D , S 1 1

0 0D . ~37!

At a fluid/fluid or poro-acoustic/poro-acoustic interface,M is
the identity. For the fluid/fluid case, this amounts to applying
Eq. ~31! twice. At a fluid/poro-acoustic interface,M on the
fluid side is the second matrix of Eq.~37! and M in the
poro-acoustic medium is the last matrix of Eq.~37!. The first
row of Eq.~35! corresponds to the stress balance in Eq.~33!;
the second row equates the components ofp in the fluid. One
advantage to this matrix formulation is that it allows the
straightforward implementation of the single-scattering
method to fluid/fluid, poro-acoustic/poro-acoustic, and fluid/
poro-acoustic waveguides. In fluid/poro-acoustic
waveguides,M depends on depth.

Applying the single-scattering approximation, we de-
compose the pressure at the interface into incidentpi , re-
flectedpr , and transmittedpt components. Substituting into
Eqs.~34! and ~35!, we obtain

pi1pr5pt , ~38!

MARA
21 ]

]x
~pi1pr !5MBRB

21 ]

]x
pt . ~39!

The range derivatives are replaced with depth operators from
the PE factorization,

MALA~pi2pr !5MBLBpt , ~40!

FIG. 2. Transmission loss for scattering from a step in example A, which
involves two poro-acoustic layers. The thickness of the top layer is 500 m
before the step and 300 m beyond the step, which is located 1 km from the
source. The bottom layer approximates a half-space. The top row is the
transmission loss of the fast wave and the bottom row is the slow wave. The
left column is the outgoing waves and the right column is the reflected
waves. The scale of the TL for the outgoing wave is 15–45 dB; for the
reflected signal, the scale is 40–60 dB.

FIG. 3. Comparison of pressure-conserving, energy-
conserving, and single-scattering solutions for the poro-
acoustic wedge in example B. The fast-wave TL~a! and slow-
wave TL ~b! for the pressure-conserving~solid! and energy-
conserving~dashed! solutions. The fast-wave TL~c! and slow-
wave TL ~d! for the energy-conserving~solid! and single-
scattering~dashed! solutions. The energy conservation and the
single-scattering method are in agreement. The pressure-
conserving solution exhibits an amplitude error relative to the
other methods.
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whereL5R21(I 1X)1/2. Note that the reflected field has a
negative factor since it is incoming. The PE operator in the
fluid is defined by,

X5k0
22S r f

]

]z

1

r f

]

]z
1k22k0

2D S 1 0

0 1D , ~41!

where k5vcf
21 is the acoustic wave number for the fluid

andcf is the sound speed in the fluid. Eliminatingpt in Eq.
~40! with Eq. ~38!, we obtain an operator equation for the
reflected field,

MALA~pi2pr !5MBLB~pi1pr !. ~42!

Iterative solutions of the single-scattering equations for
fluid and elastic media are derived in Refs. 12 and 21. The
solution of Eq. ~42! is derived similarly. At a fluid/poro-
acoustic interface, only one of the matricesMA and MB is
invertible depending on whether the interface is a fluid/poro-
acoustic or a poro-acoustic/fluid transition. To account for
both cases, two iteration formulas are derived, each based on
inverting a different combination of operators,

pr5
t22

t
pr1

1

t
~ I 2LA

21MA
21MBLB!~pi1pr !, ~43!

pr5
t22

t
pr1

1

t
~ I 2LB

21MB
21MALA!~pr2pi !, ~44!

where t>2 is a convergence parameter. With the rotated
Padéapproximation, the iteration formula converges for rela-
tively large material parameter contrasts. The transmitted
field is computed from the continuity of stress condition at
the interface. For some problems involving multiple fluid
and poro-acoustic layers, neitherMA nor MB is invertible.
This would be the case if a vertical interface consisted of
both fluid/poro-acoustic and poro-acoustic/fluid transitions.
In this event, the single scattering can be approximated with
a two-step implementation: a single scattering of the fluid/
poro-acoustic interfaces followed by a scattering from the
poro-acoustic/fluid interfaces.

IV. EXAMPLES

To illustrate the implementation of the poro-acoustic PE
we consider several examples. The material parameters cho-
sen for examples A and B are not intended to be realistic;
they serve to illustrate the implementation of the PE and the
vertical interface conditions. Examples C and D are based on
material parameters measured by Chotiros for water-
saturated sand.7

For example A, the single-scattering method is applied
to a poro-acoustic stair-step interface located 1 km from a
line source. The top layer is 500-m thick before the step and
300-m thick beyond the step. The source depth is 200 m and
the frequency is 25 Hz. In the upper layer, the fast/slow
attenuations are 0, 0.1 dB/l with porosity, density, and fast/
slow wave speeds: 0.4, 1.5 g/cm3, 1600 m/s, 1100 m/s. In the
lower layer, the fast/slow wave attenuations are 0, 0.1 dB/l
above 500 m and linearly increase to 0.1, 1.0 dB/l at 600 m.
The porosity, density, and fast/slow wave speeds are 0.3, 2
g/cm3, 1800 m/s, 1300 m/s. For this example, the number of

Padéterms is 10, the range step is 20 m, and the depth grid
step is 2 m. The top row in Fig. 2 is the fast wave potential
and the bottom row is the slow wave potential; the left col-
umn corresponds to the outgoing field and the right column
is the reflected field. The reflected signal is about 25 dB
below the transmitted signal. This example illustrates the ro-
bustness of the iteration formula for a relatively large con-
trast in poro-acoustic parameters across a stair-step disconti-
nuity. It also shows that the backscattered energy is small
relative to the transmitted energy.

Example B is a comparison of the fast and slow wave
transmission loss for an upsloping sediment computed by
using three different methods at the vertical interface: pres-
sure continuity, single scattering, and energy conservation.
The bottom slopes linearly from 200-m depth at the source to
zero at 4 km in range. A 25-Hz line source is placed at a
depth of 100 m. The poro-acoustic parameters in this ex-
ample are identical to those in example A except for the

FIG. 4. Transmission loss for the poro-acoustic wedge in example B. The
fast wave interacts with the sloping bottom where some of the energy is
transmitted as a slow wave into the lower half-space. The scale of transmis-
sion loss is 15 dB~white! to 50 dB~black!. Fast-wave TL~a!, slow-wave TL
~b!.

FIG. 5. Transmission loss in a range-independent fluid/poro-acoustic wave-
guide in example C. The sound speed in the water column is 1500 m/s. Two
models for the lower layer are considered:~1! a fluid ~1650 m/s sound
speed! and~2! a poro-acoustic sediment~1650 m/s fast wave, 1000 m/s slow
wave!. The source and receiver depths are 10 m, the frequency is 1000 Hz,
and the water depth is 20 m. The TL curves are for: fluid bottom~solid! and
poro-acoustic bottom layer~dashed!. The poro-acoustic parameters have
been chosen to approximate the experimentally measured values of Chotiros
for water-saturated sand. The slow poro-acoustic wave modifies the TL
relative to the fluid sediment case by permitting energy to escape into the
lower layer.
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porosity in the lower layer, which is 0.2 in this case. The
computational parameters for this example are: 6 Pade´ terms,
20-m range step, and 2-m depth grid spacing. Figure 3 shows
the transmission loss for the fast- and slow-wave potentials
at the receiver depth of 100 m. The single-scattering and
energy-conserving solutions are in agreement. The pressure
conserving solution exhibits an amplitude error relative to
the energy-conserving and single-scattering results that is
similar to the error observed in the acoustic case.10 Figure 4
illustrates the transmission loss in the fast and slow waves
for example B.

Example C compares propagation in fluid/fluid and
fluid/poro-acoustic waveguides for a range-independent case.
The upper layer is 20 m of water with a constant sound speed
of 1500 m/s. A 1000-Hz line source is 10 m below the free
surface. The bottom layer is modeled as a fluid or a poro-
acoustic medium. For the fluid/fluid case, the wave speed,
attenuation, and density of the bottom are 1650 m/s, 0 dB/l,
and 2.65 g/cm3. For the fluid/poro-acoustic case, the fast
wave speed, attenuation, and density are identical to the pa-
rameters in the bottom layer of the fluid waveguide, and the
porosity, slow wave speed, and slow wave attenuation are
0.39, 1000 m/s and 0.1 dB/l. The transmission loss~TL!
curves for both waveguides are shown in Fig. 5. The poro-
acoustic sound speeds and densities were chosen to match
the values measured by Chotiros for a sandy sediment.7 The
poro-acoustic waveguide allows energy to escape into the
lower half-space through coupling between the fluid and the
poro-acoustic slow wave. For this example, the number of
Padéterms is 8, the range step is 1 m, and the depth grid
spacing is 0.025 m.

Example D is a range-dependent case with the same
material and computational parameters as the previous ex-
ample. The bottom slopes linearly from 20-m depth at the
source to 0 m at arange of 500 m. The TL curves in Fig. 6~a!
compare the pressure-conserving and single-scattering solu-
tions for the fluid/poro-acoustic waveguide. The pressure-
conserving solution exhibits an amplitude error relative to
the single-scattering solution. In Fig. 6~b! the single-
scattering solution for the fluid/poro-acoustic waveguide is
compared to the energy-conserving solution for a fluid/fluid
waveguide. A significant amount of energy couples into the
slow wave and escapes into the bottom.

V. CONCLUSION

The PE method has been implemented to study propa-
gation in poro-acoustic and fluid/poro-acoustic waveguides.

Rotated Pade´ approximations have been used to accurately
approximate the evanescent modes for the PE operators. In
the single-scattering solution, the rotated Pade´ approxima-
tions yield improved convergence of the iterative solution for
greater material parameter contrasts than was previously pos-
sible.

In range-dependent poro-acoustic waveguides, energy
conservation and the single-scattering solutions yield consis-
tent results while the pressure-conserving solution exhibits
an amplitude error. This is consistent with observations in
acoustic propagation. Range dependence in fluid/poro-
acoustic waveguides is approximated by the single-scattering
method. For sediment parameters based on the values mea-
sured by Chotiros, the slow poro-acoustic wave can be a
significant mechanism for energy loss into the bottom.
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Some physical models for estimating scattering of underwater
sound by algae
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A theoretical study of scattering of underwater sound waves by algae has been performed. The
dependenies of sound level in reflected waves on parameters of algae~sizes, biomass! are
determined. To this purpose, the physical models corresponding to typical algae species are
developed. Scattering of sound by algae is treated as diffraction of a sound wave on a random
system of three-dimensional bent elastic bodies. Sound pressure in the waves scattered by
acoustically semitransparent bent plates and rods corresponding to alga leaves and stems is
computed. The statistical properties of algae~roughness, inclination! are taken into account. The
theoretical estimations are compared with experimental values. The obtained results can be used for
the development of the methods of exploration of the continental shelf and also for the assessment
algae resources. ©1998 Acoustical Society of America.@S0001-4966~98!05207-2#

PACS numbers: 43.30.Gv, 43.30.Sf, 43.20.Fn@JHM–DLB#

INTRODUCTION

The products of processing of seaweeds~algae! are used
in industry very extensively. Several million tons of sea-
weeds per year are necessary for the chemical and food in-
dustry. But there exist the problems of search for algae and
assessment of their resources. The means of underwater vi-
sual observations using diver equipment allow exploration of
a small bottom area. Aerial photography gives the possibility
of surveying bigger areas, however, it has its own severe
limitations. The search is possible only in transparent water
in calm weather and with low position of the sun. But even
under these conditions it is limited to shallow water~down to
10 m!. Using the underwater television helps determine the
seaweeds type but only in transparent water and on small
bottom area. Of great potential is the hydroacoustical method
of search. There is some information on the successful ap-
plication of the method for the assessment of the algae
resources.1–7 The use of echosounders to measure the height
of water plants is reported in Refs. 1 and 2. The estimation of
the biomass is carried through by determining the relation-
ship between the height and the biomass. The estimation of
biomass by direct measurements of the amplitude of re-
flected acoustic signal was described in Refs. 4, 6 and 7. We
know of just one short paper5 where authors report on mea-
surements of sound reflection properties of some algae. The
knowledge of these properties is necessary to work out the
methods of establishing a relationship between the scattered
sound wave amplitude and the algae biomass. Besides, the
dependencies give grounds for choosing optimal operation
modes of the sounders. The best way of doing this is exten-
sive studies of sound scattering by different algae in the sea.
But measurements of this kind are very difficult and expen-
sive. Therefore it is expedient to develop a theory describing
the basic dependencies of the amplitude of sound signals
scattered by the algae on some of their parameters. The main
difficulty in the development of such a theory is that the
elastic constants of algae have never been measured and may
be specified only hypothetically. Nonetheless, as shown be-

low, satisfactory results can be obtained even under consid-
erably great uncertainty of boundary conditions. The at-
tempts to derive some physical models to describe scattering
of sound from algae are presented below.

This paper is organized as follows. In Sec. I we describe
the shape of the algae which are the most important commer-
cially. Section II deals with some scattering properties of
algae that can be represented as wide bent plates with sparse
disposition of plants. The properties for dense disposition are
considered in Sec. III. In Sec. IV we deal with seaweeds
shaped like intertwined wires. Comparison of the theoretical
and experimental results is carried out in Sec. V.

I. TYPICAL SHAPES OF SOME IMPORTANT ALGAE

Let us consider the typical shapes of algae8 from the
point of view of their sound reflection properties. The most
important commercially are the brown algae-Laminariaceae.
They have prolate leaves with rows of the pits and bulges.L.
saccharinamay be as big as 7 m.L. japonicahas a length of
2–6 m, sometimes up to 12 m. The width of the plates is
0.1–1 m. Stems are of cylindrical shape. The biomass of
some algae thickets may amount to 140 kg/m2. L. angustata
has long narrow plates with a groove along the middle of a
plate. The length may be as big as 22 m.L. digitata has a
wide oval or wedge-shaped cleft plates which may be hemi-
spherical. The width is up to 1 m.Alaria fistulosa, besides
bent plates has a hollow rib containing gas. The length of
some plants may reach 41 m. Another commercially impor-
tant species is the red algae.Ulva has wide, great bent plates.
Gelidiales and Anfeltia plicata resemble much bent, inter-
twined wires with diameters of several millimeters.

Thus the most typical shapes of algae are bent plates and
cylinders. Note that the gas-filled bubbles may exist on the
surface of some algae species. These bubbles can drastically
enhance the sound reflection properties of algae and the
sound absorption in algae thickets but we did not take the
bubbles into account in our calculations. There may be two
cases: the sparsely located plants and dense layers of plants.
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In the first case one can consider the individual plants and
neglect multiple scattering. In the second case it is necessary
to consider the interaction between the plants. Below we
consider both cases.

II. SPARSE DISPOSITIONS OF PLANTS

A. Scattering of sound by a leaf

If individual plants do not overlap, one can neglect the
interaction of reflected sound waves and consider each plant
on its own. Note that they cannot be modeled with plane
plates and straight cylinders. It will be shown below that the
optimal frequency range lies higher than 100 kHz. Hence the
order of the sound wavelength magnitude is several millime-
ters. The roughness of the leaves and stems exceed this value
many times. Plane plates and straight cylinders reflect the
waves only in a very narrow solid angle in the space and the
reflected waves are unlikely to arrive at the receiver. Mean-
while bent bodies reflect waves in wide solid angles and the
probability of returning sound waves to reach the receiver is
very high. A leaf may be considered as a three-dimensional
~3-D! rough surface with a given reflection coefficientA. All
sizes of the roughness greatly exceed the wavelength. We
shall assume the surface to be described by the random func-
tion z5 f (x,y) with Gaussian correlation function

^z~x11x,y11y!z~x1 ,y1!&5h̄2 exp@2~x21y2!/~2l 2!#,

~1!

whereh̄2 is the height variance,l is the interval of correla-
tion, and^ & denote the ensemble averaging. We shall con-
sider that the local radii of curvature exceed the wavelength,
hence the wave is reflected at every point as if from the
respective infinite tangential plane. Further, we shall assume
the surface to be gently sloping, so that reflections between
different parts of the leaf and shadowing of one projection by
another can be neglected. As long as this holds, the region of
very small grazing angles is excluded, i.e., we suppose that
cosu>(kR)21/3, whereR is the local radius of curvature,9 k
5v/c, c is the velocity of sound in water andu is the angle
of incidence of a sound wave on a leaf.

One can represent the scattered sound field as a sum of
two parts: a coherent component and an incoherent one,9 i.e.,
I scat5I coh1I incoh. The intensity of the coherent component is
defined10–12asI coh5I iA

2Aeff
2 (u)Drefl

2 (u), whereI i is the inci-
dent wave intensity,A is the reflection coefficient for the
plane plate,Aeff(u)5exp(22k2h̄2 cos2 u) is the effective re-
flection coefficient for a rough hard plate,D refl

2 (u) is the
angular dependence of intensity of sound reflected from the
plane plate in the back direction. For a plate of sizes more
than wavelength this dependence is sharp and the probability
of the receiver to fall within a narrow solid angle is low.
Besides the strong exponential dependence of the quantity
Aeff(u) on the wave height of the roughness results in that the
coherent component can be neglected.

Let a spherical wave be incident on a plate. The sound
pressure in this wave is

pi52
ikrcQ

4pr
exp~ ikr !, ~2!

wherer is the water density,Q is the strength of the radiator,
and r is the distance between the running point on the scat-
tering surface and the radiator. The wave intensity at the
plate is described as

I i5
k2rcQ2

2~4p!2r 0
2 . ~3!

We shall suppose that the sizes of the plate are significantly
less than the distancer 0 between the plate center and the
radiator–receiver. The intensity of the incoherent part of the
backscattered field is described as10

I incoh5
k2rcQ2

2~4p!2

S0A2

4pr 0
4 S l

2h̄D 2 1

cos2 u

3expS 2
l 2

4h̄2 tan2 u D , ~4!

whereS0 is the plate area. The factor 2 in the term„l /(2h̄)…2

is absent in Ref. 10. This is a repetition of a typographic
error in Ref. 11 where the expression was obtained for the
first time. To show the necessity of this factor, one can check
the law of conservation of energy using the equation describ-
ing bistatic scattering by a 3-D rough surface in Refs. 10 and
11:

Define the backscattering cross section as

sscat5r 0
2I scat/I i . ~5!

Taking I incoh as I scat, one obtains from Eqs.~3! and ~4!

sscat5A2S0S l

2h̄D 2

D2~u!, ~6a!

D~u!5
1

cosu
expS 2

l 2

8h̄2 tan2 u D ~6b!

is the directivity pattern of the scattered field~Fig. 1!.
Despite the simplicity of these expressions, it is very

difficult to use them for calculations since the statistical pa-
rameters of leavesl and h̄ are unknown. To obtain such
quantities it is necessary to perform complicated measure-
ments of the leaf shapein situ. It is much simpler to estimate
the specific length of undulations and the maximum height of
the roughness. For this reason we consider below the scat-

FIG. 1. Directivity patterns of sound wave backscattering by a random
rough surface. The numbers near the curves are the ratiol /2h̄, LD

520 log10 D(u).
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tering of sound on a 3-D periodic surface, then compare the
results with Eq.~6a! and find the conversion factor relating
the values obtained from two different models. Let the shape
of the leaf surface be described by the product

f ~x,y!5h cos~2px/ l 1!cos~2py/ l 2!, ~7!

where l 15L1 /n1 and l 25L2 /n2 are the periods of undula-
tions,L1 andL2 are the principal sizes of the leaf, andn1 and
n2 are the numbers of undulations in two directions. Assum-
ing that all sizes are large as compared to the wavelength,
one can use the Kirchhoff approximation13

pscat52
k2rcQ

8p2 AE E
S8

exp~ i2kr !

r 2 cosa dS. ~8!

Here S8 is the part of the surface which is seen from the
point observation~Fig. 2!. Applying the stationary phase
method to Eq.~8!, we obtain13 the radius of the equivalent
sphere for one point of stationary phase~i.e., for one point of
specular reflection!

asph5AAuR1R2u, ~9!

whereR1 and R2 are the principal radii of curvature at the
points of specular reflection. The last formula differs from
the known value of the equivalent radius13–15 of a curved
surface only by the factorA. The value (R1R2)21 is the
Gaussian curvature of the surface at the point of stationary
phase. The backscattering cross section is defined ass0

5asph
2 /4. Then for one point of stationary phase

s05A2uR1R2u/4, ~10!

whereR151/f xx9 , R25 l / f yy9 , primes denote the second de-
rivatives to corresponding coordinates. Therefore the cross
section is described as

s05
A2l 1

2l 2
2

64p4h2 . ~11!

Note that if the radiator–receiver is located in the far
field, the integral in Eq.~8! may be evaluated explicitly. The
result in the casekh@1 coincides with Eq.~11!. The value
~11! has been obtained for one point of stationary phase. In
total there are 2n132n2 such points, for there are two points
of stationary phase on each period of undulations. Since we
consider all sizes to be substantially larger than the wave-
length, the waves reflected from these points are superim-
posed with random phases. The resultant envelope is
described16 by the Rayleigh probability density function. The

contribution of all points in the total intensity exceeds the
contribution of one point by 2n132n2 times. Hence the
backscattering cross section for the whole leafs leaf should
exceed the value determined by Eq.~11! by 4n1n2 times.
The result is

s leaf5
A2S0

16p4

l 1l 2

h2 , ~12!

whereS0'L1L2 is the leaf area. Compare the values for a
random surface and a periodic one and equate Eq.~6a! under
normal incidence and Eq.~12!. We will consider thatl 1

5 l 2 . Having taken into account that for 3-D cosine surface
h̄5h/2, we obtain the relationship

l 5 l 1 /~2p3/2!. ~13!

As an example, consider a leaf withL15L250.5 m,
l 15 l 250.2 m,h50.025 m. Thenn15n252.5 and we obtain
using Eq.~12! that aleaf52As leaf50.2A, m.

B. Estimation of the reflection coefficient

We assume the radii of curvature to be sufficiently
greater than the wavelength. Therefore the effect of curva-
ture on sound reflection properties may be neglected, and
one can suppose that the leaf reflects the sound wave at every
point as a plane plate located tangentially at this point. It
follows from the results obtained in Sec. II A that at high
frequencies only the points of stationary phase are to be
taken into account. At these points the wave is incident on
the leaf normally. The reflection and transmission coeffi-
cients are defined as

A5
i ~w212w!sin k1h1

2 cosk1h12 i ~w1w21!sin k1h1
, ~14!

B5
2 exp~2 ikh1!

2 cosk1h12 i ~w1w21!sin k1h1
, ~15!

wherew5r1c1 /rc; r1 , r, c1 , andc are the densities and
the wave velocities in the leaf and water, respectively;k1

5v/c1 ; h1 is the leaf thickness. We suppose that the thick-
ness is in the range 0.002–0.02 m. The values of density and
velocity in the seaweeds are unlikely to have ever been mea-
sured, so they may be prescribed only presumably. The ma-
jority of algae does not lay on the bottom and stays sus-
pended in water. Hence the density must be on order of 0.9
to 1.0. In materials like wood, the velocity of the longitudinal
wave in the transversal directions is typically 1500–2000
m/s. The seaweeds consist basically of water and the velocity
should be a little less than that in wood. During the estima-
tion we considered the velocity to be in the range 1200–1800
m/s.

The results of calculations are presented in Fig. 3. at low
frequencies~or at low values of frequency thickness prod-
ucts!, i.e., at k1h1!1, one can write down Eq.~14! as
uAu;u12w21up f h1 /c1 . it is seen from Fig. 3 that the re-
flection coefficient increases up tof h15300–500 kHz mm.
to increase the reflected signal in this frequency range it is
necessary to increase the operating frequency.

FIG. 2. The bent part of a leaf.
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The resonant structure of the curves is typical only of an
ideal plate of constant thickness without energy absorption.
In actual fact the leaf is a more intricate object with the
inhomogeneity of structure and variations of thickness.
Therefore the periodic pattern of the curves will be essen-
tially smoothed and we obtain a constant value. Conse-
quently, the increasing of the operating frequency up to some
limiting frequency increases the reflection coefficient, how-
ever, the further increasing of frequency does not practically
affect it. As an example, it can be pointed out that for the
plate thickness of 2 mm this limiting frequency is about 250
kHz.

To estimate the minimal value of the reflection coeffi-
cient, it is useful to note that, even if the densities and the
velocities of sound in the material of the leaf and in water are
the same but there exist loss of energy in the leaf, the reflec-
tion coefficient is not equal to zero. Let us changec1 for
complex valueĉ15c(12 ihc). From Eq.~14! we obtain ap-
proximately athc!1, uAu'hcu12oscil.termu. The typical
values ofhc for wood and some plastics are 0.02–0.05. Then
one can suppose that this coefficient for algae is about the
same. Therefore the reflection coefficient of layers with a
very low acoustical contrast is not zero@see Fig. 3~c!#.

Returning to the example in the previous section and
taking an average value of the reflection coefficient on order
of 0.1, we obtain that the equivalent radius of the leaf at high
frequencies is;0.02 m. The backscattering cross section is

s leaf'1024 m2. We point out for a comparison that the
equivalent radius of a fish of length 0.2 m is approximately
the same. Such fishes are detected by echosounders at dis-
tances of some dozen meters. Hydroacoustical methods al-
low even weaker targets to be registered. It was reported in
Ref. 17 that the sound signals reflected from objects very
transparent acoustically, such as jellyfish, have been re-
corded at frequencies of 120 and 200 kHz. The equivalent
radius was about 0.15–0.4 cm.

C. The statistical summation of scattered signals

In summation of the scattered signals from all leaves,
one has to take into account that the signals add with random
phases, i.e., it is necessary to sum the sound intensities and
not the pressures. The different leaves are inclined relative to
the direction of the incident wave and the angle of inclina-
tion is random. We shall consider three typical cases@Fig.
4~a!#: predominantly horizontal disposition, uniform distri-
bution, and predominantly vertical disposition. The densities
of probabilities of the inclination angles for these cases can
be described by the following functions

P1~u!5
1

p
cosu, P2~u!5

1

2p
, P3~u!5

2

p2 sin u.

~16!

The indexes refer to the cases in Fig. 4~a!, u is the angle
between the normal to the median plane of the leaves and the
direction of the wave vector. These functions satisfy the nor-
malization condition

E
0

p/2E
0

2p

Pj~u!sin u du dw51, j 51,2,3,

where we suppose the distributions to be nondependent on
azimuthal anglew. Note that the azimuthal dependence may
appear if there are underwater currents and leaves are in-
clined to one side. Let us introduce a factor to specify the
mean value of the angle dependence of the scattered wave

FIG. 3. The reflection coefficient.~a! c151200 m/s, hc50.05; ~b! c1

51800 m/s,hc50.05; ~c! the reflection coefficient for layers with a very
low acoustical contrast,r15r51000 kg/m3, c15c51500 m/s. Note the
scale change in~c!.

FIG. 4. The seeweeds on the bottom.~a! The typical kinds of leaf inclina-
tions. 1-predominantly horizontal inclination, 2-uniform distribution, 3-
predominantly vertical inclination;~b! the insonified bottom area. The ef-
fective thickness of the layer with scatterers contributing to the scattered
wave isct/2.
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with regard to the above-mentioned densities of probabilities
of inclination

K j5E
0

p/2E
0

2p

Pj~u!D2~u!sin u du dw, j 51,2,3.

Note that it is impossible to use a ray-optical approach
to describe the angular dependence of the scattered wave,
since at oblique incidence there will be points on the surface,
where the radii of curvature turn into infinity~the points of
inflection! and the angular dependence will have the singu-
larity. Therefore we shall use the function Eq.~6b! as a more
appropriate one for a random rough surface. So we have

K j52pE
0

p/2

Pj~u!
sin u

cos2 u
expS 2

l 2

4h̄2 tan2 u D du.

~17a!

The coefficientsK j decrease as the surface becomes more
gently sloped, because the pattern of the scattering becomes
sharper and only a small part of sound energy propagates in
the backward direction. For the large values of the ratiol /h̄
the integral Eq.~17a! is evaluated approximately. The results
are

K1'4~ h̄/ l !2, K2'2~ h̄/ l !2, K3'~ h̄/ l !38/Ap.
~17b!

The total backscattering cross section can be written
down as

s5s leaf

SKprojK jKt

S0^cosu& j
. ~18a!

Note that the cross section is actually not dependent on leaf
area S0 since s leaf in Eq. ~12! is proportional toS0 . To
calculate the insonified areaS on the bottom, it is necessary
to take into account that the area (S1) within the main lobe
of the directivity pattern of the transducer may differ from
the area (S2) of the bottom limited by the spot related to the
finite thickness of the insonified layerct/2 @see Fig. 4~b!#.
ThereforeS5min(S1,S2), whereS15pr 0

2a1a2/4 anda1 , a2

are the widths of the main lobe of the directivity pattern of
the transducer in two planes~at the level 23 dB!, S2

'pr 0ct. We suppose, to simplify, that this pattern is con-
stant within the main lobe and zero elsewhere.

The coefficientKproj is determined by the relative pro-
jection of the leaves on the bottom, i.e., by the ratio of total
area of the projections of all leaves~if observed from the
surface! to the area of the bottom in the given location. If the
leaves do not overlap,Kproj<1. The coefficientKt is deter-
mined by the sound pulse duration. It is known from the
theory of volume reverberation that the thickness of the layer
which contributes to the scattered field isct/2, wheret is the
pulse duration. The factor 1/2 appears for the reason that
only the scatterers, located in the half of the layer of thick-
nessct, contribute to the reflected field, while the waves
scattered by other scatterers have no time to catch up with
the reflected pulse. We define this coefficient asKt

5ct/(2H), where H is the average height of the plants.
Since the pulses, reflected from the plants and from the bot-

tom, should be separated,Kt<1. The value^cosu&j is the
cosine of the angle of inclination averaged over the solid
angle,

^cosu& j5E
0

p/2E
0

2p

Pj~u!cosu sin u du dw.

For the densities of probabilities given by Eq.~16! we
obtain

^cosu&152/3, ^cosu&250.5,

^cosu&354/~p3!50.42.

The frequency dependence of the backscattering cross sec-
tion is determined only by that of the reflection coefficient in
Eq. ~12! since other factors in Eq.~18a! are not dependent on
frequency. Hence the cross section increases asf 2 for thin
leaves or at low frequencies~approximately up to f h
5300– 500 kHz mm! and remains constant for thick leaves
and high frequencies.

Let us return to the example considered in the previous
section and suppose that the distribution of inclination of the
leaves over all vertical angles is uniform,r 0530 m, a1

5a250.2 rad,S050.25 m2, l 150.2 m, h̄5h/250.0125 m,
Kproj5Kt51, t5531024 s. Then ^cosu&250.5, l 5 l 1 /
(2p3/2)50.02 m andK2'1. The areaS1530 m2, S2575
m2. Hence S530 m2. Using Eq. ~18a! we obtain s
50.02 m2. The radius of the equivalent sphere is;0.3 m. It
is a comparatively big value.

It is very important to note that the final expression Eq.
~18a! depends in a very weak way on the parameter (l 1 /h)
which specifies the roughness. Let us assume thatl 15 l 2 .
Then it is clear from Eqs.~12! and~18a! thats leaf is propor-
tional to (l 1 /h)2, but the coefficientsK1 andK2 in Eq. ~17b!
are approximately in inverse proportion to this ratio sinceh̄
and l are proportional toh and l 1 , respectively. From Eqs.
~12!, ~17b!, and~18a! one obtains the estimation

s'bA2SKprojKt , ~18b!

whereb50.15 for predominantly horizontal distribution and
b50.1 for random distribution. This expression is not depen-
dent on the parameters of roughness. It can be explained the
following way. When the ratio (l 1 /h) increases~i.e., the leaf
becomes flatter! the signal reflected from a leaf at normal
incidence of the wave also increases, however, the directivity
pattern of scattering becomes sharper and, with random sum-
mation of the scattered waves, the energy arriving at the
receiver decreases. These two effects compensate each other
and the total reflected signal remains approximately constant,
in any case, for predominantly horizontal and random distri-
butions. For predominantly vertical distribution, as seen from
Eqs. ~17b!, K3 is proportional to (h̄/ l )3. Hence there is no
full compensation, and some dependence of the result on the
roughness parameters is retained in some degree, but it is
weaker than the one in Eq.~12!. Therefore it is possible to
get a stable estimate even if the statistical parameters of the
leave roughness are unknown.
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III. DENSE DISPOSITION OF PLANTS ON THE
BOTTOM. REFLECTION OF SOUND FROM THE
SYSTEM OF LAYERS WITH RANDOM DISTANCES
BETWEEN THEM

We shall consider now a dense disposition of seeweeds,
when the plants overlap repeatedly and form a multilayer
continuous coverage. In this case it is necessary to regard
this coverage as a rough surface with some average reflection
coefficient. For a thick multilayer system, this coverage can
be represented as a half-infinite stack of layers. We shall use
the approximate approach and consider that the problem can
be simplified by breaking it down into two problems: the
calculation of the reflection coefficient for a plane half-
infinite system of layers with random distances between
them and the calculation of sound scattering from a rough
surface with a known reflection coefficient. The reflection
coefficient for half-infinite systems of layers separated by
layers of media with the same properties as the outer me-
dium is described as follows18

AL5$12~B1
22A2!u2A@12~B1

22A2!u#224A2u%/~2Au!,
~19!

whereA is the reflection coefficient for one plate expressed
by Eq. ~14!, B1 is the transmission coefficient without the
phase factor in the numerator in Eq.~15!, i.e., B1

5B exp(ikh1), u5exp(i2kh2), whereh2 is the distance be-
tween the plates.

We shall consider the distanceh2 to be a random quan-
tity with the Gaussian density of probability

P~h2!5
1

A2phs

exp@2~h22h̄2!2/2hs
2 #, h2>0, ~20!

andP(h2)50 ath2,0. Herehs
2 is the variance ofh2 andh̄2

is the mean value. We suppose the distanceh2 to vary slow
by along the layers. Then the slopes of rough surfaces rela-
tive to their median planes are small and we can apply Eq.
~19! with averaging overh2 . The averaged value of the re-
flection coefficient is

^AL&5S E
0

`

P~h2!uAL~h2!u2dh2Y E
0

`

P~h2!dh2D 1/2

.

~21!

If the standard deviationhs exceeds the wavelength,
then the average value of the reflection coefficient should not
really depend onh̄2 andhs . The resonance maxima of the
curves in Ref. 18 disappear after averaging. Therefore the
distances between the layers need not to be known. The re-
flection coefficient for a stack of layers is greater than the
one for a single layer~compare Figs. 3 and 5!. Even for
plates with a very low acoustical contrast@Fig. 5~c!# the re-
flection coefficient retains the values of about 0.02–0.1.

From Eq.~18b! we can obtain the backscattering cross
section for very dense coverage and predominantly horizon-
tal disposition in the casel /h̄@1. It is necessary to letKproj

51 and to substitutêAL& for A. So

s50.12̂ AL&2SKt .

For example, if ^AL&50.1, S530 m2, Kt51, then s
50.036 m2, i.e., the radius of the equivalent sphere is;0.35
m. For leaves with a very low acoustical contrast (c1

51500 m/s,r151000 kg/m3) and small but finite loss coef-
ficient hc50.02, we obtain̂ AL&'hc50.02, s50.0016 m2

and the radius is 0.08 m. Thus the cross section for the ob-
jects with a very low acoustical contrast is comparatively
large.

IV. SCATTERING OF SOUND BY A SYSTEM OF
CURVED INTERTWINED STEMS

Consider another kind of algae~for example,Anfeltia!
which constitutes an intricate system of intertwined bent rods
of cylindrical cross section, similar to rope or wire knots.
These stems are located comparably sparsely and there is
good reason to believe that the distances between them far
exceed their diameter. Therefore the sound wave travels
through the system without noticeable attenuation. In this
case we can consider the total scattered field to be deter-
mined by the sum of contributions of fields scattered by all
stems in the insonified volume~i.e., in the layer of thickness
ct/2! without interaction between them. As earlier we take
into account that the stems are flexible. Then one can neglect
shear stresses and describe the acoustical properties of the
stems by the densityr1 and the velocity of longitudinal wave
c1 .

FIG. 5. The mean value of the reflection coefficient averaging over dis-
tances between the layers.hs5h̄2 , ~a! c151200 m/s, hc50.05; ~b! c1

51800 m/s,hc50.05; ~c! the mean value of the reflection coefficient aver-
aged over distances between the layers with a very low acoustical contrast,
r15r51000 kg/m3, c15c51500 m/s. Note the scale change in~c!.
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Estimation of the target strength of some biological ob-
jects based on conception of the objects as bent cylinders
was performed in Refs. 19 and 20~see also the comments of
Stanton and Foote21 to Ref. 19!. It was supposed that the axis
of the cylinder is bent in one plane. In our case, when the
lengths of the rods are large, it is impossible to describe the
acoustical properties of such a system adequately with the
help of a physical model such as a rod bent in one plane,
since this model should be an in-phase summation of scat-
tered waves in the direction normal to this plane. This phe-
nomenon will significantly increase the backscattered field.
However, it is impossible to believe that in a real situation
the stems could lie in one plane to the accuracy of a small
fraction of the wavelength. Practically, they are bent in space
and the focusing of sound is unlikely. Hence it is necessary
to consider the axes of stems to be 3-D curved lines which
have the nonzero values not only of the curvature but of the
twist. The simplest model of such a curve is a screw line
~Fig. 6!. The radiusR of the screw line is much greater than
the wavelength and the radius of the cylindera. The pitchd
of the screw is much greater thana, but the wave radius of
the cylinder is arbitrary. In this case we can consider the
sound to be scattered by every element of the curve as it
would be scattered by a long cylinder located tangentially to
the curve on this element. This assumption corresponds to
the Kirchhgoff approximation in respect to the coordinate
along the curve, however, the scattering of sound by the
cylinder is calculated exactly. We shall derive the back-
scattering cross section in the same way as in Refs. 14 and
22. The solution of a problem related with scattering of a
spherical sound wave described by Eq.~2! from an the infi-
nite cylinder under the conditionkr0@1 can be written down
as14

pinf52 ikrcQ
exp~ ikr !

4pr

exp~ ikr 2 ip/4!

Apkr
Fs~p!, ~22!

where Fs(p) is the function describing the scattering of
sound in the backward direction~form function!. The tables
of this function for acoustically hard and soft cylinders are
presented in Ref. 13. For the elastic cylinder this function is
given by13,14

Fs~p!5 (
n50

`

en~21!ndn , ~23a!

dn52
Jn~ka!1Jn8~ka!Zn /~ irc!

Hn
~1!~ka!1Hn

~1!8~ka!Zn /~ irc!
, ~23b!

whereen51 if n50 and 2 otherwise,Jn andHn
(1) are Bessel

and Hankel functions, andZn are the input impedances of the
elastic cylinder. For a cylinder with shear stresses neglected
~‘‘acoustically liquid cylinder’’! impedances are written
down as Zn52 ir1c1Jn(k1a)/Jn8(k1a), k15v/c1 is the
wave number of a longitudinal wave in the cylinder. Fre-
quency dependence of the form function is of an oscillating
nature~Fig. 7!. The oscillations are explainable by the cyl-
inder resonances and by the peripherical waves traveling
around the cylinder. The comprehensive discussion of such
phenomena is presented in Ref. 23.

To take into account the loss of energy in the stems, we
supposed the velocityc1 to be complex as was done in Sec.
II B, and computed the values of Bessel functionsJn(k1a) of
complex argument. These results are presented in Fig. 7 by
the dotted lines. Note that, even ifc15c andr15r @see Fig.
7~d!# the scattered field does not vanish.

Let us derive on this basis the sound pressure scattered
by a cylinder with an axis curved in space. The expression
~22! is the product of a spherical wave radiated by a spheri-
cal source and a cylindrical wave radiated by some sources
situated on the axis of the bent cylinder~‘‘virtual sources’’!.
We will find the strengthq of these sources on a unit length
and next integrate the sound pressure radiated by them along

FIG. 6. Reflection of sound from a cylinder bent to a screw line.

FIG. 7. Form function of the cylinders with different velocities of longitu-
dinal waves.~a! w50.9, c151200 m/s,~b! w51.0, c151200 m/s,~c! w
50.9, c151500 m/s,~d! w51.0, c151500 m/s,~e! w50.9, c151800 m/s,
~f! w51.0, c151800 m/s, solid lines:hc50, dotted lines:hc50.05. Note
the scale change in~a! and ~b!.
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the screw line. The sound pressure radiated by sources situ-
ated on an infinite straight line is written as14

p5
krcq

4
A 2

pkr
exp~ ikr 2 ip/4!.

By equating this value to the scattered sound pressure Eq.
~22!, we obtain the strength of the virtual sources

q52
4iQ

A2

exp~ ikr !

4pr
Fs~p!. ~24!

The sound pressure radiated by such sources is determined as
the line integral

pscat52
ikrc

4p E
l

q exp~ ikr !

r
dl. ~25!

For a point of observation located in far field one can con-
sider the raysr and r 0 to be parallel. Thenr'r 02kss. The
coordinates of a running point on the curve and the compo-
nents of the wave-number vector are

x5R cosw, y5R sin w, z5wd/~2p!,

kx5k cosu, ky50, kz5k sin u.

We shall integrate over one period of the curve. The
distance along the curve between the pointsa and b is de-

scribed asl 5w@R21(d/2p)2#1/2. Then from Eq.~25! we
obtain

pscat52krcQ
exp~2ikr 0!

4pr 0

Fs~p!

pr 0A2
Fl , ~26!

Fl5E
l

exp~2 i2ks!dl

5R@11g2#1/2E
0

2p

exp@2 i2kR~cosu cosw

1wg sin u!#dw, ~27!

whereg5d/(2pR). Note that ifkd sinu/p is an integer the
integral can be expressed via the Bessel functions. We shall
use the stationary phase method. There are two stationary
pointsw0

(1)5sin21(g tanu), w0
(2)5p2w0

(1) on a period of the
screw line. These stationary points may exist only ifu
<umax, whereumax5tan21(1/g). If the angle of incidence
exceedsumax, there are no reflected sound rays arriving at
the receiver. In this case in ray-optical approximation the
reflected waves are absent. Having evaluated the integral, we
obtain for the stationary point of numberj ( j 51,2)

Fl5A11g2ApR

k

exp@2 i2kR~u~u!1w0
~ j !g sin u!2 i sign~cosw0

~ j !!p/4#

Au~u!
, ~28!

whereu(u)5Acos2 u2g2 sin2 u. At u5umax this expression
has a weak singularity. At this angle the phase function has
an inflection point and two stationary points merge together.
However, further on we shall average the intensity of the
scattered wave over all angles of incidence and this singular-
ity will not prevent the integration.

Since the real curve has a nonregular shape the contri-
butions of all stationary points add with random phases.
Hence we should sum up the wave intensities. Using Eqs.
~26! and~28!, we write down the intensity of the wave due to
one stationary point

I scat
~0! ~u!5I i

l 1

4p2r 0
2

uFs~p!u2

k sin umax

1

u~u!
~ uuu<umax!, ~29!

where I i is the intensity of the incident wave described by
Eq. ~3!, l 152pRA11g2. Note that the limiting casek→0 is
inadmissible, since the method of stationary phase is valid
only if kR@1, the same holds for the limiting cased→0. In
the last case, the elements of the curve are nearly planar rings
and there arises the focusing in the direction of the axis. In
reality it is impossible because we consider the curve to have
a nonregular shape.

The curve may be oriented at arbitrary angles relative to
the direction of the incident wave. For a random system of
intertwined stems we can regard the density of probability of

the anglesu to be constant and write it down as 1/4p. Then
the value ofI scat

(0) (u) averaged over solid angle 4p is deter-
mined by

^I scat
~0! &5

1

4p E
V

I scat
~0! ~u!dV

5I i

l 1uFs~p!u2

4p2r 0
2k sin umax

3
1

4p E
0

2pE
p/22umax

p/21umax sin a da dw

u~p/22a!
.

Using the definition, Eq.~5!, we obtain after the integra-
tion the backscattering cross section for one stationary point
averaged over the solid angle

^s0&5 l 1uFs~p!u2/~8pk!. ~30!

The number of stationary points can be calculated from
the biomass of algae. The total length of the stems is
l 5M /(pa2r1). This length accommodatesl / l 15M /
(pa2r1l 1) periods of the curve. Two stationary points are
located on each period. Hence the number of stationary
points is obtained asn52M /(pa2r1l 1). The total back-
scattering cross section is defined ass5n^s0&. From Eqs.
~30! and ~31! we get
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s5
M uFs~p!u2

4p2a2kr1
. ~31!

This quantity is not dependent on the curve parameters
R and d ~of course, in the high-frequency approximation
used here!. It may be explained in the following way. If the
curve becomes more winding, then the radii of curvature
decrease and the scattered sound pressure falls down. But in
this case the number of stationary points increases and com-
pensates the above-mentioned reductions. Therefore one
does not have to know the specific geometric parameters of
the curve.

Let us consider an example:a5231023 m, f 5250
kHz, r151000 kg/m3. From Fig. 7 we take an average value
uFs(p)u50.05. If M51 kg, we obtains'0.231024 m2/kg.
Returning to the example at the end of Sec. II C, we take the
insonified bottom areaS530 m2 and t50.531024 s. The
effective insonified volume isV5Sct/2511 m3. If one as-
sumes that there are 5 kg of algae in 1 m3 of water, the total
insonified biomass is 55 kg. Hence the total backscattering
cross section is;1023 m2. The radius of the equivalent
sphere is;6 cm.

Frequency dependence ofs is described by the function
Fs and by the quantityk in the denominator. At low values
of the wave radius of the cylinder, there exists a Rayleigh
scattering anduFsu increases asf 2. Therefores is propor-
tional to f 3. At high values of the wave radiusuFsu; f 1/2

~see Ref. 14! ands oscillates with increasing frequency but
does not grow. The boundary between these frequency
ranges is aboutf a;300– 500 kHz mm~Fig. 7!.

V. COMPARISON OF THE ESTIMATION WITH
EXPERIMENT

The results of measurements of backscattering cross sec-
tion of some kinds of algae are presented in Ref. 5. The
authors measured the sound pressure reflected from leaves of
Laminariae: L. saccarinaandL. digitata. The measurements
were fulfilled at the frequencies 50, 70, and 200 kHz under
normal incidence of wave on the leaf. The sizes and masses
of the specimens are given in the Table I. The thicknesses of
the leaves were 1–5 mm. The leaves were fixed below an
acoustical transducer at the depth of 9 m. Magnitudes of
reflected sound pulses were compared with the ones for a
reference sphere. For calculation of the backscattering cross
section the authors of Ref. 5 used the definitionsbs

54pr 0
2I scat/I 0 , which differs from the definition Eq.~5! by

the factor 4p. Therefore for comparison of the theoretical

and the experimental results we have recalculated the values
presented in Ref. 5. Using the physical model presented in
Sec. II. we have calculated the backscattering cross section
per 1 kg of mass. For the estimation we used the values of
the roughness adopted in the above-mentioned examples. As
the maximal and the minimal values of the reflection coeffi-
cient we took 0.2 and 0.05, respectively. The upper and
lower bound of estimates and the results of experiments are
given in Fig. 8. The cross section increases with increasing
frequency. Behavior of this increasing is in agreement with
the discussion in Sec. II. The wave thickness of the plates,
i.e., kh1 , was 0.15–1.5 and the valuesf h1 were 35–400
kHz mm. It is seen from Fig. 3 that such values correspond,
in the main, to the frequency range where the reflection co-
efficient increases, but the maximum values of this product
~about 400 kHz mm! correspond to the thickness about a
quarter of the wavelength and the increasing of the reflection
coefficient slows down. Despite a dispersion of the experi-
mental results and the hypothetical nature of the values of
parameters adopted in calculations, one can consider the be-
havior of the experimental results to be in agreement with
the physical model.

VI. CONCLUSIONS

Some physical models for describing the sound reflec-
tion properties of algae are suggested. These models are
rough, acoustically half-transparent layers, stacks of layers,
and cylinders with curved axes. The random disposition of

TABLE I. The masses and the sizes of the specimens used in Ref. 5.

L. saccarina
Specimen 1 2 3 4 5

M , kg 0.50 0.33 0.80 0.80 0.58
Size, m 0.8530.57 0.7030.45 2.030.53 1.0530.88 0.9730.80

L. digitata
Specimen 6 7 8

M , kg 0.56 0.40 0.70
Size, m 0.8030.90 0.9030.39 1.730.45

FIG. 8. Comparison of the estimates with the results of experiment, pre-
sented in Ref. 6. Upper and lower solid lines are the envelops of the maxi-
mal and the minimal calculated values. Numbers on the graph correspond to
the specimens in Table I.
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such elements in the space is taken into account. Despite a
great uncertainty of values of the algae elastic parameters, it
has turned out to be possible to calculate the sound-scattering
cross section of some algae species, the estimated values
being in agreement with the experimental results.

The magnitude of the reflected signal increases with in-
creasing frequency up to the values of the productsf h1 or f a
on order of 300–500 kHz mm. Further increasing of these
parameters does not significantly affect the reflected wave
intensity. When dealing with sparse disposition of the plants,
the reflected signal intensity is dependent on biomass, and
the measurements of this intensity under a condition of ap-
propriate calibration can give the estimates of biomass on the
large bottom area. For a very dense distribution of the plants
the reflected signal depends only slightly on the biomass.

The important result is that the backscattering cross sec-
tion after averaging over the angles of inclination is not de-
pendent on the geometrical parameters of the leaves and the
stems bending. This result is in agreement with the statement
in Ref. 20, where the model of bend cylinder with averaging
over angles of orientation was used for estimation of target
strength of zooplankton. It was pointed out there that the
backscattering cross section of a single scatterer is dramati-
cally dependent upon the curvature, but the curvature be-
comes a much lesser factor once averaged over an aggrega-
tion of animals. Independence or weak dependence of
backscattering cross section upon the shape make it possible
to obtain stable estimates even if the parameters of the shape
are unknown. Of course, the most reliable data on the
strongly stochastic objects such as algae can be obtained
only during thein situ measurements. But the results of an
approximate estimation will be useful for choosing operation
modes of echosounders and analysis of results.
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The D.O.R.T. method~in French, De´composition de l’Ope´rateur de Retournement Temporel! is a
scattering analysis technique using arrays of transducers. The method was shown to be effective in
detecting and focusing on pointlike scatterers in Pradaet al. @J. Acoust Soc. Am.99, 2067–2076
~1996!#. Here the D.O.R.T. method is extended to other geometries, applying it to an air-filled
cylindrical shell embedded in water. It is shown that the diagonalization of the time-reversal
operator permits the various elastic components of the scattered field to be extracted. For the
considered cylinder, these components are mainly three circumferential waves (A0, A1, andS0
Lamb modes!. Each Lamb mode is shown to correspond to an invariant of the time-reversal
operator. The dispersion curves of these waves are calculated from the invariants. In particular, the
cutoff frequency of theA1 mode is found and provides the thickness of the shell. Finally, resonance
frequencies of the shell are deduced from the frequency dependence of the eigenvalues of the
time-reversal operator. ©1998 Acoustical Society of America.@S0001-4966~98!03408-0#

PACS numbers: 43.30.Jx, 43.40.Rj, 43.60.Pt@DLB#

INTRODUCTION

Detection and identification of a scattering object by re-
mote sensing techniques is an important problem in a variety
of applications. Among them, the reconstruction of internal
flaws in ultrasonic nondestructive testing and target classifi-
cation in underwater acoustics have been widely studied. The
scattering of acoustic waves by an elastic body that has di-
mensions greater than a wavelength is a complex phenom-
enon. The incident wave is converted into several modes that
propagate in and around the object. These waves radiate into
the surrounding medium and contribute to the scattered field.
In order to understand the scattering process and relate it to
the characteristics of the scatterer, it is necessary to identify
and separate the various contributions to the signal. In some
cases, the modes propagate at different velocities so that their
contribution to the signals occur at different times, and they
can then be distinguished with time-domain techniques using
highly resolved broadband pulses. However, signals from
various modes may overlap in time, rendering their identifi-
cation difficult. This is the case for the problem that we
examine in this paper, the scattering of ultrasound from an
air-filled cylindrical shell immersed in water. The goal of
this paper is to show how the construction of the invariants
of the time-reversal process permits the separation and iden-
tification of the modes which contribute to the scattered field.
The construction of these invariants is an essential part of the
D.O.R.T. method~in French, De´composition de l’Ope´rateur
de Retournement Temporel!.

Methods for identifying and separating the various
modes that contribute to the signal backscattered from a cy-
lindrical shell have been the subject of many theoretical
works.1,2 Experimental methods such as ‘‘The Method of
Isolation and Identification of Resonance’’3 and the short

pulse methods4,5 have proven to be useful. In these methods,
the phase velocity of the wave is deduced from the vibra-
tional modes of the shell at its resonance frequencies. Optical
remote sensing techniques have also been used to generate
and detect circumferential waves. These techniques have the
great advantage of providing a local measurement of the
field.6 More recently, this problem was studied with time-
reversal mirrors.7,8

Acoustic time-reversal mirrors have been widely used
since they were first described in 1989.9–15 A time-reversal
mirror consists of an array of transmit/receive transducers.
Each element of the array is connected to its own electronic
circuitry: a receiving amplifier, an A/D converter, storage
memory, and a programmable transmitter. All the channels
are processed in parallel for the transmission and reception
of the ultrasonic waves. Such a system is able to transmit an
ultrasonic wave, to detect the backscattered wave, and then
to synthesize a time-reversed version of this wave. This pro-
cess is performed in less than 1 ms, which can be considered
as real time for most scattering media. The time-reversal
mirror converts a divergent wave into a convergent one. One
consequence is that it can be used to focus on a reflective
target through an inhomogeneous medium. If the medium
contains several scatterers, the process can be iterated in or-
der to focus on the most reflective one.9,16

As shown by Thomas,7 this system can also be used to
study scattering by an elastic shell. He has investigated the
two-dimensional~2-D! problem of a thin, air-filled cylindri-
cal shell with dimensionsa510 mm, b/a50.95, and
ka'125 under normal incidence~a is the outer radii,b the
inner radii, andk the wave number in the loading medium!.
Two waves propagating around the shell were detected: the
first can be considered as aS0 Lamb wave and the second as
an A0 Lamb wave. As the contributions of these circumfer-
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ential waves occur at different times, they could be selected
temporally with a proper time window and then time re-
versed. This process allowed each wave to be generated
separately. The points at which the incident wave converts
into circumferential waves were determined and the phase
velocity of each wave was deduced from the distance be-
tween these points. This method is limited to the case in
which circumferential waves do not interfere and thus can be
time resolved. In the case considered by Thomas, the fre-
quency range included the cutoff frequency of the second
antisymmetrical Lamb waveA1 . This highly dispersive
wave interfers withA0 and S0 and could not easily be dis-
tinguished in the scattered signals. As we shall see now, the
D.O.R.T. method solves this problem and allows one to treat
all three modes simultaneously.

The D.O.R.T. method was derived from the theoretical
study of iterative time-reversal mirrors,16 and applies to de-
tection and focusing with large arrays of transducers. This
method shares some of the principles used in eigenvector
decomposition techniques for passive source detection.17,18

However, these last techniques assume statistically uncorre-
lated sources and requires averaging of the measured data,
while the D.O.R.T. is active and deterministic.

The D.O.R.T. method consists of determining the invari-
ants of the time reversal process. The calculation is per-
formed offline after the measurement of the response func-
tions of the array in the presence of the scattering medium. It
is not a real-time procedure; however, it can still be applied
in many experimental situations. Its practical advantage is
that it does not require the complex programmable emitters
of the time-reversal mirrors. As already mentioned, the main
interest is that it allows one to separate scattered waves that
overlap in time and cannot be separated by time windowing.
This method was applied to selective focusing in media con-
taining several targets.19,20 It was shown that forN pointlike
and well-resolved targets of different reflectivities, the num-
ber of independent invariants is equal toN. Furthermore,
each invariant provides a phase and amplitude law to be
applied to the transducer array in order to focus selectively
on one of the targets.

In the first part, we review the principles of the D.O.R.T.
method. In the second part, the D.O.R.T. method is applied
to the detection of Lamb waves on a thin cylindrical shell. It
is shown that although the signals due to the various Lamb
waves overlap in time, they can nonetheless be separated
into the contribution from individual modes. The dispersion
curves and the resonance spectrum of the various modes are
determined experimentally.

I. PRINCIPLE OF THE D.O.R.T. METHOD

The D.O.R.T. method relies on a matrix formalism de-
scribing the scattering experiment. For a given transducer
array and a given scattering medium, the time-reversal pro-
cess is characterized in the frequency domain by a complex
matrix. This matrix is obtained from the interelement im-
pulse response functions which can be measured straightfor-
wardly. As shown further, this matrix is Hermitian and its
eigenvectors are independent invariants of the time-reversal
process. These invariants are related to the structure of the

scattering medium and they carry valuable information about
this medium. The D.O.R.T. method consists of the determi-
nation and analysis of these eigenvectors.

A. The transfer matrix and the time-reversal operator

An array ofN transducers placed in front of a time in-
variant scattering medium is considered as a linear and in-
variant system ofN inputs andN outputs. TheN received
signalsr l(t), 1< l<N depend on theN transmitted signals
em(t), 1<m<N through the linear relation

r l~ t !5 (
m51

N

klm~ t ! ^

t
em~ t !, 1< l<N. ~1!

Here,klm(t) is the impulse response function from the ele-
mentm to the elementl. These interelement response func-
tions take into account all the propagative effects through the
medium under investigation as well as the acousto-electric
responses of the two elements. In the Fourier domain, Eq.~1!
simplifies using a matrix formula:

R~v!5K ~v!E~v!, ~2!

whereE(v) andR(v) are the vectors of the Fourier trans-
forms of the transmitted and received signals.K ~v! is the
N3N transfer matrix of the system.

The matrix relation between transmitted and received
signals leads to an expression for the transmitted signal after
two successive time-reversal operations. LetE0 be the initial
input vector signal. The output signal is thenR05KE0.

The time-reversal operation is equivalent to phase con-
jugation in the frequency domain, so that the new transmitted
signal E1 is the phase conjugate of the previous received
signalR0

E15K* E0* .

The new received signal is then

R15KE15~K* KE0!* .

K*K is called the time-reversal operator.
As a consequence of the well-known reciprocity theo-

rem the response from element numberm to element number
l is equal to the response from element numberl to element
numberm, so that the matrixK is symmetrical. The symme-
try of K implies thatK*K is Hermitian positive. In conse-
quence, it can be diagonalized in an orthogonal basis and has
real positive eigenvalues. An eigenvector corresponds to an
invariant of the time-reversal operation. Two invariants cor-
respond to contributions to the scattered field that are inde-
pendent solutions of the wave equation. Each of these waves
can exist alone even though they are usually superimposed in
the experiments.

B. The D.O.R.T. method

The first step of the D.O.R.T. procedure is the measure-
ment of the interelement impulse responses of the system.
This measurement can be done with any multiplexed system
by N3N transmit–receive operations. The components of
the transfer matrixK are obtained by a Fourier transform of
each signal. The second step is the diagonalization of the
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time-reversal operatorK*K at a chosen frequency. The ei-
genvalues distribution contains interesting information on
the scattering medium. In the case of pointlike scatterers, the
number of significant eigenvalues is exactly the number of
scatterers provided they are resolved by the system. More
generally, this number corresponds to the number of inde-
pendent secondary sources in the medium.16,19,20 The third
step is to backpropagate each eigenvector. This can be done
either numerically or experimentally. In our case, the propa-
gating medium is homogeneous and the numerical back-
propagation can be computed.

C. Experiment with two scatterers in a symmetrical
geometry

The results presented in Sec. II can be illuminated by the
results obtained in the simple case of two identical pointlike
scatterers in a symmetrical geometry. The calculation of the
eigenvectors for two pointlike scatterers was presented in a
recent paper.9 In the case of two identical scatterers placed
symmetrically with respect to the array of transducers, the
expression of the eigenvectors simplifies. LetHil (v) be the
response of scatterer numberi ( i 51,2) to transducer number
l (1< l<N). We have shown that the two eigenvectors are

V15~H11* 1H21* ,...,H1N* 1H2N* !

and

V25~H11* 2H21* ,...,H1N* 2H2N* !.

They correspond to the phase conjugate of the sum and dif-
ference of the responses of each scatterer to the array.

In the experiment, a linear array of 128 transducers
spaced 0.417 mm and of central frequency 3 MHz was used.
The target was made of two wires placed perpendicular to
the array in a symmetrical geometry at the depth of 92 mm
and separated by 2 mm~Fig. 1!. The time-reversal operator
is measured for this configuration and its diagonalization at 3
MHz reveals two main eigenvectorsV1 andV2 . The modu-
lus of the components of those two vectors~Fig. 2! corre-
spond to the interference pattern of two sources oscillating in
phase (V1) and opposite phase (V2). The numerical back-
propagation ofV1 andV2 at the depth of the wires confirms
this interpretation@Fig. 3~a! and ~b!#: the field is focused at
the position of the wires, where the phase of the field is equal
for V1 and oppositeV2 .

II. APPLICATION TO LAMB WAVES

A. Circumferential waves and time reversal

A circumferential wave propagating in a thin hollow
cylinder (b/a50.95) can be considered a Lamb wave. It is
generated at a given angle of incidenceu with respect to the
normal to the surface. According to Snell’s law, this angle
satisfies the relation

sin~u!5
c0

cf
,

wherec0 is the sound velocity in water andcf is the phase
velocity of the Lamb wave. While propagating around the
cylinder, it radiates into the fluid at the opposite angle with

FIG. 1. Experimental setup for two symmetrical wires.

FIG. 2. Modulus of the components of the two eigenvectors versus array
element~transducer 73 failed!.

FIG. 3. Amplitude and phase of the field produced by transmission of the
two eigenvectors.
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respect to the normal to the surface. For a plane wave of
incident directionD, two Lamb waves are generated at points
A and B symmetrical with respect toD ~Fig. 4!. These waves
radiate from B and A back to the source. From the direction
of observationD, the radiated wave appears to be emitted
from a pair of secondary sources in A and B. The distance
dAB between generation and radiation points A and B is
given by the simple relation

dAB5D
c0

cf
,

whereD is the diameter of the cylinder.
Using an array of transducers, a wave can be focused at

the surface of the cylinder~Fig. 5!. As the wave is locally
plane within the focal zone the same approach as before can
be used: A Lamb wave is generated at point A if the Snell’s
law is satisfied. Turning around the shell, the Lamb wave
radiates from the opposite point B toward the array. After
one time reversal, this wave radiates towards the array from
point A. Thus it appears that this wave is invariant under two
successive time-reversal processes. Consequently, it should
be associated to an eigenvector of the time-reversal operator
K*K . In fact, due to the symmetry of the system, the focus-
ing in A and B are both associated to the two same eigen-
vectors just like in the case of two symmetrical pointlike
scatterers~Sec. I D!.

B. Experiment

The array is linear and made of 96 rectangular transduc-
ers. The array pitch is 0.417 mm and the central frequency is

3 MHz with 60% bandwidth. The sampling frequency of
received signals is 20 MHz. The steel cylinder of diameter
20 mm and thickness approximately 0.6 mm is placed per-
pendicular to the array of transducer at a depth of 80 mm
symmetrically with respect to the array axis~Fig. 6!. For
such cylinder and frequency range, the radiation of three
Lamb waves should be observed:A0 , S0 , andA1 as shown
on the dispersion curves~Fig. 7!.

1. Analysis of the echo

A short pulse is launched by the center element of the
array. The echo of the cylinder is recorded on the 96 ele-
ments~Fig. 8!. The first wavefront corresponds to the strong
specular echo. The signal observed later is the elastic part of
the echo. Between 15 and 25ms, two pairs of wavefronts
with interference fringes can be distinguished. Those wave-
fronts correspond to the radiation of two circumferential
waves that have turned once around the shell. The one com-
ing first is identified as theS0 Lamb mode and the second as
the A0 Lamb mode. Interfering with those well-defined
wavefronts is the contribution of the highly dispersiveA1

wave.

2. Separation of the modes

To separate these contributions we now apply the
D.O.R.T. method. After the measurement of the 96396 in-

FIG. 4. Generation and radiation of a Lamb wave on a thin hollow cylinder.

FIG. 5. Lamb waves are invariants of the time-reversal process: A wave
focused on point A generates a Lamb wave which radiates towards the array
from point B. After two successive time-reversal processes of this Lamb
wave, the transmitted wave is similar to the first one, consequently this wave
is associated to an invariant of the time-reversal process.

FIG. 6. Experimental setup.

FIG. 7. Dispersion curves of Lamb waves for a steel plate.
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terelement impulse responses, the whole process remains nu-
merical. Only the elastic part of the signal is used to calculate
the time-reversal operator~between 15 and 25ms!. At 3.05
MHz, the diagonalization of the time-reversal operator has
six main eigenvalues. The modulus of the components of
each eigenvector~1–6! is represented versus the array ele-
ment ~Fig. 9!. The interference fringes are easily observed.
They are equivalent at one frequency of the interference pat-
tern observed on the echoes. As in the experiment on two
wires ~1.4!, it means that an eigenvector corresponds to the
interference of two coherent point sources.

The numerical backpropagation of each eigenvector al-
lows us to determine the distance between the sources~Fig.
10!. Each pair of sources corresponds to one particular Lamb
wave. At this frequency, the first and second eigenvectors are
associated to the waveS0 , the third and fourth to the wave
A1 , and the fifth and sixth to the waveA0 .

The same calculation is done at several frequencies from
2.2 to 4 MHz so that the dispersion curves for the three

waves can be plotted~Fig. 11!. These curves are very close
to the theoretical curves obtained for a steel plate of thick-
ness 0.6 mm. In particular, the determination of the cutoff
frequency of the waveA1 allows us to tell the thickness of
the shell.

3. Resonance frequencies of the shell

The eigenvalue associated to one particular wave de-
pends on the frequency, it is proportional to the level of the
contribution of the wave to the scattered field. The genera-
tion and reradiation coefficients of the wave are responsible
for these fluctuations. Moreover, if the dynamic and duration
of the recorded signals allow us to detect several turns of the
wave around the shell, a fast modulation of the correspond-
ing eigenvalue is induced, the maxima corresponding to the
resonance frequencies of the shell. In the experiment, the
waveA0 is attenuated so fast that only one turn can be ob-
served. But several turns ofA1 and S0 waves contribute to
the scattered field. To take into account these multiple turns
the time-reversal operator was calculated using 40ms of the
signal. Then the eigenvalues were calculated from 2.2 to 3.8
MHz. The first six eigenvalues of the time-reversal operator
are represented versus frequency~Fig. 12!. The two curves

FIG. 8. Echo of the shell received by all the elements of the array after
transmission by the central element.

FIG. 9. Modulus of the components of the first six eigenvectors~from top to
bottom 1-2, 3-4, 5-6!.

FIG. 10. Pressure patterns obtained by backpropagation of eigenvectors 1,
3, and 5.

FIG. 11. Dispersion curves:Vf(v) theory and D.O.R.T. method.
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l1(v) andl2(v) correspond to the waveS0 . Their maxima
occur at the resonance frequencies of the shell corresponding
to this wave. The width of the peaks is mainly due to the
length of the recorded signals which allow us to see only
three turns of theS0 wave around the shell. Similar observa-
tions can be done for the waveA1 . This wave is associated
to the eigenvaluesl3 andl4 around its resonance frequen-
cies and tol5 andl6 near its antiresonance frequencies. The
resonnance peaks are well defined although the contribution
of the waveA1 is weaker than the one ofS0 .

To confirm this interpretation, the first eigenvaluel1(v)
is compared to the spectrum of theS0 wave. This last spec-
trum was obtained by a time-reversal operation as described
in Ref. 7. A signal of 40ms was used to perform the FFT so
that only three turns around the shell could be seen. The
agreement between the two curves is good~Fig. 13!.

4. Limits

One limitation of the D.O.R.T. method is that the gen-
eration points of the circumferential waves need to be re-
solved in space. In the case of two waves of close phase
velocities, the separation may not be possible. This explains
partly the reason why the velocity of theA1 wave could not
be measured closer to the cutoff frequency. As the phase
velocity increases, the two generation points get closer and
are no more resolved by the system.

Another limit that we encountered was due to the elec-
tronics of the system. The programmable generators we used
were built for the time-reversal mirror and could only deliver
20 V peak to peak on each channel. To measure the interele-
ment responses, a more classical generator should be used to
get up to 100 V on one channel. This would provide a much
better signal-to-noise ratio. Together with the measurement
of longer signals, it should allow a more precise determina-
tion of the resonance frequencies of the shell.

III. CONCLUSION

The D.O.R.T. method is a new approach to inverse scat-
tering. It allows one to sort various waves contributing to the
scattered field and provides information that was previously
unavailable. The method was applied to an air-filled
stainless-steel cylindrical shell. The circumferential pseudo-
Lamb wavesA0 , S0 , andA1 were separated. The dispersion
curves of these waves were obtained allowing determination
of the thickness of the shell. The eigenvalues of the time-
reversal operator provided the resonance frequencies associ-
ated withS0 andA1 waves and close resonance frequencies
of the two different modes were distinguished. Better results
should be obtained in the future using electronic devices that
provide a higher signal-to-noise ratio for the interelement
response signals. Furthermore, the generalization of the
method to separate transmit and receive arrays of transducers
will widen the domain of the application of this method
which should now be applied to other types of scattering
problems.
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Inversion methods are applied in ocean acoustics to infer parameters which characterize the
environment. The objective of this paper is to provide such estimates, and means of evaluating the
inherent uncertainty of the parameter estimates. In a Bayesian approach, the result of inversion is the
a posteriori probability density for the estimated parameters, from which all information such as
mean, higher moments, and marginal distributions can be extracted. These are multidimensional
integrals of thea posteriori probability density, which are complicated to evaluate for many
parameters. Various sampling options are examined and it is suggested that ‘‘importance sampling’’
based on a directed Monte Carlo method, such as genetic algorithms, is the preferred method. The
formulation of likelihood functions and maximum-likelihood objective functions for multifrequency
data on a vertical array is discussed.A priori information about the parameters may be used in the
formulation. Shallow-water acoustic data obtained at several frequencies using a vertical array is
used to illustrate the applicability of the technique.@S0001-4966~98!05307-7#
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INTRODUCTION

From a Bayesian point of view, the solution to an in-
verse problem is fully characterized bya posterioriprobabil-
ity distributions of the unknown parameters. Information
about these parameters is assessed by moments of thea pos-
teriori distributions, such as the mean, covariance, and mar-
ginal distributions. This improves on the usual practice of
calculating only a single point-estimate of the parameters:
Accuracy of the inversion can be estimated in this way.

In a real problem, the numerical evaluation ofa poste-
riori distributions is limited by computational resources. Im-
portance sampling, as performed by simulated annealing
~SA! and genetic algorithms~GA!, can considerably reduce
the number of operations required. The main advantage of
the above concept is that it not only provides the best pos-
sible parameter estimates, but also calculates moments of the
a posteriori distributions associated with these parameters.
The Monte Carlo method1 and the simulated annealing
method2 were developed as methods to evaluate multidimen-
sional integrals.

Part of the inverse problem is to find an environment in
which a forward model can produce a replica with a good
match to the observed data. A representative environment is
chosen empirically and a set of parametersm is selected as
unknown. It is assumed that the true model vector is con-
tained in the parameter setM. An objective functionf~m!
that compares the data and the replica is selected. Then, op-

timization is carried out to find the optimum model param-
eter vectorm̂5(m̂1,...,m̂M) that minimizes the selected ob-
jective function.

To understand the inverse problem and its solution, it is
important to study uncertainties, ambiguities, and resolution
aspects of the unknown parameters. For deterministic local
methods, these are limited to a neighborhood surrounding the
local estimate, e.g., Refs. 3 and 4. A good discussion of these
aspects for underwater acoustics is found in Ref. 5. Estima-
tion of uncertainties from global methods have been dis-
cussed in Refs. 6–11 for the related geophysical problem,
and in Refs. 12 and 13 for ocean acoustic problems. Retriev-
ing parameters using global optimization methods has fre-
quently been discussed in ocean acoustics.12,14–16

The superiority of stochastic global methods for uncer-
tainty estimation stems from their ability to sparsely sample
the parameter spaceM.17 For present applications, fast es-
timation of the moments of thea posteriori distributions is
more important than precision.

The motivation for the present study is thata posteriori
distributions as described in Ref. 12 have been used with
success in a series of previous papers. It has worked well for
making comparisons between retrieved parameters and giv-
ing an indication of the convergence of the optimization
method. However, it is based on an empirical weighting and
fails to give a performance indication fordifferent inversion
approaches. Only a likelihood baseda posterioridistribution
can show the improvement in performance when using more
frequencies, or the differing performance using a near or far
array.

Before measurement, the information about the models
is reflected in thea priori distribution r~m! and after the
experiment, the information about the models is reflected in

a!Now at Marine Physical Laboratory, Scripps Institution of Oceanography,
University of California, San Diego, La Jolla, CA 92093-0704; Electronic
mail: gerstoft@mpl.ucsd.edu

b!Now at Siemens A.G., A-1100 Vienna, Austria; Electronic mail:
christoph.mecklenbraeuker@siemens.at
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the a posteriori distribution s~m!. These distributions are
related through the likelihood functionL~m!, which is a
measure for the goodness of fit between the observed data
and the data generated using a computational acoustic model
and the environmentm ~Bayes Theorem!

s~m!5L~m!r~m!. ~1!

When maximizings~m! the maximuma posteriori ~MAP!
estimate of the parameters is obtained and when maximizing
L~m! the maximum likelihood~ML ! parameter estimate is
obtained.

To find the best solution, global optimization is carried
out by minimizing an objective functionf~m!. In this paper,
the objective function is chosen proportional to the log-
likelihood function, but often it is selected on a more empiri-
cal basis. The likelihood function depends on the stochastic
model for the data: differing probabilistic models for signal
and noise result in different likelihood and objective func-
tions.

I. EVALUATION OF A POSTERIORI DISTRIBUTIONS

Due to multidimensionality, oftenM.10, thea poste-
riori distribution is not susceptible to graphic display, and
mainly integral properties of the distribution are of interest.
From thea posteriori probability distribution, information
will be extracted to describe the solution. The following
quantities are of interest: the MAP solutionm̂MAP where

m̂MAP[arg max
mPM

s~m!, ~2!

the expectationEs@m# where

Es@m#[E
M

ms~m!dm, ~3!

where dm5dm1
¯dmM, the covariance matrixCovs@m#

where

Covs@m#[Es$@m2Es~m!#@m2Es~m!#T%, ~4!

the one-dimensional~1D! marginala posteriori probability
densitiess i(mi) for parametermi

s i~mi ![E s~m!dm1
¯dmi 21dmi 11

¯dmM, ~5!

and higher dimensional marginals are defined similarly to
Eq. ~5!. The marginal distributions are the most important in
interpreting the inverse result.

A. Integration of a posteriori distributions

For solving the inverse problem, Eq.~2!, global optimi-
zation methods such as simulated annealing and genetic al-
gorithms have been used. However, in order to characterize
the solution by Eqs.~3!–~5! the multidimensional integration
must be carried out. The evaluation of these integrals has
been addressed in Refs. 10 and 11 for the similar geophysical
inversion problem. They suggested and evaluated the follow-
ing three methods for estimation of the integral.

1. Numerical integration (grid search)

Although the most precise and direct method, numerical
integration is extremely computationally intensive forM pa-
rameters each discretized tok values. It requireskM forward
model evaluations. Fork5100 andM510, this is a prohibi-
tively large number 1020, as for each of these points, a for-
ward model that takes about one CPU-second must be evalu-
ated. This approach is practical only for a very small number
of parameters, e.g.,M<4.

2. Monte Carlo integration

In Monte Carlo integration the integration points are se-
lected at random from a uniform distribution. It is not nec-
essary to evaluate the integral at all points as in a grid search.
In contrast to classical computing methods, the efficiency of
Monte Carlo integration depends only weakly on the dimen-
sion and geometric details of the problem. Thus even for
high dimensions,M , and complicated boundaries of the pa-
rameter setM, the numerical effort remains moderate. The
integral is evaluated at randomly selected points from a uni-
form distribution. The disadvantage is that many of these
points will be located in areas contributing little to the inte-
gral.

3. Importance sampling

In importance sampling, some knowledge about the in-
tegrand is exploited such that a nonuniform distribution is
used for generating the integration points. Most of the func-
tion evaluations are concentrated in areas which contribute
significantly to the integral instead of distributing the points
evenly. The integrals can be evaluated using fewer forward
models at a reduced variance of the estimated integral. The
model spaceM is sampled nonuniformly according to a
generating distributiong. The integrand is evaluated only at
these sample points. Both GA and SA use a generating dis-
tribution to select the next point in the model space.

Consider the evaluation of the multidimensional
integral,18

u5E
M

f ~m!s~m!dm[Es@ f ~m!#, ~6!

wheref s represents any of the integrands given in Eqs.~3!–
~5!. The integral is estimated by the weighted arithmetic
mean usingNobs independent identical distributed~i.i.d.!
samplesm1 ,m2 ,...,mNobs

from the distributiong(m),

û5
1

Nobs
(
i 51

Nobs f ~mi !s~mi !

g~mi !
. ~7!

It can be shown, Appendix A and Ref. 18, that the variance
of û is minimized if the generating distribution is selected

gMV~m!5
u f ~m!us~m!

*Mu f ~m!us~m!dm
. ~8!

Thus in order to reduce the variance, the generating distribu-
tion should be selected proportional tou f us. In practical
cases, this optimal solution cannot be select due to compli-
cated behavior ofu f us. Further, if the integrand is knowna
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priori then there is no reason for estimating it. However, it is
expected that selections ofg which are ‘‘close’’ togMV will
give satisfactory performance.

If the integral is evaluated using a generating distribu-
tion g(m) without correcting forg(m) in the denominator, it
is seen from Eq.~A1! that the estimate will be biased. Since
global estimation methods concentrate most of their numeri-
cal effort around the optimal values, they will tend to over-
estimate parts of the integral for these regions unless special
bias corrections are introduced. This will result in an un-
known error in the estimates.

Global optimization methods use a generating distribu-
tion for selecting the next model vector. This distribution
will in general change as the optimization evolves. Thus they
are carrying out importance sampling, but with an unknown
generating distribution. For SA at a constant temperatureT it
can be shown that after a large number of iterations the sam-
pling distribution is proportional to exp(2f(m)/T). For
more details see Ref. 10 and Sec. I B.

When the MAP solution Eq.~2! is found using SA or
GA, a large numberNobs of candidate solutionsmi ( i
51,...,Nobs) are drawn at random from the model setM. By
using the values of the objective function at these sample
points mi , importance sampling can be used in evaluating
the integrals Eqs.~3!–~5!. When using GA or SA with fast
cooling ~as usual!, the precise distribution of the samples is
not known. It should also be made clear that the generating
distribution is related in a nonlinear fashion~through GA or
SA! to the objective function and not to the preferred distri-
bution u f us5u f uLr. This is not considered a problem as
both u f u andr are much smoother thanL and the objective
function is related toL.

For the Nobs observations, thea posteriori probability
for the kth model vector is estimated by

ŝ~mk!5
L~mk!r~mk!

( j 51
NobsL~mj !r~mj !

. ~9!

For the i th parametermi in the model vector the mar-
ginal probability distribution for obtaining the particular
valuek can be found by summing Eq.~9!:

ŝ i~k!5 (
k51

Nobs

ŝ~mk!d~mk
i 2k!, ~10!

whered is the delta function. In the particular implementa-
tion, several independent GA searches are carried out in par-
allel. It is found for several parallel runs that saving the last
obtained model vectors in a population suffices in each of the
parallel runs.12

When displaying the marginal probability distributions,
Eq. ~5!, they are all scaled so that the areas under each curve
are one when the search interval is scaled from 0 to 1. This
dictates they axis and all plots from the same inversion have
the samey axis, there is no scale on they axis as it is mostly
used for comparisons. With this choice of scaling the distri-
butions depend on the search interval for each parameter.

B. Comparison to previous probability estimates

Previously,12 the a posteriori distributions were esti-
mated based on a semiempirical approach. Knowing that the
likelihood function is usually related to the objective func-
tion f~m! through an exponentialL5exp(2f(m)/ n̂) ~Ref.
6, cf. Appendix B!, wheren̂ is the estimated noise power, the
following scaling was used:

Lemp~m!5exp~2@f~m!2f~m0!#/T!, ~11!

wheref is any objective function andm0 is the estimated
parameter vector, corresponding to the optimal value of the
objective function.T is the ‘‘temperature.’’ Experimentally,
it was found that a good value forT was the average of the
50 best objective functions obtained during the optimization,
minus the best value of the objective function. It should be
noted that this value ofT is not intended to estimate the
noise, but to produce a reasonable value with which to esti-
mate the uncertainties of the parameters. The advantage of
this scheme is that it works irrespective of the stochastic
model for the data or likelihood function used. But for mul-
tifrequency inversions it is not suitable as different distribu-
tions cannot be directly compared. In this case, a likelihood-
baseda posteriori density, Eqs.~1! and ~3!–~5! give better
results.

C. Computational procedure

Depending on the model used for the error or noise dis-
tribution of the data, a specific likelihood function results.
Prior knowledge about the error distribution is required. Usu-
ally this is not completely available and some simple and
reasonable approximations must be used. Two special cases
are considered for multifrequency vertical array data. The
noise distribution on each hydrophone is assumed complex
Gaussian and zero mean. First, in Sec. I C 1 it is assumed
that the noise is independent on eachhydrophoneand sec-
ond, in Sec. 1 C 2 it is assumed independent for eachsignifi-
cant mode.

Often, a distinction is made between errors due to noise
in the data and errors due to an incomplete forward model,
because neither the theory nor the environmental model is
adequate. If both error types belong to the same distribution,
there is no reason to consider them separately.19 Here only
one error term is considered.

Recently, there has been progress in describing both er-
rors using Kriging.20 Both noise and modeling errors are
assumed zero-mean Gaussian and are independent. The mod-
eling errors are assumed to possess a given correlation struc-
ture depending on the ‘‘distance’’ between two environmen-
tal models. This correlation structure is chosen empirically.
Clearly, the same values of the model parameters correspond
to the same values of the model errors.

1. Multifrequency matched field processing

The relation between the observed complex-valued data
vectorq(v l) on anN-element hydrophone antenna array and
the predicted datap(m,v l) at an angular frequencyv l is
described by the model

q~v l !5p~m,v l !1e~v l !, ~12!
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wheree(v l) is the error term. The predicted data is given by
p(m,v l)5w(m,v l)S(v l), where the complex deterministic
source term S(v l) is unknown. The transfer function
w(m,v l) is obtained using an acoustic propagation model
and an environmental modelm.21

The errors are assumed to be additive, they stem from
many sources: errors in describing the environment, errors in
the forward model, instrument and measurements errors, and
noise in the data. For the predicted acoustic field ‘‘reason-
ably close’’ to the true field, this error term is assumed com-
plex Gaussian distributed, stationary with zero mean and di-
agonal covariance matrixn(v l)I , where the error power
spectrumn is unknown. Thus the dataq(v l) on the receiving
array are also complex Gaussian distributed with mean
p(v l ,m) and the covariance matrixn(v l)I . For the deriva-
tion of a maximum-likelihood estimate, it is further assumed
that the data are uncorrelated across frequency and time. The
source termS(v l) varies across time snapshots whereas the
error power spectral densityn(v l) is constant. In the follow-
ing, ql5q(v l), etc., is abbreviated, where$v l u l 51,...,L% is
the processed frequencies. Under the above assumptions the
covariance matrix Rl5E@qlql

†#5pl(m)pl
†(m)1n l I . The

likelihood function22 becomes

L~m!})
l 51

L
1

n l
N expS 2

f l~m!

n l
D , ~13!

where~the dagger refers to the Hermitian transpose and ‘‘tr’’
is the trace operation!

f l~m!5tr R̂l2
wl

†~m!R̂lwl~m!

wl
†~m!wl~m!

. ~14!

Optimization forn l yields the closed form ML solution

n̂ l5
1

N
f l~m!. ~15!

The N3N Hermitian matrixR̂l denotes the estimated cross-
spectral density matrix of the observed data in ‘‘phone-
space,’’ see Sec. 1 C 3. With these definitions the log-
likelihood function is

loguL~m!u} logF)
l 51

L

f l
2N~m!NN exp~2N!G}2 log@f~m!# ,

~16!

where the ML-objective functionf~m! to be minimized is

f~m!5)
l 51

L

f l~m!5)
l 51

L S tr R̂l2
wl

†~m!R̂lwl~m!

wl
†~m!wl~m!

D .

~17!

For details, see Appendix B. Using a global optimization
procedure, the minimumf̂ML for the ML solution m̂ML is
estimated. The estimate, Eq.~15!, is biased. The bias stems
from the degrees of freedom in the estimated parameters:
source signalS and nonlinear parametersm.23 For simplicity
this bias is neglected here. The noise power spectral density
is estimated, Eq.~15!, n̂ l

ML51/Nf l(m̂
ML), and the likelihood

function is given by

L~m!5p~muq!})
l 51

L

~ n̂ l
ML !2N expS 2

f l~m!

n̂ l
ML D

})
l 51

L

expS 2N
f l~m!2f̂ l

ML

f̂ l
ML D . ~18!

The problem, as addressed above, is then to integrate
this multidimensional probability distribution. Often this in-
tegral can be evaluated with sufficient accuracy using the
information from the global search. In some cases it might be
necessary to increase the sampling of the model space in
order to obtain convergence.

The likelihood function, Eq.~18!, has a stronger maxi-
mum when more hydrophones are used. When inverting ob-
served data, there is a limit to how much useful information
can be obtained by adding additional hydrophones, as they
then become strongly correlated. At high signal-to-noise ra-
tio ~SNR! it is expected that the main error contribution is
due to inadequate forward modeling. Further, the number of
uncorrelated hydrophones is approximately the same as the
number of propagating modes, because this limits the de-
grees of freedom in the random part of the acoustic wave
field. The number of uncorrelated hydrophones is estimated
as the rank of the covariance matrix.

2. Multifrequency matched mode processing

Normal modes provide a complete description of the
field at long ranges, and thus one can equivalently process
the data in the phone-space or in the modal-space. The
matched mode approach is described by Tolstoy,24 Hinich,25

and Shang.26 Modal processing is discussed here as an alter-
native noise estimate when there are more hydrophones than
propagating modes.

The observed field ofN sensors is assumed approxi-
mately expressed via a set ofJ significantnormal modes,
expressed in a N3J matrix V(v l ,m)
5@v1(v l ,m),...,vJ(v l ,m)#. The typical vectorvj (m) con-
tains spatial samples of thej th normal mode at the receiver
array locations. The set of normal modes will be determined
based on the environment. The corresponding complex val-
ued modal amplitudes~the breve refers to the mode-space!
q̆(v)5(q̆1 ,...,q̆J)8.

q~v l !'(
j 51

J

vj~v l ,m!q̆ j5V~v l ,m!q̆~v!. ~19!

There should be more hydrophones than modes,N.K. This
relationship can be inverted in a least-squares sense and es-
timates the vector of modal amplitudesq̆l5q̆(v l) in the
mode-space from the observationql5q(v l) in phone-space.

q̆l5@V l
†~m!V l~m!#21V l

†~m!ql . ~20!

Note that the modesV l(m) and thus modal amplitudes de-
pend on the environment. When optimizing the environment
m the modal amplitudes will change with the environment.

A simple relationship between the observed modal am-
plitudes q̆l and synthetic generated modal amplitudes is as-
sumed
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q̆l5p̆l~m!1ĕl~m!, ~21!

wherep̆l(m)5Slw̆l(m) is the complex-valued modal ampli-
tudes of the synthetic data andĕl represents the error term for
each mode. It is assumed that the noise covariance matrix is
diagonal for theJ significant modes and the noise powern̆ is
identical for allJ modes. Using a similar approach to that in
Sec. 1 C 1, the objective function is

f̆ l~m!5tr R
ˆ̆

l2
w̆l

†~m!R
ˆ̆

lw̆l~m!

w̆l
†~m!w̆l~m!

, ~22!

whereR
ˆ̆

l is the estimated covariance matrix of the modes.
But using the expression for the modes, Eq.~19!, the objec-
tive function in mode-space, Eq.~22!, is seen to be equiva-
lent to the objective function in phone-space, i.e., Eq.~14!
expressed in the phone-space

f̆ l~m!'f l~m!. ~23!

The noise estimate is obtained using the approximation in
Eq. ~19!,

n̆̂ l5
1

J
f
ˆ̆

l
ML'

1

J
f̂ l

ML . ~24!

The likelihood function becomes

L~m!5p~muq!})
l 51

L

~ n̆̂ l
ML !2J expS 2

f̆ l~m!

n̆̂ l
MD D

})
l 51

L

expS 2J
f l~m!2f̂ l

ML

f̂ l
ML D . ~25!

The advantage of this formulation is that it does not
depend directly on the number of hydrophones, but only on
the number of propagating modes. For many hydrophones
(N@J) this likelihood function seems more realistic. A for-
mal definition forJ is not yet clear. In either case,J is less or
equal to the number of propagating modes. For simplicity,J
is assumed to be independent of frequency. Only the objec-
tive function is affected by the choice ofJ. All the propa-
gating modes are incorporated in the forward model.

3. Estimation of the covariance matrix

In order to estimate the covariance matrixRl , the re-
ceived time signal is divided intoK time frames. Each frame
was short-time Fourier transformed using the multiple-
windows technique described in Refs. 27 and 28,

qk,p~v!5 (
t50

T21

n t
pq~ t1kT!e2 j vt, for H k50,...,K21

p50,...,P21 ,
~26!

wherenp is a special set ofP orthonormal data tapers.27,28

The correlation matrixR was estimated at each selected fre-
quencyv l as the ensemble average

R̂~v l !5
1

KP (
k50

K21

(
p50

P21

qk,p~v l !qk,p
† ~v l !. ~27!

In order to obtain a good estimation of the noise, it is re-
quired thatKP@N, whereN is the number of hydrophones.
In order to ‘‘just’’ estimate the signal and the unknown pa-
rametersm, the number of averagesKP can be much smaller
for a received signal with sufficient SNR. In this paper, the
evaluation of the inversion accuracy is addressed. Therefore
modeling errors inp~m,v! and additive noise must be distin-
guished. This implies the necessity of a stable noise estimate
~27!, and thus a larger number of averages than if only pa-
rameter estimatesm& are needed.

D. Including the a priori probability distribution

Usually, when solving inverse problems, the question is,
‘‘What is the environmental model for this given data set?’’
This is normally an ill-posed question. A better question is,
‘‘What can be inferred from the data about the environmen-
tal model given some environmental information?’’ Thus
somea priori information should be included in the inverse
problem.A priori information is always used in global inver-
sion schemes. The model structure is selected based ona
priori knowledge and uniforma priori distributions are used
between the minimum and maximum bounds for the param-
eters.

One possibility is to include thea priori model in the
objective function, e.g., Refs. 6 and 29. This has the disad-
vantage that the distribution must be known explicitly. For
Gaussiana priori distribution the objective function consists
of two terms, one measuring the match between observed
and synthetic data and the second penalizing the deviation
from thea priori model. This approach is used in linearized
inversions in order to regularize the solution.

Here a simple approach is used: the obtained likelihood
function is multiplied with thea priori distribution, accord-
ing to Eq.~1!. This distribution can be arbitrary, for example,
a smoothed distribution obtained from inversion of other
data. For illustration in Sec. II A 3 a simple triangular distri-
bution is used:

r~mi !}H ~mi2mu
i !/~mm

i 2mu
i !,

~mi2ml
i !/~mm

i 2ml
i !,

0, otherwise,

for mm
i ,mi,mu

i

for ml
i,mi,mm

i

~28!

whereml
i,mm

i ,mu
i are the abscissa of lower bound, maxi-

mum, and upper bound of thea priori distribution, respec-
tively.

A priori information is also used in the parametrization
of the forward model. The choices made when doing this
have a significant influence on the inverse solution, probably
more than includinga priori information for each parameter.
In discretizing the environment, the physics should be care-
fully considered and described efficiently. Shape functions30

are a useful method to obtain an efficient description which
provides a mapping between the environmental model and
the numerical forward model. This could, for example, be
used to limit the search to only positive gradients in the
sediment, or to obtain a more efficient description of the
environment~see the example in Sec. II A 3!.

It is assumed for simplicity that there is a vanishing
correlation between thea priori distributions of the indi-
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vidual parameters. Thusr(m)5r1(m1)r2(m2)¯ . Al-
though for correlated parameters, the model search can be
limited using a correlateda priori distribution, this approach
appears unpractical and, instead, shape functions are used for
mapping correlated model vectors to a new representation
with lower correlation.

II. EXAMPLES

The examples illustrate the integration of thea poste-
riori distributions and how phone-space and mode-space
based likelihood functions affect the estimates. Only in Sec.
II A 3, a nonuniforma priori distribution is used.

The objective function Eq.~17! was optimized and the
SNAP normal mode code21 was used as a forward model. For
likelihood functions, either the empirical, the multifrequency
matched field, or the multifrequency matched mode models
are used. The GA parameters were as in Refs. 12 and 31: the
reproduction rate was 0.5, the permutation probability was
0.05, and the crossover rate was 0.8.

A. SSP-mismatch case

This case corresponds to the sound-speed mismatch
from the 1993 Matched field workshop,32 Fig. 1. It is based
on a synthetic data set from a normal-mode code using a
250-Hz source in shallow water. The data are received on the
20 hydrophones spanning the entire water column. White
Gaussian noise was added to the data vectors to obtain a
SNR of either 40 or 10 dB.32 This corresponds precisely to
the likelihood function developed in Sec. I C 1.

Only four parameters are unknown in this case; the
source range and depth and the ocean sound speed at the top
and the bottom. Each of the parameters can assume 51 dis-
crete values. For an exhaustive search this requires evalua-
tion of 514573106 forward models. It took 5 days of CPU
time on a DEC-Alpha 500/266 to evaluate all models. For
the genetic algorithm 43104 forward models were evaluated
in half an hour of CPU time.

1. Without a priori information

A uniform a priori distribution is assumed. To display
the marginal distribution, the integral, Eq.~5!, is evaluated.
When using an exhaustive search, i.e., evaluating each point
in the integration corresponding to Sec. I A 1, the result

of this integration is shown in Figs. 2~a! and 3~a!. In gener-
ating these plots, the noise was assumed to be unknown.

When carrying out the optimization bySAGA,31 20 par-
allel runs, each sampling 2000 models with a population size
of 64 were used. One result is the ML estimate of parameters
which corresponds to the best obtained fit.

During this optimization the last population~64 indi-
viduals! in each of the 20 runs is saved in order to estimate
the integrals. Thus the estimation of the integral is based on
2036451280 model vectors. It is seen in Figs. 2~b! and 3~b!
that the evaluation of the integral resembles the distributions
obtained when evaluating the integrals based on an exhaus-
tive search. The use of all the GA-evaluated forward models
(2032000543104) in the evaluation of the integral did not
have any effect. For practical reasons, it is preferred to base
the evaluated integral on the last population in each run.

Note that for both SNR540 and 10 dB the source range
and depth are estimated quite accurately, whereas for more
noise, the ability to resolve the sound-speed parameters is
lost when the SNR is relaxed to 10 dB. The reason for this
poor resolution of the parameters is due to a strong correla-
tion between the ocean sound speed at the bottom with that
at the top; see Fig. 4, where the two-dimensional marginal

FIG. 1. The environment for the sspmis case. The source coordinates are
~9.3 km, 78 m! for SNR540 dB and~9.6 km, 82 m! for SNR510 dB.

FIG. 2. The estimateda posterioridistribution for a SNR of 40 dB for the
sspmis case.~a! using numerical integration,~b! using importance sampling.
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distribution is shown. From this figure it is clear that a better
parametrization would be the mean sound speed and the gra-
dient of the sound speed, as indicated in the figure and also
discussed in Ref. 12. The difference in ambiguity for the
sound speeds estimated at SNR of 40 dB~Fig. 2! and 10 dB
~Fig. 3! is due to the fact that at 40 dB, slope and mean
sound speed are well resolved, whereas at 10 dB SNR only
the slope is well resolved.

2. Optimizing coupled parameters

Coupled parameters usually render an optimization
problem slightly more difficult. Parameter coupling has been
observed by several researchers.12,33–35Coupling can be de-
tected by plotting either the ambiguity function or, alterna-
tively, the 2-D marginala posteriori distribution of the pa-
rameters. The advantage of the second approach is that it
provides an integrated~global! value across the remaining
parameters. However, both approaches have limitations
when several parameters are strongly coupled.

For a gradient method coupled parameters do not pose a
major problem. A difficulty with gradient methods is the
numerical computation of the gradient. When using finite

differences for computing, the gradient methods tend to be
unstable due to a too small or large step size. Fortunately, it
is possible to compute the gradient analytically for a wave-
number integration approach30 and for a normal-mode
approach.36,37

Some global search methods additionally exploit gradi-
ent information. In ocean acoustics this has been proven suc-
cessful in Refs. 30 and 34. In Ref. 30, the optimization is a
hybrid method combining the global genetic algorithm~GA!
with the local Gauss–Newton method. This is implemented
by taking several gradient steps between each update of the
object function for each individual in the GA population.
This approach is quite general but requires a careful analysis
of the gradient computation, which was done analytically~in
order to avoid huge numerical errors!. In Ref. 34, a param-
eter rotation approach was suggested. The eigenvectors of
the a priori second moment of the objective function gradi-
ent define the transformation for rotating the parameter
space. The second moment is defined by implicitly assigning
a uniforma priori density to the parameters. The computed
eigenvectors provide some insight into the geometry of pa-
rameter space. After reparametrization, the search proceeds
using SA. This approach is efficient if the parameter space is
characterized by a few local minima with prominent features
in one direction. In cases where the gradient information
averages out, this will not provide an improvement. Such
cases include circular shaped valleys, landscapes with sev-
eral valleys, or landscapes with several valleys, or landscapes
that are hilly without trend.

3. Including the a priori distribution

A priori knowledge is incorporated using Eq.~28! and
based on the former example. In this case thea priori knowl-
edge has a maximum at the true value. Initially only prior
information of the top sound speed is used, Fig. 5~b!. It is
seen that this increases the peak of both the upper and lower

FIG. 3. The estimateda posteriori distribution for a SNR510 dB for the
sspmis case.~a! Using numerical integration,~b! using importance sam-
pling.

FIG. 4. The estimated marginal 2-Da posteriori distribution between the
upper and lower ocean sound speed using a full search for a SNR of 10 dB.
It is based on the same data as Fig. 3~a!. The marginal 1-D distribution for
each parameter is displayed on the top and to the right. By reparametrizing
the sound speed as slope and mean a better resolution is obtained.
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sound-speed point. This is becausea priori knowledge is
multiplied on the fulla posteriori distribution. When using
prior information for the lower and upper sound speed, the
peak in the distribution becomes more pronounced, Fig. 5~b!.
It is clear that wrong prior information must bias the esti-
mate.

Prior information about the environment, i.e., measured
sound speeds, and the main parameters in terms of their
search interval is important for obtaining good inversion re-
sults. Incorporation of smootha priori distributions such as
Eq. ~28! does not seem significant, as thea posterioridistri-
bution does not change much.

B. Yellow Shark data

This example is based on theSACLANTCEN Yellow
Shark 94~YS-94! experiment. YS-94 was a carefully de-
signed major experiment in shallow water~100 m! south of
Elba in the Mediterranian Sea. A fixed source–receiver ge-
ometry was used and a comprehensive environmental data
set was available: Sea surface temperature, sea surface mo-
tion, currents, 2D temperature/salinity structure along
transect, cores, and high resolution seismics. For a detailed
description see Ref. 38. In the data used here the source was
located at a 9-km range from a vertical array extending the
complete depth of the water column, it transmitted energy at
7 frequencies: 200, 250, 315, 400, 500, 630, and 800 Hz. The

vertical array consisted of 32 hydrophones. The SNR was
estimated to about 30 dB.38 The environment is shown in
Fig. 6. The covariance matrix estimate was based onK
517 time frames andP54 orthogonal windows, as de-
scribed in Sec. 1 C 3.

1. Single frequency

First it will be discussed how thea posteriori distribu-
tion is constructed. This was done from a theoretical point of
view in Sec. I, but here a more practical approach is taken by
~a! discussing of the convergence of the objective function,
~b! constructing the likelihood function from the objective
function and,~c! construction ofa posteriori distribution
from the likelihood function.

To investigate the above, a single frequency inversion
for the model in Fig. 6 is performed as it is much faster than
the more accurate broadband inversion. The unknown part of
the environment is represented by either 5, 7, or 10 param-
eters, as indicated in Table I. Clearly, which parameter sets
are found depends on the number of iterations in a search.
The search is performed with either 5000 forward modeling
runs ~split into ten independent populations each with 500

FIG. 5. The estimateda posterioridistribution using GA for SNR510 dB.
Only the two sound-speed parameters are displayed.~a!: no a priori infor-
mation is used@similar to Fig. 3~b!# in ~b! a priori knowledge~grey area!
about the top sound speed is included and in~c! a priori knowledge~grey
area! about both top and bottom sound speeds are included. The use ofa
priori knowledge has sharpened the peaks marginally.

FIG. 6. ysmodels. The baseline environmental model used in the inversion
of the YS-94 data Ref. 38.

TABLE I. Parameter search bound for the YS-94 case. Each parameter was
discretized into 64 values. The 5, 7, and 10 parameters refers to the number
of parameters used in the inversion. The bottom sound-speed profile was
modeled using the increase from the previous sound-speed point, as is com-
mon inSAGA. The receiver depth is the depth of the deepest hydrophone, this
controls the vertical position of the entire vertical array in the water column.

Parameter Lower Upper

5, 7, and 10 parameters:
Source range~m! 7 11
Source depth~m! 65 75
Tilt ~m! 23 3
Water depth~m! 110 118
Receiver depth~m! 96 104

7 and 10 parameters:
Bottom sound speed at interface~m/s! 1460 1500
Bottom sound-speed increase at 5 m~m/s! 10 50

10 parameters:
Bottom sound-speed increase at 10 m~m/s! 10 50
Bottom sound-speed increase at 20 m~m/s! 10 50
Bottom attenuation~dB/l! 0 0.4
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forward modeling runs@103500#), 40 000 forward model-
ing runs @2032000#, or 400 000 forward modeling runs
@20032000#.

In Fig. 7 the sorted values of the objective function are
displayed for the best models. The best models are the one
that gave the lowest value of the objective function. It is seen
that for ten parameters we obtain a lower value of the objec-
tive function than when using seven or five parameters.
Clearly, if more free parameters are available it is possible to
obtain a better fit. The curve with ten parameters gives the
best fit. Whether this improved fit is significant or whether
the extra parameters are just fitting additive noise can be
tested.39 When using more forward modeling runs, more
samples with a high degree of fit are obtained, as can be seen
by comparing the curves for 5000, 40 000, and 400 000 for-
ward modeling runs in Fig. 7.

Based on these values, the likelihood function~weighted
fitness! is computed for each of these models, see Fig. 8. It is
seen from Eqs.~15! and~18! that the noise estimate depends
on the best estimated value of the objective function and,
therefore, the value of the likelihood function depends on the
search. If this best value is much better that the other value
found during the optimization, the likelihood function, Eq.
~18!, will decrease quite rapidly~compare the curve for five
parameters with those for ten parameters!. How fast the
curve decreases also depends on the number of modes used
in the objective function. Note that even though the objective
function assumes only a few modes the forward model al-
ways includes all propagating modes.

Based on the weighted fitness, as displayed in Fig. 8, the
integrals for the marginal distributions, Eq.~5!, are esti-
mated. It was found that when using the noise estimate, Eq.
~15!, with the likelihood function, Eq.~18!, to estimate thea
posteriori distribution that the distributions became single
peaked. This is probably due to an underestimation of the

noise, because the data on each hydrophone is correlated. For
long-range propagation, the pressure field can be described
as a sum of modes. Thus it is expected that the denominator
in Eq. ~15! should express the number of propagating modes,
see Eq.~24!.

Both the semiempirical weighting and the ML weighting
using five modes in the noise estimate and estimating five
parameters when 400 000 forward models is used, are shown
in Fig. 9~a! and ~b! when 400 000 forward models are used
in the optimization. It should be noted that the objective
function as well as the samples used in the estimation of the
objective function are identical for both methods. Thus the
difference in the plot is entirely due to different weighting of
the objective function when constructing thea posterioridis-
tributions. Intuitively, the empirical estimates appear to over-
estimate the resolution, whereas the ML gives a more realis-
tic estimate of the peak. The empirical estimates of the
variance depend on the number of forward modeling runs.
The variance will not be as small if a smaller number of
forward modeling runs was used during the optimization.

For the results of the optimization with 5 parameters, it
is seen that the parameter estimate of the source depth
reaches the upper bound. This indicates that the optimization
has not performed well, probably because the environment
has not been well described. When using nine parameters it
is seen that the source depth becomes more stable. Again it is
seen that the empirical weighting gives a more optimistic
estimate of the uncertainties.

Comparing the likelihood based results with five or nine
parameters@Fig. 9~b! and~d!#, it is seen that the spread of the
distributions is about the same. The estimated parameters
are, however, not the same; due to additional parameters for
the nine parameter problem. As only one frequency is used
in the optimization, more stability is probably obtained by
increasing the number of frequencies.

FIG. 7. Sorted values of the objective function, Eq.~17!, for the best esti-
mated models for each optimization. The best models are the ones that gave
the lowest value of the objective function. Solid lines: The best values of the
objective function based on either 43105, 43104, or 53103 evaluations of
the forward model with ten unknown parameters. Dashed line: based on
400 000 evaluations with seven unknown parameters. Dotted line: based on
400 000 evaluations with five unknown parameters.

FIG. 8. Sorted values of likelihood functions using either an empirical, Eq.
~11!, a phone-based, Eq.~18!, or a mode-based, Eq.~25! with J55, likeli-
hood function. Solid lines: Based on 43105 forward model evaluations and
estimation of ten parameters with either empirical, phone-based, or mode-
based likelihood function. The dashed line is based on 43104 forward
model evaluations and estimation of ten parameters and mode-based likeli-
hood function. The dotted line is based on 43105 forward model evalua-
tions, estimation of five parameters and mode-based likelihood function.
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2. Multifrequency

By using observations at more frequencies, more infor-
mation is used and thus a more robust estimation of the
underlying parameters is usually obtained. In order to appre-
ciate the value of more frequency observations it is essential
to use the ML approach rather than the empirical approach
~Sec. I B!. The additional information that is gained from
using more data is not reflected in the empirically based
probability distributions, and thus it cannot be used to study
convergence of solutions. The inversion is carried out using
the four data models with increasing information:

~1! one frequency at 400 Hz;
~2! three frequencies at 200, 400, and 800 Hz;
~3! five frequencies at 400, 315, 400, 500, and 800 Hz; and
~4! seven frequencies at 400, 250, 315, 400, 500, 630, and

800 Hz.

The corresponding distributions are shown in Fig. 10. In
general, as more frequencies are used, the solution seems to
converge and the spread of the distributions decreases. One
exception is the estimation of receiver depth for one fre-
quency. However, it is clustered at one bound indicating that
a solution outside the search bound is preferable. Incoherent
averaging over frequency is especially effective if one or two
octaves of signal bandwidth are available.

III. CONCLUSIONS

A precise formulation has been given for estimating the
a posteriori distribution of environmental parameters re-
trieved from an ocean acoustic experiment. From these dis-
tributions, all information about the parameters can be ex-
tracted, as mean, higher moments, and marginal
distributions. Numerical evaluation of multidimensional in-
tegrals overa posteriori distributions is required. These in-
tegrals can be numerically estimated using samples from glo-
bal optimization methods. The method is based on
importance sampling and requires no additional evaluation of
the objective function at the expense of~negligible! bias.

The maximum-likelihood solution to an inversion prob-
lem does not provide an estimate of final parameter uncer-
tainty. The likelihood baseda posterioridistribution shows,
however, the improvement in performance when using more
frequencies, or differences when using a near or far array. As
precise knowledge about the likelihood function is often un-
available for practical problems, the empirical formulation
might be preferable, although uncertainty estimates are less
accurate.

It is well known that SA and GA have superior perfor-
mance for ocean geo-acoustic parameter estimations over lo-
cal deterministic solution strategies due to the large number
of secondary local optima of the objective function. Now,
uncertainty studies can also be enhanced by a global ap-
proach.

The examples illustrate the use of this approach for
simulated and real data on a vertical array. Array geometry is

FIG. 9. The estimateda posterioridistribution for a search of five or nine
parameters.~a! Five parameters, empirical posteriori;~b! five parameters,
likelihood based posteriori;~c! nine parameters, empirical posteriori;~d!
nine parameters, likelihood based posteriori. Only four parameters are
shown in the plot as the fifth parameter was not that well determined.

FIG. 10. The estimateda posteriori distribution for the YS-94 data. The
noise has been estimated using five modes.
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arbitrary to the approach and both frequency and time do-
main data can be used.

APPENDIX A: OPTIMAL IMPORTANCE SAMPLING

Consider the evaluation of the multidimensional integral
Eq. ~6!. First, the integral is rewritten as an expectation

u5E
M

f ~m!s~m!

g~m!
g~m!dm[EgF f ~M !s~M !

g~M ! G , ~A1!

where the random parameter vectorM is selected from the
generating distributiong. This expectation is estimated by
the arithmetic meanû from Eq.~7!. The variance is given by

Vargû5FEgS f 2~M !s2~M !

g2~M ! D2u2G Y Nobs. ~A2!

Notice that the variance decreases asO(Nobs
21) with increas-

ing number of samplesNobs. Using a variational procedure
~with the constraint thatg be a probability density! it can be
shown that this variance is minimized for

gMV~m!5
u f ~m!us~m!

*Mu f ~m!us~m!dm
. ~A3!

APPENDIX B: MATCHED FIELD LIKELIHOOD

Starting from Eq.~12! and using the Gaussianity of
e(v l) as stated in Sec. I C 1, the probability density~for a
single time frameK51) given the signalSl and the noise
power spectral densityn l is given by

L1~m,S,n!5)
l 51

L

~pn l !
2N expF2

uql2wl~m!Sl u2

n l
G .
~B1!

Errors e1 , e2 at differing frequenciesv1Þv2 are assumed
uncorrelated. For large observation times it is a good ap-
proximation for the noise in the data~but might be violated
for deterministic modeling errors, cf. Sec. I C!. Measurement
dataql ,k from multiple time framesk51,...,K is incorporated
by multiplying the corresponding probability densities~B1!
for each single time frame. This gives

L15)
k51

K

)
l 51

L

~pn l !
2N expF2

uql ,k2wl~m!Sl ,ku2

n l
G .

~B2!

The ML estimatem̂ML for m is obtained by jointly maximiz-
ing over the signal and noise parameters (Sl ,k ,n l; l ,k) and
the model parameter vectorm. The maximization w.r.t.Sl ,k

is obtained by requiring]L1 /]Sl ,k50 in closed form:Ŝl ,k

5wl
†(m)ql ,k /uwl(m)u2. It is seen thatŜl ,k depends onm but

not onn. Inserting this into~B1! yields

L2~m,n!5)
l 51

L

~pn l !
2NK expF2

f l~m!

n l
G ~B3!

with

f l5tr R̂l2
wl

†~m!R̂lwl~m!

wl
†~m!wl~m!

. ~B4!

Optimizing w.r.t.n l yields

n̂ l
ML5

1

N
f l . ~B5!

This gives

L3~m!5S NK

epKD NLS 1

f~m! D
N

. ~B6!

The ML solutionm̂ML is obtained by maximizingL3 over
all mPM. Finally, an estimate for the noise power spectral
density ~which is assumed independent ofm! is obtained
from Eq. ~B5! and the ML solutionn̂ l

ML at m̂ML into the
likelihood function, Eq.~B3!. From now on, we consider the
noise spectral density as known and only keep the free argu-
mentm of the objective functionf l . This approach leads to

L~m!5)
l 51

L

~pn̂ l
ML !2N expF2

f l~m!

n̂ l
MD G , ~B7!

which results in the definition of Eq.~18!.
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A simplified method for determining sediment size
and concentration from multiple frequency acoustic
backscatter measurements
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Until recently the determination of concentration from acoustic backscatter intensity measurements
required an iterative technique due to the implicit form of the acoustic backscatter equation. In this
paper, an explicit form of this equation is examined in an effort to simplify the technique of
determining size from multifrequency acoustic backscatter data. By retaining the size dependence
throughout the derivation for an explicit solution for concentration, a new explicit form results. This
new explicit concentration solution improves the technique for determining median sediment size by
incorporating sediment attenuation in the calculation. Because this new technique relies on the
minimization of the variance in concentration as determined by different frequency transducers, the
previous technique of pairing transducers of different frequencies is replaced by a technique making
use of any number of different frequency transducers. The new size/concentration inversion
technique is tested using both simulated and laboratory data. Numerical precision is shown to be the
only source of error with the use of simulated data. Laboratory tests result in less than 20% error in
the determination of both concentration and size over a range of nearly one meter. ©1998
Acoustical Society of America.@S0001-4966~98!06108-6#

PACS numbers: 43.30.Pc, 43.30.Xm, 43.30.Ma, 43.30.Gv@DLB#

INTRODUCTION

Use of a high-frequency underwater acoustic transducer
to profile the vertical distribution of sediment concentration
has been demonstrated under both laboratory and field con-
ditions by several investigators.1–5 Basically, profiles of the
intensity of backscattered sound from suspended sediment
are collected, and this intensity is related to the suspended
sediment concentration at each point in the profile. A typical
technique for determination of concentration from acoustic
backscatter data requires inversion of the acoustic backscat-
ter equation for concentration, which yields an implicit equa-
tion needing an iterative technique for solution. In order to
obtain profiles of concentration from a single transducer op-
erating at a fixed frequency, knowledge of the sediment grain
size distribution is required prior to applying the inversion
procedure. In addition, the assumption that this size distribu-
tion either remains constant with range or with a predeter-
mined form at all ranges is required, as the scattering and
absorption properties of the sediment are dependent upon
grain size.6 Recently, several investigators have demon-
strated effective measurement of both the profiles of sedi-
ment concentration and of the median grain size of the
distribution.3,7 The technique requires the use of multi-
frequency acoustic transducers. Since the absorbing and scat-
tering properties of sediment depend on both the grain size
and upon the frequency of the incident sound, each unique
frequency transducer provides an independent measurement
of the backscattered intensity profile. Hence, each point in
the profile can be described by a number of independent
equations equal to the number of coincident and collocated
measurements of unique frequency. Typically, three trans-

ducers of unique frequency are used to collect coincident
intensity profiles. Although in theory, use of three frequen-
cies suggests that at each measured point, concentration and
two parameters of the grain-size distribution can be deter-
mined, typically, only concentration and one parameter of
the distribution are obtained. The sensitivity of the equations
to small variations in intensity and also the nonlinearity of
the sediment size response functions are responsible for this
limitation.

Lee and Hanes8 presented an explicit solution for con-
centration, to be referred to in this paper as LH95, from the
acoustic backscatter equation, significantly reducing the
computational effort by removing the need for iteration. An
added benefit derived from use of the explicit solution is
removal of the ambiguity in concentration solutions obtained
by the iterative solution to the implicit equation. Figure 1
shows the relation between concentration and transducer
voltage~proportional to the square root of intensity! as cal-
culated by the acoustic backscatter equation~3! assuming a
constant concentration profile. From this figure, it is apparent
that a single voltage value from the transducer may result
from two different concentrations. Physically, this can be
described with the following argument. At low concentra-
tions, the sound attenuation due to sediment in the sound
path is low, resulting in an increase in the intensity of the
backscattered sound with increasing concentration. As this
attenuation becomes more dominant, the intensity of the
backscattered sound begins to decrease with increased con-
centration. So, from the two concentration solutions obtained
from the implicit equation, the choice of the correct solution
depends upon the magnitude of the attenuation. The explicit
solution for concentration yields only one concentration, as
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this dependence on attenuation is accounted for by integra-
tion of the intensity profile.

In spite of the benefits presented by use of the LH95
explicit solution, it is restricted in its use to concentration
only. Its use requires that the grain-size distribution be
known and constant with range. Holdaway and Thorne ex-
tended the functionality of the solution by allowing the size
distribution to vary but to retain a predetermined form with
range from the transducer.9 In the following derivation, a
similar explicit solution for concentration retaining the de-
pendence on the grain-size distribution is found by following
the LH95 development. Based on this explicit form, the
methods used for evaluating parameters of the grain-size dis-
tribution are re-examined, and an improved method, at least
in computational effort, is introduced. In addition, the exist-
ing method for evaluating the grain-size parameters by pair-
ing acoustic concentration profilers~ACPs! of different fre-
quencies is extended to utilize an arbitrary number of unique
frequency transducers.

I. THEORY

The equation that relates the intensity of the backscat-
tered acoustic signal to the concentration and size distribu-
tion of the scatterers in suspension is referred to as the acous-
tic backscatter equation. This equation has been presented in
several forms, each nearly equivalent. Presented here is a
general form of the equation, based jointly on the forms pre-
sented by Hay10 and Thorne:6

V2z25~S2ct!
1

c2~z!
F~z!C~z!e24z„aw1as~z!…

sinh B

B
, ~1!

as5
1

z E
z0

z

z~ ẑ!C~ ẑ!dẑ. ~2!

The variables in Eqs.~1!–~2! are defined as follows:V
5voltage read from transducer,z5distance from transducer,
S5system constant,c5speed of sound, assumed constant
with distance,t5acoustic pulse width~s!, c5near-field cor-
rection term~see the Appendix!, F5backscatter parameter
~see the Appendix!, C5mass concentration~sediment den-

sity in F!, aw5water attenuation parameter~see the Appen-
dix!, as5sediment attenuation parameter,B5(aw

1z(z)C(z)), z05range from transducer at which first con-
centration and size is evaluated, andz5 local sediment at-
tenuation proportionality constant~see the Appendix!.

The near-field correction term,c, is included here for
completeness, and it can easily be included in the following
derivation by temporarily absorbing it in the backscatter pa-
rameter. Since it is simply another function ofz, it does not
complicate the derivation. It has not been included in the
following derivation, because it was not used in the subse-
quent numerical simulations or laboratory tests. The com-
plete solution, including this term, is presented in the Appen-
dix. In the key above, it is noted that the speed of sound is
assumed constant with distance. In reality, changes in tem-
perature, salinity, and mass concentration will result in small
changes in the speed of sound. Such speed of sound changes
due to temperature and salinity fluctuations are small in typi-
cal applications of the present theory, but should they not be,
the speed of sound parameter can be absorbed into the back-
scatter parameter instead of into the system constant
throughout the following derivation. Speed of sound fluctua-
tions from increased mass concentration are also small in the
range of concentrations, discussed below, for which the
present single-scattering theory holds.

In Eq. ~1!, the final term on the right side of the equa-
tion, (sinhB)/B, presents difficulty when trying to obtain an
explicit solution for concentration. This term accounts for the
difference in the magnitude of the sediment attenuation from
the portion of the sampling volume closest to the transducer
to the portion furthest from the transducer. Figure 2 shows
the magnitude of this term versus the termB, and Table I
shows the magnitude of this term for several cases using a
distribution of quartz sand with median grain diameter,mf

52.65 and standard deviation,sf50.25. Note these param-
eters are given in units of phi, defined asf52 log2 d, where
d is the grain diameter in mm. The transducer frequencies
listed in Table I are the highest frequencies used in this
study. A 30-g/l mass concentration corresponds to roughly a
1% concentration by volume, the approximate upper limit of

FIG. 1. Expected voltage for given concentrations, 5-MHz transducer. FIG. 2. Significance of sinh(B)/B term in acoustic backscatter equation.
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concentration before multiple scattering must be considered,
and the 5-g/l concentrations are the highest tested in this
study. From these results, it can be seen that for the highest
concentrations for which the present theory applies, this term
can be significant when the highest-frequency transducers
are used. When operating transducers of lower frequency
with suspensions of lower concentration, this term is very
close to unity. Additionally, since the sediment attenuation
term within the exponential function is an empirically deter-
mined parameter, determination of its value without includ-
ing the (sinhB)/B term may compensate for its absence. So,
for the remainder of this text, the acoustic backscatter equa-
tion will be approximated by the following expression:

V2z25AF~z!C~z!e24z„aw1as~z!…. ~3!

In Eq. ~3!, the system sensitivity constant,S, the speed of
sound,c, and the pulse width,t, have been combined into a
single system constant,A. The system constant can be later
separated back into these constituents in order to correct for
temperature variations.

II. DEVELOPMENT

A. Concentration inversion

Beginning with the general form of the acoustic back-
scatter equation~3!, the concentration dependence is re-
moved from the sediment attenuation term,as , giving a
form in which the multiple term dependence on concentra-
tion is more obvious, Eq.~4!.

AF~z!C~z!5V2~z!z2 expS E
z0

z

4„aw1z~ ẑ!C~ ẑ!…dẑD .

~4!

Following the LH95 derivation, first, the natural logarithm of
the equation is found:

ln A1 ln F1 ln C52 ln~Vz!1E
z0

z

~4aw14zC!dẑ, ~5!

and then the derivative:

F8

F
1

C8

C
52FV8z1V

Vz G14aw14zC. ~6!

Upon arranging the terms of Eq.~6!, a nonlinear differential
equation of the Bernoulli type results:

C81FF8

F
22S V8z1V

Vz D24awGC54zC2. ~7!

Rewriting in standard form, Eq.~7! becomes the following:

C81p~z!C5Q~z!Cn. ~8!

Following the standard method of solution for a Bernoulli
equation, the following substitutions can be made:

t5C12n5C21; C5t21, ~9!

dC

dz
5

dC

dt

dt

dz
52t22t8. ~10!

These substitutions result in a readily solved first order linear
inhomogeneous differential equation:

2t22t81pt215Qt22, ~11!

t81 p̂t5Q̂, ~12!

where in Eq.~12!, the following apply:

p̂52p, Q̂52Q. ~13!

Solution to Eq.~12! is found by first determining the inte-
grating factor:

I 5expS E p̂dzD , ~14!

E p̂dz52E FF8

F
22S V8z1V

Vz D24awGdz

52 ln F14awz12 ln~Vz!, ~15!

I 5exp„2 ln~Vz!14awz2 ln F…5
~Vz!2

F
exp~4awz!.

~16!

After multiplying the equation by the integrating factor, an
exact differential results, which can then be integrated for
solution.

d

dz S ~Vz!2

F
exp~4awz!t D524z

~Vz!2

F
exp~4awz!,

~17!

~Vz!2

F
exp~4awz!t52E

z0

z

4z
~Vẑ!2

F
exp~4awẑ!dẑ1g.

~18!

Equation~18! is then solved fort, and then finally for the
concentration,C:

t5
g2 E z0

z 4z@~Vẑ!2/F#exp~4awẑ!dẑ

@~Vz!2/F#exp~4awz!
, ~19!

C5
1

t
5

@~Vz!2/F#exp~4awz!

g2 E z0

z 4z@~Vẑ!2/F#exp~4awẑ!dẑ
. ~20!

Next, boundary conditions~21! are applied for solution of
the integration constant:

C5C0

V5V0

F5F0

J at z5z0 , ~21!

g5
~V0z0!2

F0C0
exp~4awz0!. ~22!

The concentrationC0 at rangez0 , the closest point to the
transducer not in near field, may be estimated in many ap-

TABLE I. Values of sinh(B)/B for extreme concentrations.

Transducer
frequency~MHz! Concentration~g/l! B

sinhB

B

5 30 0.5591 1.053
5 5 0.0994 1.002
2.25 30 0.0956 1.002
2.25 5 0.0172 1.000
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plications by assuming the concentration and size are con-
stant within near field. The implicit form of the acoustic
backscatter equation, Eq.~4!, simplifies somewhat, giving
Eq. ~23!:

C05
~Vz0!2

AF
e4z0~aw1zC!. ~23!

This can be solved iteratively for concentration for a given
grain size, using a zero sediment attenuation form of the
equation for an initial estimate:

C05
~Vz0!2

AF
e4z0aw. ~24!

B. Size determination

The technique originally introduced by Hay and Sheng3

for determining the median size of particles in suspension
involved first approximating the acoustic backscatter equa-
tion ~4! by neglecting the sediment attenuation. In this way
ratios could be constructed from the approximate equations
for any pair of unique frequency transducers. Since the con-
centration dependence of the attenuation is removed by ne-
glecting the sediment attenuation, the remaining concentra-
tion terms in the equation cancel in the formation of the
ratio. Hence, the only remaining unknowns in the ratios are
functions of the size distribution of the suspended particles.
By assuming the particle size can be described by a two-
parameter distribution, the log-normal distribution, and by
further assuming one parameter is constant, the ratios can be
evaluated over a range of the other parameter. The standard
deviation is the parameter assumed constant and the ratios
are determined over a range of median particle sizes. Median
particle size is then found by minimizing the difference be-
tween the ratios and its known value with respect to the
median particle size. Crawford and Hay improved the tech-
nique by solving the approximate equations first for those
terms that are not functions of the size distribution or trans-
ducer frequency.7 These terms are equal in all of the equa-
tions, regardless of transducer frequency, so equating the re-
maining terms in the other equations eliminates the
concentration dependence. Again, the minimization tech-
nique is applied as before to determine the median particle
size.

First by solving each transducer’s equation only for con-
centration, and then by minimizing the variance in the con-
centrations predicted by any number of transducers with re-
spect to median sediment size, Crawford and Hay’s7

technique is here slightly modified. By using the explicit
solution for concentration, Eq.~20!, there is no longer the
need to neglect the sediment attenuation. In addition, once
the median particle size is found by the minimization tech-
nique, the mean concentration is readily computed from the
existing concentration solutions. The exact procedure is as
follows.

The explicit solution for concentration derived above is
discretized to represent each frequency ofm transducers with
n11 bins outside the nearfield region of each transducer:

Ci , j5
@~Vi , j zj !

2/Fi , j #exp~4awizj !

g i2I i , j
,

i 51,2,...,m, j 51,2,...,n. ~25!

In the denominator of this expression,I is the discrete form
of the integral, given by the following:

I i , j52(
k51

j S z i ,k

~Vi ,kzk!
2

Fi ,k
exp~4awizk!

1z i ,k21

~Vi ,k21zk21!2

Fi ,k21
exp~4awizk21! D

3~zk2zk21!. ~26!

The integration constant is defined again at pointz0 :

g i5
~Vi ,0z0!2

Fi ,0Ci ,0
exp~4awiz0!. ~27!

It should be mentioned that zero concentration in suspension,
which results in zero voltage read at the transducer, will
result in an indeterminate value of the integration constant.
The location ofz0 should thus be set at the first range with
nonzero concentration, determined by the following iterative
technique.

The initial concentration in the profile, located at the
first point outside all of the transducer near fields, is found
for each transducer by the former iterative technique:

C05
~Vz0!2

AF
e4z0~aw1zC0!. ~28!

Two considerations should be taken when determining
this initial concentration. First, because of attenuation, the
magnitude of the voltage read from the transducer is limited
in magnitude from the above expressions, as is apparent in
examination of Fig. 1. Due to the statistical fluctuations in
the backscattered signal and also to instrument noise, it is
possible that the actual signal is higher in magnitude than
this theoretical limit. In such cases, the iterative technique
will not converge to a solution. A simple divergence test in
the iteration algorithm will reveal this condition. Minimiza-
tion of the difference between the initial concentration guess
and that returned by Eq.~28! will produce a good concentra-
tion approximation in such cases. Second, it is important to
realize that Eq.~28! will produce two concentration solutions
for the reasons discussed previously. For the lowest-
frequency transducers typically used, the higher magnitude
solution is regularly above the expected range of applicabil-
ity of the present theory, and can safely be ignored. For the
higher-frequency transducers, the decision of which concen-
tration to use must be based on physical arguments or by
comparison with the results from lower-frequency transduc-
ers. In field measurement of suspended sediment, the trans-
ducer is usually a sufficient distance from the bed, such that
the higher magnitude solution is again outside the expected
range and can be safely ignored.

The complete technique for solution is as follows. Equa-
tion ~28! is solved iteratively for the initial concentration for
each transducer over a range of median grain diameters. Note
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that bothF andz are functions of the grain-size distribution,
typically assumed to be log normal. Calculation of these pa-
rameters first requires one to determine the distribution based
on the given median grain diameter. The form of the log-
normal distribution is given in the Appendix. The standard
deviation of the grain-size distribution is assumed constant
and is determined by other physical arguments. In the case of
field measurement of sediment suspension, the standard de-
viation is assumed equal to that of the distribution of sedi-
ment in the seabed below the transducer. For each median
grain diameter, the mean concentration and the variance in
the concentration between transducers is calculated:

mC5
1

m (
i 51

m

Ci , ~29!

sC
2 5

1

m (
i 51

m

Ci
22S 1

m (
i 51

m

Ci D 2

. ~30!

The median grain diameter is recognized as that with the
minimum concentration variance, and the concentration is
given by the corresponding mean concentration. If only two
transducers are used, more than one solution for the median
grain diameter is possible. In this case, determination of size
is still possible if the range of grain sizes is restricted and
appropriate transducer frequencies are selected in advance.

After the initial concentration is found, the integration
constant,g, can be found for each transducer from Eq.~27!.
The solution for the remainder of the bins in the profile pro-
ceeds by solving Eq.~25! for each transducer for a range of
median grain diameters, and then by selecting the correct
grain diameter by minimization of the concentration variance
between transducers, given by Eq.~30!. Again, the concen-
tration is given by the corresponding mean value from all
transducers.

In the present study, the standard deviation of the grain-
size distribution is assumed constant. This assumption has
been accepted based on the limited existing experimental
evidence.3 In the above procedure, size is found by minimiz-
ing the concentration variance while varying a single param-
eter, the median grain diameter, of the distribution. It is in-
teresting to note that the minimization of the concentration
variance could be performed by varying both the standard
deviation and mean of the distribution, so the above proce-
dure does not constrain the investigation to a constant stan-
dard deviation in the grain-size distribution. Since more than
one solution to the nonlinear problem is possible, determina-
tion of both parameters would require more than the three
discrete frequency transducers utilized in this study in order
to produce a unique solution. The simulations performed in
this study were designed to mimic the behavior of existing
laboratory equipment, so further research is required to
verify the capability of the present theory in determining
more than a single parameter of the grain-size distribution.

III. VERIFICATION OF TECHNIQUE

As an initial test of the calibration technique, ideal volt-
age profiles for 1.0-, 2.25-, and 5.0-MHz transducers were
simulated using the acoustic backscatter equation~4! with a

predetermined log-normal distribution. For simplicity, the
generated profiles contained no near field, or in other words,
the acoustic backscatter equation is assumed to be valid at
the face of the transducer and beyond. Figure 3 shows these

FIG. 3. Numerically generated profiles for~a! 1.0-, ~b! 2.25-, and~c! 5.0-
MHz transducers.
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numerically generated profiles. The concentrations used were
0.01, 0.02, 0.04, 0.08, 0.16, 0.32, 0.63, 1.25, 2.5, and 5.0 g/l,
and the grain-size distribution was assumed to have a median
grain diameter mf52.66 and a standard deviationsf

50.25. Since in the absence of attenuation, the voltage read
from the transducer increases with increasing suspended par-
ticle concentration, the concentrations are easily distinguish-
able at zero distance. Higher attenuation with higher opera-
tional frequency and with higher concentration is apparent
from the figures. Particularly, the profiles from the highest
concentrations in the 5-MHz simulation are attenuated so
heavily that away from the transducer little, if any, signal
remains.

Shown in Fig. 4 are the concentration and size profiles
resulting from applying the new technique using double pre-
cision calculations~64 bit! with only the 2.25- and 5.0-MHz
voltage profiles from Fig. 3. Since only two frequencies were
used in this test, the range of median grain sizes was re-
stricted within62 standard deviations of the initial known
distribution. In Fig. 4~b!, the size profiles overlap for all

cases except the cases involving the highest two concentra-
tions. Not surprising, the technique accurately produced the
initial concentration, as in Holdaway and Thorne’s
simulations,9 and size in the majority of the cases. This test
does illustrate the difficulty though in using the highest-
frequency transducer through significant ranges of high con-
centrations. As noted before in Fig. 3, at the highest concen-
trations, the high sediment attenuation results in large signal
loss away from the transducer. In Fig. 4, the error induced in
evaluating the concentration and size from this small signal
is apparent. Figure 5 shows the results from use of the 1.0-
and 2.25-MHz signals. The results in this test showed excel-
lent agreement with both the original size and concentra-
tions, even through a 1-m range of relatively high concentra-
tion. The next inversion, shown in Fig. 6, uses all three of the
simulated signals. Again, because of the signal loss in the
high concentration 5-MHz data, the results exhibit similar,
but somewhat more erroneous behavior to those in Fig. 4.

This tendency for the results to diverge more from the
known concentrations than in the previous cases is best ex-

FIG. 4. Resulting~a! concentration and~b! median grain size from inversion
technique using 2.25- and 5.0-MHz profiles. Asterisks indicate known val-
ues.

FIG. 5. Resulting~a! concentrations and~b! median grain size from inver-
sion technique using 1.0- and 2.25-MHz profiles. Asterisks represent known
values.
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plained by first examining the results from use of the 1-MHz
and 5-MHz data. Figure 7 presents this final inversion, which
yields the worst results yet presented. Because the inversion
technique minimizes the concentration variance between
transducers, the solution with the lowest variance is that in
which the concentration predicted from a good signal~in this
case, the 1-MHz signal! agrees with the concentration pre-
dicted from a faulty signal~in this case, the 5-MHz signal!.
The mechanism by which this agreement is obtained is by
adjustment of the median grain size. Such adjustment of
grain size in addition to the faulty concentration prediction
introduces error, which rapidly accumulates with distance
from the transducer. For 1-MHz data from the current test
grain size, the faulty adjustment in grain size which forces
concentration agreement is large. Re-examination of the in-
version from the 2.25-MHz and 5-MHz data, Fig. 4, shows
that concentration agreement is achieved between these sig-
nals with less adjustment of the grain size. Looking again at
Fig. 6, in which all three signals were used, it is apparent that
the results, in quality, fall somewhere between those from

the 1- and 5-MHz data and the 2.25- and 5-MHz data. It is
important to note that the advantage of using multiple fre-
quencies is reduction of the likelihood of obtaining multiple
solutions to the nonlinear inversion problem. Only careful
data quality testing that reveals excessive signal loss or other
signal faults will prevent introduction of these signal errors.

Finally, because the greatest benefit of the present theory
is the ability to determine profiles of varying concentration
and size, one final simulation is shown in Fig. 8. In this
simulation, theoretical signals were generated as before, but
from a linearly varying size profile and an exponentially
varying concentration profile. The sizes and concentrations
determined by this new method are indistinguishable in the
figure from the predetermined profiles, indicating that the
theory performs well over a wide range of sizes and concen-
trations.

Laboratory tests were performed in a recirculating cali-
bration chamber, which produces a suspension of sediment
of approximately constant concentration and grain-size
distribution.1 Three transducers with transmitted pulse

FIG. 6. Resulting~a! concentrations and~b! median grain size from inver-
sion technique using 1.0-, 2.25-, and 5.0-MHz profiles. Asterisks represent
known values.

FIG. 7. Resulting~a! concentrations and~b! median grain size from inver-
sion technique using 1.0- and 5.0-MHz profiles. Asterisks indicate known
values.
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widths of 13ms each and discrete transmitter frequencies of
1.08, 2.07, and 4.70 MHz, respectively, were used for the
measurements. Each transducer utilized a crystal 10 mm in
diameter, so the beamwidths decrease with increasing fre-
quency. The three transducers were part of an acoustic back-
scatter system~ABS! from The Centre for Environment,
Fisheries and Aquaculture Science~CEFAS, formerly known
as The Fisheries Laboratory!. Calibration of the ABS for
determination of the system constants is performed in the
same tank using real sediments, but the source levels of the
transducers can be determined approximately by the electri-
cal characteristics of the system to be 195, 201, and 208
dB/mPa for the 1.08-, 2.07-, and 4.70-MHz transducers, re-
spectively. The receiver bandwidth for each transducer is
100 kHz, and the noise floor, electrically, is below 1mV.
Envelopes of backscattered signal strength were sampled at
100 kHz, with profiles collected at 100 Hz from each trans-
ducer. The ensemble rms was determined from 1 minute’s
data for each concentration. As in the numerical simulations,
the distribution parameters for the sediment were a median
grain diameter mf52.66 and a standard deviationsf

50.25. The concentration used were 0, 0.1, 0.2, 0.3, 0.4, and
0.5 g/l. In Fig. 9, the raw backscattered signal voltages from
the experiments are shown. Note that the system utilized a
linear time-varying gain~linear variation! to compensate for

FIG. 8. Comparison of predetermined~a! concentration and~b! size profiles
with those predicted by the new inversion technique.

FIG. 9. Raw signal strength profiles for the~a! 1.08-MHz, ~b! 2.07-MHz,
and ~c! 4.70-MHz transducers.
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spherical spreading. Amplifier clipping is apparent near the
transducer where the gain is very low.

Figure 10 shows the agreement between the known con-
centration and that determined with the new inversion tech-
nique. Several factors explain the form of the error curve
with range. First, concentrations in the chamber were deter-
mined by adding calculated dry masses of sediment to the
known volume of water. Due to hindered settling within the
funnel at the base of the chamber, actual concentrations in
the tube may be slightly lower than those calculated. Next,
the initial concentration measurement is located 40 cm from
the transducer face due to both near-field effects from the
transducers and from complications introduced by amplifier
saturation at shorter ranges. Determination of the initial con-
centration must therefore be done with a signal that has al-
ready experienced 40 cm of water and sediment attenuation
through significant concentrations. The sensitivity of the
concentration measurement to attenuation increases the like-
lihood of error, particularly for high concentrations, long at-

tenuation paths, and high operational frequencies. Finally,
for calibration of the acoustic transducers, the error between
known and calculated concentrations was minimized in the
range from 40 cm to 90 cm. In this minimization technique,
approximately half of the calculated concentration profile
typically falls below the known value and half above. This
effect is apparent in the error profile of the present concen-
tration evaluation, Fig. 10~b!, which shows the best agree-
ment in the center portion of the profile. If the transducer
calibration were performed at just a single range, as is often
described in the literature, and the measurements presented
in this text evaluated using the single point calibration infor-
mation, the error in the determination of concentration is less
than 5%.

Figure 11 compares the known median grain size with
that measured in the circulation chamber. Again, if the cali-
bration is performed at a single range and the size deter-
mined from the single point calibration, the error in evalua-
tion of median grain size is less than 10%. Even in this case,
the evaluated median grain size is slightly higher than the
known value. Errors result in this evaluation from use of

FIG. 10. Comparison of known and calculated concentrations~a! shown at
distinct concentrations and ranges of~* ! 40 cm,~s! 50 cm,~3! 60 cm, and
~1! 70 cm; and~b! shown as the mean error of all concentrations with
range.

FIG. 11. ~a! Comparison of known~solid line! and determined~broken line!
median grain size and~b! the resulting error with range.
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somewhat low concentrations for determination and from
differences in various sediments not accounted for explicitly
in the empirical form function. Use of low concentrations
was made necessary by operation of the 4.70-MHz trans-
ducer with an initial concentration evaluation point located a
significant distance from the transducer. Presently, one form
function is said to describe noncohesive quartz sediment~see
the Appendix!, but it is expected that grain properties of a
given sediment sample will modify the form function
slightly. Empirical evaluation of the form function for a
given sediment type would likely improve the error in deter-
mination of the median grain size.

It should be noted that evaluating concentration and size
with a constant concentration profile is actually a more de-
manding application of the technique and system than is
typically experienced in field measurements, due to the
propagation of error through the profile. In measurements of
sediment suspension above the seabed, the transducer is typi-
cally far enough from the seabed such that the concentrations
near the transducer are low.

IV. CONCLUSIONS

A new technique of determining both concentration and
the median grain diameter of suspended particles has been
presented. The significant advantage of the technique is that
by using an explicit solution for concentration, the median
grain diameter can be found without having to neglect sedi-
ment attenuation. In addition, because incorporating the cor-
rect median grain diameter in the explicit solution will pro-
duce an identical concentration regardless of the operational
frequency of the transducer, the concentration variance be-
tween any number of transducers can be minimized to find
the median grain diameter. Previous techniques have typi-
cally paired transducers and applied an empirical procedure
on the results from the pairs to obtain the grain diameter.
Numerical simulations were performed to verify the capabil-
ity of the technique to produce both the expected concentra-
tions and grain diameters. In addition, laboratory results
from a recirculating calibration chamber verify that the tech-
nique applies well in determining sediment size and concen-
tration from measurements of backscattered acoustic inten-
sity.
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APPENDIX

In the following, for completeness, the expressions used
for calculation of various parameters present in the backscat-
ter equations are presented.

1. Log-normal distribution

If the median grain size,mf , and standard deviation,
sf , are expressed in units off, the probability distribution
in terms of the grain radii,a ~in mm!, is given in the subse-
quent formula.

p~a!5
1

sf~ ln 2!A2p
expS 2~11 ln a/ ln 21mf!2

2sf
2 D S 1

aD .

~A1!

2. System constant

The system constant,A, is determined by calibrating
each transducer in a recirculating calibration chamber with a
series of suspensions of constant concentrations of a known
grain-size distribution of sediment.

3. Water attenuation

The water attenuation parameter is determined in seawa-
ter by the expression of Fisher and Simmons:11

aw5~55.922.37T10.0477T220.000384T3! f M
2 31023.

~A2!

In Eq. ~A2!, f M is the frequency in MHz andT the tempera-
ture in degrees Celsius.

4. Sediment attenuation

The sediment attenuation parameter is determined fol-
lowing the method outlined by Thorne:6

z5
3

4^as&rs
^x&. ~A3!

The pointed brackets represent a value representative for a
distribution of sediment with probability density function,
p(as), rather than for a single sediment size, so the repre-
sentative value foras , the particle radius, is given in Eq.
~A4!:

^as&5E
0

`

asp~as!das . ~A4!

In Eq. ~A3!, x is the normalized total scattering cross section,
given by the following:

x5

4
3Kax4

11x21 4
3Kax4

. ~A5!

x is the dimensionless particle radius, given as the product of
the particle radius and the acoustic wave number.Ka is a
constant based on the particle density and compressibility
and is equal to 0.18 for quartz sediment. Finally, Eq.~A6!
gives the representative value ofx for a distribution of sedi-
ment.

^x&5
*0

`asp~as!das*0
`as

2xp~as!das

*0
`as

3p~as!das
. ~A6!
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5. Backscatter

Equation~A7! gives the backscatter function.

F5
^ f &2

rs^as&
. ~A7!

In this equation, the form function, as defined by Thorne,6 is
given by

f 5C0S K fx
2

11K fx
2D , ~A8!

with

C05~12n1e2@~x2x1!/h1#2
!~11n2e2@~x2x2!/h2#2

!. ~A9!

In this equation,n150.37, h150.5, x151.4, n250.28, h2

52.2, x252.8 based on an empirical fit to measured data.
And based on the compressibility and density of the sedi-
ment relative to water,K f51.14 for noncohesive sedimen-
tary material. The representative value of the form function
for a distribution of sediment is given by the following:

^ f &5S *0
`asp~as!das*0

`as
2f 2p~as!das

*0
`as

3p~as!das
D 1/2

. ~A10!

6. Near-field correction

Equation~1! presents the acoustic backscatter equation
with the near-field correction term,c. This term, as defined
by Thorneet al.,4 is given as follows:

c51, for r .er n ~ far field!,

c5
21er n /r

3
, for r ,er n ~near field!.

~A11!

In the original text,r n is the theoretical near-field limit ande
is set equal to 2. The explicit solution for concentration in-
cluding the near-field correction is found following the same
derivation presented above:

C5
@~Vz!2c2/F#exp~4awz!

g2*z0

z 4z@~Vẑ!2c2/F#exp~4awẑ!dẑ
. ~A12!

In this solution, the integration constant is also slightly modi-
fied:

g5
~V0z0!2c0

2

F0C0
exp~4awz0!. ~A13!

Like the other subscripted variables,c0 is determined atz0 .
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The determination of signal coherence length based
on signal coherence and gain measurements in deep
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Experimental measurements of signal coherence and array signal gain are presented for both deep-
and shallow-water sound channels. The signal gain is related to the transverse horizontal coherence
length through relationships from the statistical theory of antennas. Signal gain measurements in the
transverse direction are proffered as a practical measure of coherence length for both broadband and
narrow-band signals. With this technique, measurements at frequencies near 400 Hz are presented
and show for the deep-water cases that lengths on the order of 100 wavelengths can be achieved to
ranges of 500 km; while in the variable downward refraction conditions of shallow-water
waveguides with sand-silt bottoms, lengths on the order of 30 wavelengths to ranges of 45 km are
realized. The measurement of broadband and narrow-band coherence is discussed with emphasis on
the role of partly coherent noise backgrounds, multipath interference effects, and averaging
constraints. Experimental results are interpreted with deep-ocean coherence models consistent with
sound scattering from the ocean volume and Gaussian coherence function for the shallow-water
waveguide. ©1998 Acoustical Society of America.@S0001-4966~98!04208-8#

PACS numbers: 43.30.Re, 43.30.Wi@SAC-B#

INTRODUCTION

The fundamental limit to spatial, coherent signal pro-
cessing is the coherence length. It is the estimation of the
transverse-coherence length that is the subject of this paper.
The estimation of this coherence length may be accom-
plished by measurement of the narrow-band coherence func-
tion, broadband correlation function, or the coherent signal
gain either from a direct measurement with a filled aperture
or the steered beam response from a sparsely filled aperture.

The ocean acoustic environment in the low to mid fre-
quencies complicates the measurement of coherence because
the achievable signal-to-noise ratios are limited by a semico-
herent noise background.1 Narrow-band coherence estimates
are possible, but the requirements of incoherent averaging
result in long analysis times compared with the time during
which the medium is stationary. The motion of the receiving
system and source also produces a dynamic multipath field
that can dominate the coherence measurement. As shown by
Carteret al.,2–4 the bounds on the estimation from measure-
ment of either the magnitude or the magnitude squared of the
coherence function are large. The measured coherence is a
strong function of the signal-to-noise ratio and coherent mul-
tipath interference,5,6 and the estimation requires a large
number of samples that must be done in a short time com-
pared with the dynamics of the medium or source–receiver
motions. Carter presents as an example a narrow-band coher-
ence estimate of 0.7 using eight fast Fourier transforms with
the 95% confidence bounds of 0.3 and 0.86. The correspond-
ing estimation of the 1/e point is very uncertain.

On the other hand, the measurement of array signal gain

@ASG510 log(asg)# is performed with an array of sensors.
The asg estimate is based on a larger number of degrees of
freedom and a larger signal-to-noise ratio that results from
the coherent signal summation and the spatial filtering of
unwanted noise sources. The measurement of asg with 50
elements and an average element signal-to-noise ratio of 3
dB yields a coefficient of variation of 5%.7 For most of the
experiments reported in this paper the average hydrophone
element signal-to-noise ratio ranged between 3 and 10 dB.
The individual estimates of ASG are based on a linear aver-
age of several asg samples. Because the asg8 (asg
5( i

N( j
Nrsi j with rsi j the pairwise coherence!, is propor-

tional to the pairwise coherence functions, a reduction in asg
can be related to the coherence length provided the func-
tional form is known and all other causes of gain reduction,
gain degradation, are eliminated. Furthermore, the variation
of asg with array length in wavelengths should show the
point at which the coherent signal gain (}N2) changes to
incoherent gain (}N).

The primary causes of signal gain degradation are array
shape variations and motion through a range-dependent mul-
tipath field.5,6 These dynamic effects can be compensated
using state-of-the-art digital-model-based signal processing
systems. Multipath variations are most important for the
fore/aft directions because arrivals appear on different
beams. Broadside, multipath arrivals are less of a problem
because the arrivals can be contained in the near broadside
beams. These variations caused by multipath interference act
as an amplitude shading, resulting in broadening and bifur-
cation of the measured beam response. However, these varia-
tions are automatically compensated in the estimation of sig-
nal gain because~1! the beam response is normalized by the
average signal over all of the hydrophones comprising the

a!On IPA assignment from the Naval Undersea Systems Center and the
Defense Applied Research Projects Agency.
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aperture and~2! the gain of arrivals on individual beams can
be summed.

The remaining factors, which determine the array signal
gain because they produce phase randomness, are refractive
and scattering effects attributed to the surface, water-
sediment interface, volume, and internal wave structure of
the sea. The purpose of this paper is to discuss the practical
determination of array signal gain and spatial coherence
lengths and to present experimental estimates based on mea-
surements with arrays from several deep- and shallow-water
areas. The deep-water measurements are compared to previ-
ously published single path results and theoretical estimates.5

The array signal gain results and those from Ref. 6 are both
presented and are shown to produce comparable transverse
coherence lengths to the signal path measurements of Stick-
ler and estimates by Moseley5 using the Beran–McCoy for-
malism. Finally results from several shallow-water experi-
ments using both explosive, continuous-wave sources and
bottom-mounted arrays are presented and discussed.

I. BACKGROUND

The determination of the array signal gain or the array
response to a signal with phase randomness is central to the
determination of an array length limit. Since the response of
a continuous line array is equivalent to a discrete line array
with the elements spaced atl/2, the work of Shifrin9 is sig-
nificant. Shifrin has shown that the mean-squared response
function depends on two quantities, the phase variance and
the phase correlation function. He also shows closed-form
solutions for the exponential and Gaussian correlation forms.
The expressions derived by Shifrin define three regions for
the variation of array gain as a function ofL/l: the first is a
region where the gain varies as 20 log(2L/l); the second, a
region of gain saturation, gain independent of 10 log(L/l);
and a third region where gain increases with 20 log(2L/l) but
attenuated by 20 log„exp(2a)…, wherea is the phase vari-
ance.~This third region may not be relevant to sonar.! These
results in general mean that sonar arrays are optimal in re-
gion one. The analysis that follows is based on the work of
Shifrin and is an adaptation of the material found in Ref. 9.
The beam pattern for a line array of lengthL along they axis
with a plane-wave excitation functionP(y) is

f lp~k sin u!5E
2L/2

L/2

P~y!exp~ iky sin u!dy. ~1!

With c5pL sinu/l andx52y/L, the pattern becomes

f ~c!5
2 f lp~c!

L
5E

21

1

P~x!exp~ icx!dx. ~2!

When the excitation is taken as a wave with a deterministic
componentP0 and a phase random componentf(x),

P~x!5P0 exp„2 ic0x1 if~x!…. ~3!

The expression for the pattern function becomes

f ~cs!5 f ~c2c0!5E
21

1

P0 exp„if~x!…exp~ icsx!dx.

~4!

The random variablef(x) has the following statistical char-
acterization with mean,̂f(x)&50, and variance,̂ f(x)2&
5s25a, and a correlation length,Lf :

Rf5^f1•f2&/s1s25exp„2~x12x2!2/C2
…,

C52Lf /L. ~5!

An interesting result from Shifrin’s analysis is that if one
takes the expectation values of the pattern function

^ f ~cs!&5P0 exp~2s2/2!sin cs /cs , ~6!

and its magnitude squared, the expected power,

^u f ~cs!u2&5E E P0
2^exp„i ~f12f2!…&

3exp„ics~x12x2!…dx1 dx2 , ~7!

^u f ~cs!u2&5E E P0
2 exp~2a~12Rf!

1 ics~x12x2!…dx1 dx2 . ~8!

At this point some limits are readily apparent. First is the
caseC→0; here the response is the line array response
}exp(2a). The other extreme is whenC→`; here the array
response is the theoretical response. The special case of
transverse arrivals is important and Eq.~8! reduces to the
evaluation of the integral

^u f ~0!u2&5E E P0
2 exp~2a~12Rf!!dx1 dx2 . ~9!

Shifrin has evaluated this integral numerically; however, an
accurate approximation can be derived for the cases where
the aperture length is on the order of the correlation length
and the phase variance is small. In the region ofC'2, ex-
panding the phase correlation function in a Taylor series,

Rf5exp„2~x12x2!2/C2
…>12ux12x2u2/C2, ~10!

a@Rf21#52aux12x2u2/C252ux12x2u2/C2/s0
2,

a5s0
25s i

2~xi !.
~11!

The accuracy of this expansion can be shown by comparison
of the expected mean-squared beam response integral,

^u f ~0!u2&>E E P0
2 exp~2aux12x2u2/C2!dx1 dx2 ,

~12!

with Shifrin’s numerical evaluation of the exact integral, Eq.
~9!. For values ofC.1.5 anda'0.5– 1.0, the expression
yields results with errors less than 4% compared with the
exact value. In the case considered here, the array length is
varied from values less than the correlation length to values
greater than the correlation length; consequently, the errors
are small. Equation~13!,

P0
2 exp~2aux12x2u2/C2!5P0

2 exp~2uy12y2u2/Lh
2!

~13!

is recognized as the spatial coherence function with a form
determined by the phase correlation function, which is con-
sistent with the expectation that the signal gain is propor-
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tional to the coherence function. Randomness in phase with a
Gaussian correlation function produces a spatial coherence
function with a quadratic~Gaussian! form. This result is also
true for the exponential correlation function and implies that
the 1/e spatial correlation length is proportional to the phase
correlation-length-squared divided by the phase variance.
This quantity is the horizontal coherence length,Lh . The
expectation value of the magnitude-squared response func-
tion of the line array response is

^ f lp~cs!• f l j* ~cs!&5E •E
2L/2

L/2

~4Pp•Pj* /L2!

3exp„2@~yp2yj !/Lh#2
…

3exp„i2cs~yp2yj !/L…dyp dyj .

~14!

This expression can readily be discretized and placed in ma-
trix notation. The first part of the integrand is recognized as
the cross-power spectral density, and the Gaussian exponen-
tial is seen to be the spatial coherence function:

P~k sin u,v!5^ f lp~k sin u,v!• f l j* ~k sin u,v!&

5C8•Rcps•C,

Rcps5i@4Pp•Pj* /L2#exp„2@~yp2yj !/Lh#2
…i ,

j ,p51,2,...,N, ~15!

C5iexp~ i2csyj !i5iexp„i ~2p sin u/l!yj…i .

The cumulative distribution of the measurement en-
semble yields the mean value SGM~dB!, standard deviation
s.d.~dB!, and the coefficient of variation, COV5s.d./SGM.6

If the measurement ensemble has been over a depth-time-
range interval for which the oceanographic conditions have
been stationary, then the mean SGM510 log(sgm) can be
related to the expectation value, SGE510 log(̂ asg&). The
relative gain is equal to the ratio of the expected gain to the
theoretical gain, RSG5SGM2SGT510 log(̂ asg&/asgt). It
can be shown2 that the expectation of the relative signal gain
~rsg! for an aperture,La5(N21)d, is

rsg5asg/N25S 1

N2D (
j 51

N

(
p51

N

exp@2~ u j 2pud/Lh!n#

5S 1

N2D (
J52~n21!

~n21!

~N2uJu!exp@2~ uJud/Lh!n#

~16!

and withy5Jd/Lh

rsg>S Lh

La
D 2E

2L0 /Lh

La /Lh
~La /Lh2uyu!exp~2uyun!dy,

ASGD5210 log~rsg!

with the coherence function exponent ofn51,9,10 n51.5,11

and n52.9,12 Shifrin ~Ref. 9, Appendix I! has numerically
evaluated the integral forn52 andn51. Figure 3 of Ref. 5
shows numerical results for all three values ofn. One may
also perform the evaluation using the discrete form of Eq.

~16! if the number of array elements is known and the func-
tional form n is assumed. On average, the results are a 2-dB
degradation in signal gain which corresponds to an array two
coherence lengths long.

The line array can be used to measure ASGD and to
estimate the signal coherence length,Lh , as a function of
frequency and range. The use ofLh in the optimum design of
an array requires a criterion, i.e., maximize signal-to-noise
ratio, or minimize bearing error. For actual sonars, many
factors such as the properties of the noise field both self and
ambient must be considered. In this paper the emphasis is
placed on the angular spread of the signal arrivals for propa-
gation in both the deep and shallow water. The criterion is to
match the 3-dB down points of the signal spread and array
beam width. Since the angular spread of the signal can be
written as

S~k sin u!5E
2`

`

expX2S y

Lh
D nC•exp~ iky sin u!dy,

~17!

and since this can be integrated in closed form forn51, 1.5,
2; the results for matching the 3-dB points of the signal
spread and the array beamwidth are easily computed to be
for n51, La /Lh52.72; n51.5, La /Lh51.89, andn52,
La /Lh51.64 consistent with our previous approximations.

The ratioLa /Lh52.72 for n51 compares favorably to
the estimates of Cox.10 For example, a 53-element array
spaced atl/2 with a coherence length of 10l corresponding
to a coherence value between adjacent elements of 0.95
yields a gain of 15 dB according to Cox and yields a gain of
17 dB corresponding to the length of an array based on the
factor 2.72. However, Morgan and Smith13 defined a normal-
ized transition length which varied between 1 and 2 depend-
ing on the processor and the value ofn. For the valuen
51, his ratio ofLa /Lh51 as opposed to the above value of
2.72. The conclusion is that the actual coherence length and
the form of the coherence function are determined by the
scattering in the waveguide, and the optimization criterion
using the coherence function determines the sonar processor
and the aperture length.

II. EXPERIMENTAL RESULTS

This section discusses measured estimates of coherence
lengths for deep and shallow water. The results of Stickler14

are first discussed and compared with theoretical computa-
tions and measured array signal gain estimates. Recent re-
sults of signal gain measurements from shallow-water ex-
periments are then discussed and coherence length estimates
are presented.

Stickler14 and his colleagues at the Bell Telephone
Laboratories performed experiments during the 1960s near
Bermuda, the Plantagenet Bank. A large planar transmit ar-
ray and 10 ms/400 Hz pulses provided sufficient resolution
to measure the normalized acoustic correlation coefficient as
a function of transverse sensor separations up to 1200 m and
ranges between 137–963 km. Moseley5 analyzed these
results14 and found that the single path~13° ray! not influ-
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enced by boundary interaction yielded 1/e correlation lengths
between 94 and 450 wavelengths as shown in Table I~dis-
cussed in more detail in Ref. 5!.

Also shown in this table are estimates of an environmen-
tal factor Ef as derived by Beran and McCoy11 using Eqs.
~37! and ~38! of Ref. 5 and are reproduced below:

G~r , f ,y,z!5Rp~r , f ,y,z!/I ~z!5exp~2Ef• f 5/2
•r •y3/2!,

~18!

where

Ef51.7S 1

c0
•

]

]t
c0D 2

•AT•Lgm•S 2p

c0
D 5/2

. ~19!

The values ofEf m are found by inserting the ranger, fre-
quency f, separation distancey5Lh in the first expression
and setting the exponential exponent equal to one. The mean
value of Ef m54.9310217 is based on these acoustic mea-
surements. As discussed in Ref. 5, the range dependence is
linear. Ef can also be estimated by using of the oceano-
graphic parameters shown in the above expression.
Moseley5,15,16used the average sound velocity along the ray,
c051517 m/s; the variation of the speed of sound as a func-
tion of temperature from Wilson’s equation,]c0 /]t
53.6 m/s/ °C; the single-term-power-law spectrum coeffi-
cient for the horizontal temperature fluctuations,AT51.5
31027 °C2/m; and a fluctuation length,Lgm530 m, to cal-
culate an expected value ofEf54.8310217.5

Deep-water measurements were performed with experi-
mental horizontal arrays in several ocean basins at frequen-
cies between 300 and 400 Hz at ranges between 100 and 600
km, with the sound source transverse to the aperture, low
speeds, array tilts less than 2°, and careful ship driving to
control motion. Array signal gain results were found to show
a departure from coherent gain at 300l with a degradation of
3.4 dB and at 200l with a degradation of 2.2 dB. These
measurements are consistent with a transverse coherence
length of 100l at 300–400 Hz and a range of 500 km.6

Average results from several experiments are listed in Table
II.

Estimates of the value ofEf based on these estimates of
coherence length from moving arrays are between 5
310217 to 10310217, results that are larger than Moseley’s
results, but no correction for array shape and motion has
been applied. Nevertheless the array estimates are consistent.
These results can be extended to other ocean basins by using
Moseley’s analysis. Representative values are shown in
Table III.5

In summary, between 300–400 Hz the measured coher-
ence lengths in deep ocean basins are of the order of 100l at

ranges of 500 km. Calculations using the Beran–McCoy co-
herence function and the criterion of matching the aperture
beamwidth with the angular spread of the signal yield aper-
ture lengths in the absence of motional effects of 189l. The
coherence length decreases as the frequency increases, and
the measured values appear consistent with estimates using
the Beran–McCoy formalism as well as computations using
the quadratic expressions of Dashen.12

Shallow-water environments are known for unpredict-
ability, which is partially due to lack of information concern-
ing the key environmental variables such as water depth,
range-dependent sound-velocity structure, internal waves,
sea-surface roughness, bottom roughness and type, location
of currents and eddies, and changes in bathymetry. These
characteristics of the shallow-water waveguide make theoret-
ical modeling of signal coherence very difficult, and in gen-
eral, classification will be based on a few key parameters.
Properties of the waveguide which can be used for classifi-
cation are the type of bottom and the process of formation.
With a given bottom type, experiments can be performed
using predictable seasonal profile changes to stress specific
scattering mechanisms. Upward refracting profiles stress the
sea surface; downward refracting profiles stress the bottom.
Coastal regions and time of year may be chosen to stress
internal wave effects.

Experiments have been performed in sandy-silty areas
with known sediment thickness, bathymetry, and measured
range-dependent sound velocity profiles, see Table IV.

These experiments were conducted in areas where the
sediment layer was formed by deposition, usually found on
the eastern continental shelves as opposed to thin sediment
layers over volcanic substrata or rock. Additionally these ex-
periments had either isovelocity or variable downward re-
fracting sound-speed profiles. The degree of bottom interac-
tion is determined by the profile, and in the downward
refracting cases, the propagation of sound is determined by
bottom interaction. However, the role of the variability of the
thermocline in both time and range cannot be ignored in the
study of coherency.

Wille and Thiele’s experiment17 was in the North Sea
using explosives. The results are reported using the ‘‘coher-
ence distance’’ as opposed to the valueLh used in this paper

TABLE I. Coherence length estimates at 400 Hz.

R(km) Lh(m) Lh /l Ef m310117

137 1143 306 5.9
139 1677 450 3.4
259 1067 286 3.5
268 1067 286 –
507 381 102 8.2
963 350 94 4.96

TABLE II. Array estimates ofLh /l.

Basin Freq. Range La /l ASGD Lh /l

Ionian 337 <300 km 143 1.5 95
N.W. Atl. 337 582 km 143 1.12 127
N.W. Atl 337 <600 km 143 2.0–2.4 72–60
Levantine 323 <800 km 112 1.2 96

TABLE III. The E parameter and coherence lengths forR5500 km.

Basin Depth E31017
L/l

at 300 Hz
L/l

at 400 Hz
L/l

at 600 Hz

Atlantic 4000 m 4.88 234 145 62
Mediter. 2000 m 4.88 234 145 62
Pacific 3700 m 9.31 152 94 48
Arctic 1600 m 13.1 199 61 31
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~see the Appendix!. The propagation path was parallel to the
wave crests, 2.5–3 m in height, with an average wind speed
of 30 kn over 5 h corresponding to a sea state 4 on the World
Meteorological Scale. It is understood that at a frequency of
400 Hz, his estimate isLc /l518 representing the combined
effects of the sea surface and the bottom. Scholz18 performed
similar measurements in the North Sea during the winter
months with a slightly upward refracting profile and low sea
state and foundLh'100l at 50 km and during the summer
with downward refractionLh'23l at 50 km. Scholz used
these same techniques in the Baltic Sea measurements with a
water depth of 90 m in the summer under calm sea condi-
tions and foundLh'7.9l at 250 Hz andLh51.8l at 500 Hz
at a range of 13 km. Scholz found that the frequency, source
received depths, and range affected his results and that sum-
mer conditions produced much shorter coherence lengths.
The lack of pertinent environmental information, however,
precludes their inclusion in the tabular summary.

This author has reported results19,20of coherence lengths
estimated from ASGD measurements using a long moving
array in deep water from continuous sources on the Scotian
Shelf and the Gulf Coast of Florida. These estimates are
shown to beLc /l531 at 135 Hz andLc /l521 at 173 and
175 Hz for moderate sea states of 2 to 3 on the World Me-
teorological Scale. The assumption in these two experiments
was that the ASGD was primarily due to the interaction with
the bottom and the effects of coastal currents on the range-
dependent sound velocity structure, considering that the cor-
responding deep-water results previously discussed were
consistent with longer coherence lengths.

The remainder of Table IV presents results recently ob-
tained in a series of shallow-water experiments referred to as
the ‘‘Area Characterization Tests,’’ ACT.21–24These experi-
ments were conducted with bottomed horizontal arrays, ex-
plosive and continuous wave sources in sea sates less than 3.
Both transverse and longitudinal coherencies were measured.
Reported in Table IV are the average values of the transverse
coherence lengths determined from array signal-gain esti-
mates. The coefficient of variation of these signal-gain mea-
surements was approximately 4% to 5% determined by the
ratio of the measurement standard deviation, dB, and the
measured signal gain, dB.

The first experiment was conducted on the West Florida

Escarpment of the Gulf of Mexico. The environment was
weakly range dependent with a downward refracting profile,
a mixed layer depth of 30 m followed by a rather constant
thermocline with a gradientDC/DD520.36 m/s/m.22 The
sound propagation and coherency at this site was primarily
due to the bottom interaction because the variability in the
sound-speed profiles was minimal.

The second experiment was at a site north of the Hudson
Canyon on the east coast of the United States. The oceano-
graphic environment was more variable at this site,23 due to
the interaction of three water masses: the shelf water, the
Hudson River outflow, and an eddy from the Gulf Stream.
Thus this site represented a complicated set of oceanographic
conditions. The profiles featured a mixed-layer depth of 27
m followed by a variable thermocline gradientDC/DD
520.9 to21.4 m/s/m indicative of internal wave activity.23

The propagation at this site was determined by the bottom,
but the coherency was undoubtedly determined by the com-
bined effects of bottom interaction and water column vari-
ability.

The final two sites were in the Strait of Korea.24 The
first site was in the vicinity of the South Korean Coastal
Front formed by the Tsushima Current and the South Korean
Coastal Water. The sound velocity profiles had a mixed-layer
depth of 20 m and an isovelocity layer at depths greater than
80 m. The intermediate regions between 20 and 80-m depth
of the profiles were variable with gradients between
DC/DD520.31 and20.9 m/s/m and showed the effects of
the interfingering of the two water masses.24 There the
bathymetry and bottom composition were rather uniform.
The bottom consisted of three layers, the first of which was
approximately 10 m and composed of sand with shells to
sand-silt. The second sand layer had an erosion surface
caused by low sea-level epochs and averaged 40 m and the
third was sedimentary rock, the acoustic basement. The
propagation at this site was strongly bottom interacting;
however, the oceanographic variations were large. The co-
herence length estimates of 27–29 wavelengths are remark-
able, and broadband acoustic imaging~not reported here!
showed resolved targets at ranges of 40 km.

The second site, near Cheju-do, was located on the
boundary between the Korean Strait and the Yellow Sea wa-
ter masses where the major variable was the tidal mixing,

TABLE IV. Shallow-water coherence length results. SVP5sound velocity profile; ISV5isovelocity; DR5downward refracting; WD5water depth; S5sand;
S-SC5sandy-silty-clay; SD5source depth; RD5receiver depth; COV5coefficient of variation in measured results.

Reference 17 19 20 21 21 21 21 21
Location N. Sea N.W. Atl. GM/WFE GM/FS NWA/JS SOK-1 SOK-1 SOK-2
SVP ISV DR DR DR DR DR DR DR
WD 65 m 0.1–1 km 0.1–1 km 200 m 100 m 100 m 100 m 100 m
Bottom S S-SC S-SC S-SC S-SC S-SC S-SC SC-S
f 1(Hz) 400 135 173–175 200–400 200–400 354 300 354
f 2 800 400–800 400–600 600 500 604
Range km 7.4 100 25 9.3 4–22 7–11 5–45 14–24
(Lc /l)1 18 31 21 30 23 27 29 38
(Lc /l)2 10 32 25 30 31 54
Source Exp. CW CW Exp. Exp. CW Exp. CW
sd0 21 m 18 m 100 m 100 m 52 m 30 m 52 m 33 m
RD 15 m 750 m 400 m 200 m 100 m 101 m 101 m 94 m
COV 8% 4% 6% 4% 4% 4% 5% 2%–4%
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however, the observed variability was larger than expected
based on archival data. The bottom water appeared to be
Yellow Sea cold water with the intermediate depth waters
the result of vertical and lateral mixing of the Tushima Cur-
rent and Yangtze River water.24 This mixing results in spatial
and temporal variability in the velocity profile between 20
and 80 m. Density differences between these water masses
should also result in internal wave activity. The sound-
velocity profile at this site had a mixed-layer 20-m depth and
an isovelocity layer below 80 m. The second site bottom was
again two layers over the acoustic basement. The first layer
approximately 5-m deep is composed of a mixture of mud
and sand, silty-clay and sand, over a rough layer of sand
approximately 15-m deep. Examination of Table IV shows
that, on average, longer coherence length estimates resulted
from the data gathered from the second site; that is, a hori-
zontal coherence length of 38l at a range of 24 km compared
with 27l at a range of 11 km. The reason for these different
transverse coherence lengths is not understood, but these dif-
ferent transverse coherence lengths must be attributed to the
variability of the water column and different bottom proper-
ties.

Despite these differences the measurements in this study
are very consistent and should be representative of coastal
sites with variable oceanography and sandy and silty-clay
bottoms. The general trend observed was average coherence
lengths of 29l at 354 Hz and 34l at 604 Hz for ranges
between 9 and 45 km. The loss of coherence was most likely
due to oceanographic variability and bottom interaction.
These effects were also observed by Wasiljeff25 in his mea-
surements near Elba in water 115-m deep with clay and clay-
sand bottoms. Wasiljeff compared winter and summer coher-
ence measurements at frequencies greater than 800 Hz and
observed large coherence lengths during the winter experi-
ments and short coherence lengths, 29l at 800 Hz, at ranges
between 10 and 19 km during the summer downward refrac-
tion. In general, Wasiljeff’s measured larger coherence
lengths at higher frequencies than those reported in this
work.

III. SUMMARY AND CONCLUSIONS

The transverse coherence length as a function of range
(R/l) and length (L/l) is the primary parameter limiting the
resolution of sonar arrays. This author contends that the cor-
relative form of the phase randomness introduced in the
acoustic field through scattering as the wave propagates de-
termines the coherence functional form and the transverse
array signal gain. The relative signal gain was shown to be
proportional to the coherence length and an integral of the
coherence function over the aperture. Because the measure-
ment of the pairwise coherence is strongly affected by noise
and multipath interference effects, the measurement of signal
gain is an alternative and it can be measured with a coeffi-
cient of variation of approximately 5%. Estimates of coher-
ence lengths derived from the means of measured signal-gain
distributions were found to be remarkably consistent for both
deep- and shallow-water cases.

Estimates of coherence lengths at a frequency of 400 Hz
were made using the deep-ocean pairwise coherence results

of Stickler et al. and were found to have a coefficient of
variation between 12% and 32% with estimated lengths that
were between 102l at 507 km and 94l at 962 km. When rsg
is used as the measure, estimates of coherence lengths aver-
aged 100l at 300–500 km in agreement with the difficult
single-path measurements of Stickler, demonstrating the util-
ity of this measurement technique. Both sets of deep-water
measured results are consistent with the Beran–McCoy ex-
pression for coherence length variations as a function of fre-
quency with a factorEf54.8310217.

Estimates of shallow-water coherence lengths were pre-
sented for five shallow water sites under variable downward
refracting conditions. Results between 300 and 400 Hz with
an assumed Gaussian coherence functional form were found
to produce average coherence lengths of 30l to ranges of 45
km with the loss of coherence primarily attributed to the
multiple bottom interactions and scattering in water volume.

The major conclusion drawn in this paper is deep-ocean
coherence lengths are at least three times the shallow-water
lengths at ten times the range. This difference is attributed to
the bottom and variable coastal-water column profiles. Sec-
ond, the measurement of signal gain provides a viable means
of estimating the transverse horizontal coherence lengths as a
function of frequency and range in noisy shallow-water en-
vironments. Future experiments should cover a period of
time longer than the experiments discussed in this paper;
they, at least, will have a precise knowledge of the source
and receiver locations, the sound velocity structure, sea state,
and the firstl of the sediment layer.

The measurements reported here, when coupled with a
calibrated numerical code, should enable the rank ordering of
coherence-loss mechanisms. However the shallow-water
waveguide, because of its seasonal variability, may offer a
natural means of isolating particular mechanisms. The up-
ward refracting profile of the winter emphasizes the surface;
the mixed layer during the spring followed by a variable
thermocline emphasizes internal wave effects; and the down-
ward refracting conditions of summer emphasize the bottom.
Thus it is concluded that long-term, shallow-water coastal
measurements are warranted.

APPENDIX: COHERENCE LENGTHS

In this paper the coherence function is taken as

r~Dxi j !5expb2~xi2xj u/Lh!nc, n51, 1.5, or 2.

The value ofn depends on the specific theoretical coherence
model. The convention usually employed is to defineLh by
r(Dxi j 5Lh)5exp(21), which is different than the conven-
tion used by Wille~see Ref. 9! where the expression for the
coherence function is

r~Dxi j !5expb2~2puxi2xj usu /l!2/2c.
Whenr(Dxi j 5dc)5exp(21/2), the ‘‘correlation distance’’
is defined asdc5l/2psu or

r~Dxi j !5expb2~ uxi2xj u/dc!
2/2c.

The net result is thatLh /l50.225(2pdc /l). Thus a nor-
malized coherence distance of (2pdc /l)5100 corresponds
to a normalized coherence length ofLh /l522.5.
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A maximum-likelihood~ML ! method for modal analysis of time invariant two-dimensional wave
fields in a deterministic layered waveguide is introduced. The Cramer–Rao bounds~CRBs! of the
variances of the ML modal parameter estimates are derived from the likelihood function of the wave
field sampled in a vertical plane by a rectangular receiver array. The ML estimates are shown to be
consistent for a finite array size and a fixed number of sensors as the number of snapshots tends to
infinity. The ML method is applied on data collected in the Swedish archipelago, is shown to resolve
a high number of modes from moderate length apertures, and to achieve a good agreement between
modeled and observed wave fields. ©1998 Acoustical Society of America.
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LIST OF SYMBOLS

i is the imaginary unit.
E$ % is the expectation operator.

If B5(b1¯bM) is a (M3M ) complex valued matrix func-
tion of real variablesa1 ,...,aK , then

BT is the transpose ofB,
B* is the conjugate ofB,
BH is the conjugate transpose ofB,
iBiF

2 is the squared Frobenius norm of
B,

triu$B% is a (M3M ) matrix with ele-
ments triu$B%( i , j )5B( i , j ) for i
< j , 0 otherwise,

diagm$B% is an (M3M ) matrix with ele-
ments diagm$B%( i ,i )5B( i ,i ); i ,
diagm$B%( i , j )50, j Þ i ,

trace$BHB%5( i 51
M bi

Hbi is the trace operator~Ref. 1, p.
332!,

vec$B%5( ]
bM

b1

) is the vector operator~Ref. 2, p.
18!,

Bi ,Bi j with boldface subindexes, are ma-
trix names.

Bi1Bj1(¯)H
5Bi1Bj1Bi

H1Bj
H

B] i5]B/]a i

B] i ] j5]B/]a i ]a j

INTRODUCTION

The complex amplitude of an acoustic pressure field ex-
cited by a monochromatic point source in a laterally homo-
geneous oceanic medium, at a great distance, is synthesized
by propagating modes. The modal wave numbers and ampli-
tudes are characteristic of the medium and therefore useful in
inverse modeling.3

Frisk and Lynch4 suggest the acoustical characterization
of a medium, by numerical evaluation of the Hankel trans-
form using data from synthetic apertures, i.e., generated by a
source towed away from moored receivers. From the inver-
sion of experimental data taken in Nantucket sound, Frisk
et al.5 point out the sensitivity of the Hankel transform to
range variations. The need of resolving closely located
modes from moderate apertures, arising, for example, in
shallow-water applications, makes high-resolution estimators
particularly interesting. Chouhanet al.6 suggest multiple sig-
nal classification~MUSIC!,7 Rajanet al.8 analyze Nantucket
sound data using MUSIC and estimation of signal param-
eters via rotational invariance techniques~ESPRIT!9 observ-
ing a better performance of the latter. Parastates10,11 esti-

mates wave numbers, using MUSIC and multidimensional
~MD!-MUSIC, processing each sensor depth individually,
observing that the multidimensional method offers lower es-
timate variance.

The statistical efficiency of the high-resolution methods
has been the subject of a number of works in the signal-
processing area. Stoica and Nehorai12 investigate the perfor-
mance of the MUSIC and ML methods in parameter estima-
tion of complex exponential signals in noise, concluding that
the latter is more efficient unless the signal amplitudes are
uncorrelated. Otterstenet al.13 investigate the asymptotic
properties of one- and multidimensional estimators of direc-
tion of arrival ~DOA! of plane-wave fronts impinging on an
array, considering the signal amplitudes as random variables.

This work, an extended and improved version of Ref.
11, introduces a ML method for modal analysis of time in-
variant two-dimensional wave fields in a deterministic lay-
ered waveguide. Applying the theory developed in Ref. 12:
~i! The Cramer–Rao bound~CRB! ~Ref. 14, p. 9! of the
modal wave numbers are derived.~ii ! The utilized ML esti-
mators of wave numbers as well as amplitudes are shown to
be consistent~Ref. 14, p. 3! for a finite array size and a fixed
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number of sensors as the number of snapshots tends to infin-
ity. The ML method is applied on experimental data, is
shown to resolve a high number of modes from moderate
length apertures, and to achieve a good agreement between
the synthesized and the observed wave field.

The theoretical model of the wave field is described in
Sec. I. In Sec. II the likelihood function of the wave field,
sampled in a vertical plane, and the CRBs of the variances of
the estimated modal wave numbers and the noise power are
formulated. In Sec. III, a ML estimator is introduced, the
consistency of the estimates is established, and the eigenrep-
resentation of the correlation matrix of the sampled field is
discussed. A modal analysis of data collected in the Baltic by
two-dimensional~2-D! arrays is presented in Sec. IV. Seabed
parameter inversion of the estimated modal parameters will
be presented in work in preparation.

I. THE THEORETICAL COMPLEX AMPLITUDE

Consider a laterally homogeneous oceanic medium com-
posed of fluid and solid layers, bounded above by a pressure
release surface and below by a penetrable solid half-space.
Introduce a cylindrical coordinate system with origo on the
water surface, the positivez axis pointing downwards. Des-
ignate the~range, depth! domain by (r ,z), with the seabed at
zd . The complex amplitude of the acoustic pressure field
excited by a submerged monochromatic source at (0,zs)
may, within the water column, be expressed in terms of the
inverse Hankel transform~Ref. 15, p. 122!

x~r ,z!5
1

2 E
2`

`

X~a,z!H0
~1!~ar !a da, ~1!

where X(a,z) is the complex amplitude as a function of
horizontal wave number and depth.X(a,z) is analytic in the
entire a plane except for poles at the wave numbers of the
normal modes of the medium, and branch points associated
with downward movingP and S waves in the solid half-
space. Assuming all poles to be simple and applying the
residue theorem on~1! yields a representation of the wave
field as a sum of normal modes plus branch-cut integrals. At
a great distance from the source contributions from branch
cuts and damped modes are negligible. Therefore the far-
field equivalent of~1!, in the presence of additional spatial
noiseh(r ,z), becomes

x~r ,z!5
1

Ar
(
k51

K

gk~z!eiakr1h~r ,z!, ~2!

where

gk~z!5 iA2pake
2 i~p/4!jk~z!, ~3!

jk(z)5 lima→ak
(a2ak)X(a,z) is the kth modal eigenfunc-

tion, ak is the corresponding real valued wave number, and
H0

(1)(ar ) has been replaced by its asymptotic form for large
argumentsar ~Ref. 16, p. 364!. The noise term is considered
as a zero-mean stationary complex Gaussian process~Ref.
17, p. 43! with autocorrelation

E$h~r ,z!h~r 8,z8!%50, ~4a!

E$h~r ,z!h* ~r 8,z8!%5s2d~r 2r 8!d~z2z8!. ~4b!

Sampling~2! on a grid (r n ,zj )n51,...,N, j 51,...,J leads to

X5AG1H, ~5!

where

X5~x1¯xi¯xJ!,

xj5„x~r 1 ,zj !¯x~r n ,zj !¯x~r N ,zj !…
T,

A5~d1¯dk¯dK!,

dk5S eiakr 1

Ar 1

¯

eiakr n

Ar n

¯

eiakr N

Ar N
D T

,

G5~g1¯gj¯gJ!,

gj5„g1~zj !¯gk~zj !¯gK~zj !…
T,

and

H5~h1¯hj¯hJ!,

hj5„h~r 1 ,zj !¯h~r n ,zj !¯h~r N ,zj !…
T.

Whenever (r n5r 01nDr ,zj5z01 j Dz) the grid is termed as
uniformly spaced. Assume thatX̂ l5( x̂1,l¯ x̂j ,l¯ x̂J,l) l
51,...,L are independent, second-order ergodic, observations
~snapshots! of X of the form

x̂j ,l5Agj1ĥj ,l ~6!

collected by a 2-D array or a vertical line array using a syn-
thetic aperture technique.

II. THE LIKELIHOOD FUNCTION OF THE MODAL
WAVE FIELD

Given observationsX̂ l the objective of the modal analy-
sis is to estimate the unknown modal amplitudesG, the wave
numbersa5(a1¯ak)

T, and the noise variances2. Due to
~4a! and ~4b!, the first- and second-order moments of the
@JN31# spatial noise vector vec$H% are given by

E$vec$X2AG%%50, ~7a!

E$vec$X2AG%•vec$X2AG%T%50, ~7b!

E$vec$X2AG%•vec$X2AG%H%5s2I . ~7c!

The probability density of~5! is therefore given by

f „vec~X!…5
1

~ps2!JN e2~1/s2!( j 51
J

~xj 2Agj !
H~xj 2Agj !. ~8!

The log likelihood function conditioned on independent ob-
servationsxj ,l l 51,...,L, regarded as a function ofG anda
becomes

Y5Ylog~X̂ l ,l 51¯Lus2,a1 ,...,aK ,G!

52JLN ln~ps2!2
1

s2 (
l 51

L

(
j 51

J

~ x̂j ,l2Agj !
H

3~ x̂j ,l2Agj !. ~9!

In case of correlated noise~9! still applies if a whitening
transformation is utilized, i.e.,~5! is multiplied from the left
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by the inverse of a square root of the noise covariance matrix
~Ref. 17, p. 60!. The ML estimates of the unknown param-
eters are obtained by maximization of the likelihood func-
tion. To obtain their least attainable variance proceed as in
Ref. 12, where the CRB of the parameters of multiple super-
imposed complex exponential signals in noise has been de-
rived. Notice thatn, j correspond to data indices in Ref. 12
and that the additional indexl may be viewed as an experi-
ment number in a sequence of independent experiments per-
formed under identical conditions. ForL51 the CRB of the
variance of the modal parameters and variance become iden-
tical with what is reported in Ref. 12. ForL.1 the compu-
tation of the CRB is straightforward noticing that the mutual
independence of the observations~6! implies that the noise
vectorsĥj ,l are mutually uncorrelated with respect tol , see
also Appendix A.

The CRB of the estimated wave numbers becomes

CRB~a1 ,...,aK ,J,L,N!5
s2

2L S (
j 51

J

Re$diagm$gj%
HDH

3~ I2P!Ddiagm$gj%% D 21

, ~10!

where D5(d]1 ¯ d]K) and P5A(AHA)21AH is the
orthogonal projector onto the column space ofA, the
modal space. From~10! it follows that 2-D processing
is at least equally efficient as individual processing of each
array depth since CRB21(a1 ,...,aK ,J11,L,N)
2CRB21 (a1 ,...,aK , J, L, N) 5 2L(Re$diagm$gJ11%

HDH(I
2P)D%diagm$gJ11%)/s

2 is real symmetric positive
semidefinite~Ref. 17, p. 297!.

The CRB of the variance becomes

CRB~s2,J,L,N!5
s2

JLN
. ~11!

Notice that ~10! and ~11! are valid even whenH0
(1)(ar )

rather than its asymptotic form is used in~2! and ~3!. The
additional factor 1/L appearing in all CRBs compared with
Ref. 12 arises from using data fromL independent observa-
tions in the likelihood function~9!.

If the wave field given by~2! is sampled by a uniformly
spaced array then

lim
N→`

JN2CRB~a1 ,...,aK ,J,L,N!

5
s2

LDr S z1,1
21 0 0

0 � 0

0 0 zK,K
21

D , ~12!

where

zk,k5
2pak

J (
j 51

J

ujk~zj !u2.

For a proof of~12! see Appendix B.
If in addition J→` while zJ5zc<zd remains fixed,

1/J5Dz/(zc2z0)→0 and

lim
J→`

zk,k5
2pak

zc2z0
E

z0

zc
ujk~z!u2 dz ~13!

becomes, apart from the scale factor 2pak , the averaged
elastic energy of thekth modal eigenfunction within the ver-
tical aperture of the array.

Assuming the existence of a minimum variance estima-
tor ~Ref. 14, p. 8!, the CRB formulas could also be useful for
experimental design purposes, i.e., they reflect the influence
of the number of sensors and array dimensions upon the
estimate accuracy. For horizontally large, vertically dense
arrays, possibly implemented by a vertical line array and
synthetic aperture processing,~12! and ~13! suggest that
modal parameter estimates of watermodes having most of
their energy concentrated within the vertical aperture of the
array will be more accurate than their sediment reciprocals,
and that CRB(ak ,J,L,N);(DrakJLN2)21.

III. THE MAXIMUM-LIKELIHOOD ESTIMATOR

Denote explicitly all functions of wave-number estima-
tors â5(â1 ,...,âK) within this section, by inserting (â).
Assume that the wave numbers are distinct, and that the ar-
ray is unambiguous, i.e., the columns ofA(â) are linearly
independent for distinctâk ,k51,...,N. From the Vander-
monde structure~Ref. 1, p. 178! of diagm$(Ar 1¯Ar N)%
3dk(âk) follows that a uniformly spaced array withDr less
than one-half of the smallest wavelength is unambiguous if
all âk<p.

Substitute the modal amplitudes obtained from the least-
squares solution of~6! in ~A1!. Set derivatives~A1!–~A3!
equal to zero and rearrange, yields~Ref. 14, p. 38! estimators
of amplitudes and variance

ĝj~ â !5L21
„AH~ â !A~ â !…21AH~ â !(

l 51

L

x̂j ,l , ~14!

ŝ2~ â !5
1

JLN (
j 51

J

(
l 51

L

i~ I2P~ â !!x̂j ,l i2
2

5trace$„I2P~ â !…Ĵ%, ~15!

where

Ĵ5
1

JLN (
j 51

J

(
l 51

L

x̂j ,l x̂j ,l
H ~16!

is the sample correlation matrix. The ML estimates of the
wave numbers are given by the global minimum ofŝ2(â),
i.e.,

â
ML

5arg min
â

ŝ2~ â !. ~17!

Inserting â
ML

into ~14! and ~15! immediately yields the ML

estimatesĝj
ML

,ŝ2

ML
, of the amplitudes and variance. For the

consistency check of the estimates introduce the asymptotic
form of the sample correlation matrix
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J5 lim
L→`

1

JLN (
j 51

J

(
l 51

L

x̂j ,l x̂j ,l
H

5
1

JN (
j 51

J

Agjgj
HAH1

s2

N
I , ~18!

where the second equality follows by the ergodicity assump-
tion and ~6!, i.e., limL→`(1/L)( l 51

L ĥj ,l5E$hj%50 and
limL→`(1/L)( l 51

L ĥj ,l ĥj ,l
H 5E$hjhj

H%5s2I . Inserting ~18!
into ~15! gives the asymptotic variance

lim
L→`

ŝ2~ â !5traceH „I2P~ â !…S 1

JN (
j 51

J

Agjgj
HAHD J

1traceH „I2P~ â !…S 1

N
s2D J >

N2K

N
s2

~19!

with minimum when

traceH „I2P~ â !…(
j 51

J

Agjgj
HAHJ 50. ~20!

Since the array is assumed unambiguous the minimum is
unique and occurs forâ5(a1 ¯ aK). The asymptotic con-
sistency of the ML estimates given by~17! then follows by
the uniqueness of the minimum. The asymptotic consistency
of the ML amplitudes,~14!, follow from

lim
L→`

ĝj
ML

5gj1 lim
L→`

1

L
~AHA!21AH(

l 51

L

hj ,l

5gj1~AHA!21AHE$hj%. ~21!

In Ref. 12, the asymptotic form of the sample correlation
matrix is obtained by increasingN andJ. Therefore the cor-
responding consistency conditions are slightly different~for
the frequencies:J→`; for the amplitudes:J→`, N→` and
no damping!. The asymptotic ML estimate of the variance

lim
L→`

ŝ2

ML
5

N2K

N
s2 ~22!

is, however, independently ofJ, inconsistent unlessN tends
to infinity.

Introduce the eigenrepresentation of the correlation ma-
trix Ĵ5(n51

N l̂nûnûn
H , wherel̂n denote the eigenvalues, or-

dered by decreasing magnitude,ûn are the associated eigen-
vectors. If J>K then theK principal eigenvectors ofĴ
estimate the eigenvectors spanning the modal subspace, the
remaining ones are introduced by the noise~Ref. 17, p. 618!.
SinceP in ~20! projects onto the modal subspace, and noise
eigenvectors biasĴ by adding components that are not
present in the noise free case,Ĵ in ~15! may consistently
be replaced by its principal component part(n51

K l̂nûnûn
H .

Remark:Consider an oceanic waveguide under isove-
locity conditions, with a perfectly reflecting bottom, and a
vertically dense array with (z050,zJ5zd). The Sturm–
Liouville orthogonality condition implies then on the off-
diagonal entrieszk,l5(1/zd)*0

zdgk(z)gl* (z)dz in ( j 51
J gjgj

H

to be zero. If in addition the horizontal aperture is large, then
MUSIC will be equally efficient as ML according to Ref. 12.

IV. EXPERIMENTAL RESULTS

A shallow-water experiment was carried out in the
Swedish archipelago by a crew from the Swedish National
Defense Research establishment in Sept. 1992. The overall
objective was to obtain measurements of the pressure field as
a function of the range for medium inversion and matched
field processing. The experimental site, chosen because of its
relatively flat topography, was in Kalmarsund, the strait be-
tween the island O¨ land and the mainland of Sweden. A seis-
mic refraction experiment carried out near this site in Sept.
1988 indicated a horizontally stratified seabed composed of
sandstone covered by a sediment layer of approximately
15-m thickness.18 The water column in the area is 40-m
deep. The experimental setup consisted of a stationary verti-
cal array with eight hydrophones located at depthszj

55 j m, j 51,...,8, registering a slowly moving cw source
suspended from a ship, see Fig. 1.

The source was towed at a constant depthzs , at almost
constant speed, along a straight line intercepting the sensor
array position. The towing lengths varied from 2 to 9 Km.
The source strength was approximately 170 dB, and the
emitted signal was a single tone with frequency specific for
each run, i.e.,L51. Array signals were transmitted to the
ship by telemetry; bandpass filtered in parallel with a refer-
ence signal from a hydrophone attached 2 m above the
source; logged on a Magneto-Optical disk device with a dy-
namic range of 72 dB. The source–receiver distance, deter-
mined by radar ranging, was sampled at 10-s intervals. The
echosounder showed a depth of 39–41 m throughout the
track.

The registered reference and receiver signals are realiza-
tions of

sref~ t !5w ref cos~2p f ct !2c ref sin~2p f ct !1he~ t !, ~23!

sj~ t !5w j~ t !cos~2p f ct !2c j~ t !sin~2p f ct !1h j~ t !,
~24!

where he(t), h j (t) are assumed to be Gaussian processes
with symmetric spectrum around the carrier frequencyf c and
for low towing speeds

x~r n ,zj !5
w j„t~r n!…1 ic j„t~r n!…

w ref1 ic ref
. ~25!

FIG. 1. Experimental setup: A moving cw source, registered by a moored
vertical sensor array.
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Observationsx̂l(r n ,zj ) of ~2! on a uniformly spaced grid, at
time pointst(r n), are obtained as follows. Introduce relative
time for notional convenience. For each one of the emitter
frequencies:~a! A smooth approximation of the source–
receiver range as a function of continuous timet is obtained
by least-squares fittingB-splines to ranging data, removing
obvious outliers. The smoothed range function is then inter-
polated by Hermite polynomials to evaluatet(r n). ~b! Least-
squares fits of~23!, ~24! to dataŝref,1(t),ŝj ,1(t) in short du-
ration time windows centered aroundt(r n), representing the
receiver in-phase and quadrature components as polynomial
functions of time, yields estimates off c , w ref , c ref ,
w j„t(r n)…,c j„t(r n)…. Finally, collect x̂l(r n ,zj ) n51,...,N in
x̂j ,1 and x̂j ,1 j 51,...,J in X̂1 which constitutes a 2-D array.

The numerical minimization of the object function in
~17!, known as the variable projection functional,19 is done
using a trust region method~Ref. 20, pp. 77–88!. For nu-
merical stability, the computation ofP is based on the QR
decomposition ofA, i.e., A5QR, by the modified Gram–
Schmidt orthogonalization~Ref. 1, p. 218! yielding P
5QQH. A detailed implementation of the gradient and Hes-
sian of the variable projection functional based on the differ-
entiation of Q is given in Appendix C. Initial values are
provided by FFTs ofx̂1,1¯ x̂J,1 . TheK highest peaks in each

spectrum indicate the location of the propagating mode wave
numbers. Using each one of the resultingJ different sets of
initial values, the variable projection functional is mini-
mized. Among the resultingJ sets of minimizers, those hav-
ing different modes with almost equal wave numbers and
shapes are considered as ‘‘defective’’ and deleted. The mini-
mizer yielding minimum varianceŝ2 is considered as a
maximum-likelihood estimate. Note that defective sets may
occur due to mode splitting effects, or whenK exceeds the
number of modes required for synthesizing the data. Since
the number of propagating modes isa priori unknown, this
procedure is repeated, each time increasing the value ofK by
one, until the minimum variance ceases to decrease or all
minimizers are deleted.

Analysis results from two data sets are presented:
f c580 Hz, zs520 m, 1101<r<1500; f c5161 Hz, zs

520 m, 1501<r<1900. After some experimentation, the
in-phase and quadrature components where approximated by
fifth degree polynomials, the complex amplitudes were esti-
mated from 1-s sliding time windows on grids where
Dr 51 m, see the dotted lines in Figs. 2 and 3. The solid lines
in Figs. 2 and 3 show the synthesized complex amplitude,
see~2!, evaluated on the aperture grid using ML estimates of
the wave numbers shown in Table I and amplitudes com-
puted using~14!. The synthesized field agrees indeed well

FIG. 2. Observed~dotted lines! and synthesized~solid lines! complex am-
plitudes as functions of range atf c580 Hz, zs520 m, 1101<r<1500 m.

FIG. 3. Observed~dotted lines! and synthesized~solid lines! complex am-
plitudes as functions of range atf c5161 Hz, zs520 m, 1501<r<1900.

TABLE I. Estimated wave numbers (m21) at: f c580 Hz, zs520 m, 1101<r<1500; f c5161 Hz, zs520 m, 1501<r<1900.

Frequency Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6 Mode 7 Mode 8 qres

80 Hz 0.344 07 0.334 76 0.285 33 0.272 22 0.242 86 218.1
161 Hz 0.695 90 0.684 06 0.661 21 0.643 97 0.636 87 0.607 02 0.562 32 0.555 05214.7
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with the unprocessed complex amplitude data, offering low
residual valuesqres510 log(JNŝ2

ML
/iX̂1iF

2). Figures 4 and 5

show the modal eigenfunctions, obtained by linear interpola-
tion of the estimated amplitudes.

V. DISCUSSION

High-resolution model oriented methods of modal de-
composition are indisputably superior compared with Hankel
transformation. The choice of a particular method strongly
depends, however, on the statistical properties of the as-
sumed physical model; its optimality is reflected by the re-
sulting residual between the model and the observations. In
this work, it is assumed that the oceanic medium is range
independent, the wave field is deterministic and time invari-
ant. A model of the density and likelihood functions of the
wave field, excited by a monochromatic source, sampled on
a vertical plane by a rectangular receiver array, is formu-
lated. The CRB of the variance of the estimates of wave
numbers, and noise variance as functions of array size, num-
ber of sensors, and observations is formulated. For arrays
with large horizontal aperture, dense in the vertical direction
it is shown that the CRB of the wave number variance is
inversely proportional to: the portion of the modal energy
within the array; the wave number magnitude; the number of
observations; the number of sensor depths~i.e., 2-D process-
ing is more efficient than individual processing of each array
depth!; the squared number of sensors/depth. A ML estima-
tor of modal parameters is proposed and shown to be consis-
tent at finite array size and number of sensors, provided that
the number of observations is large. Analytical formulas of
the first and second derivative of the associated variable pro-
jection functional are provided in purpose of its numerical
minimization. It is claimed that the wave-field correlation
matrix may consistently be replaced with the eigenrepresen-
tation of its modal part.

The ML estimator is used in a modal analysis of 2-D
synthetic apertures collected in Kalmarsund. A high number
of modes is resolved from moderate aperture lengths. Good
agreement is achieved between the synthesized and observed
wave field; confirming the feasibility of the method. An en-
vironmental parameter inversion of the Kalmarsund data,
based on a distributed genetic algorithm21 combined with a
Gauss Newton method and XFEM,22 are presented in work
in preparation.
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APPENDIX A: SOME ISSUES ON THE CRB OF THE
WAVE NUMBERS AND THE VARIANCE

Differentiate~9! with respect to the unknown parameters

]Y

]s2 52
JLN

s2 1
1

s4 (
l 51

L

(
j 51

J

ĥj ,l
H ĥj ,l , ~A1!

FIG. 4. Estimated modes as functions of depth atf c580 Hz, zs520 m,
1101<r<1500.

FIG. 5. Estimated modes as functions of depth atf c5161 Hz, zs520 m,
1501<r<1900.
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„]/] Re$g1~zj !%¯]/] Re$gK~zj !%…
T Y

5
2

s2 (
l 51

L

Re$AHĥj ,l%, ~A2!

„]/] Im$g1~zj !%¯]/] Im$gK~zj !%…
T Y

5
2

s2 (
l 51

L

Im$AHĥj ,l%, ~A3!

~]/]a1¯]/]aK!T Y

5
2

s2 (
l 51

L

(
j 51

J

Re$diagm$gj%
HDHĥj ,l%. ~A4!

To obtain the CRB of the estimates forL51 see Ref. 12. For
L.1, by the independence assumption, the noise vectorsĥj ,l

are mutually uncorrelated with respect tol . When taking the
expectation of pair products of~A1!–~A4!, needed for the
evaluation of the information matrix, the additional summa-
tion over l therefore will contribute with an additional factor
L.

APPENDIX B: CRB OF WAVE NUMBERS FOR
VERTICALLY DENSE HORIZONTALLY LARGE
ARRAYS

By ~10!

lim
N→`

N2CRB~a1 ,...,aKJ,L,N!

5 lim
N→`

s2

2JL S 1

J (
j 51

J

ReH diagm$gj%
HS 1

N2 DHD

2F 1

N
DHA~AHA!21

1

N
AHDG Ddiagm$gj%J D 21

. ~B1!

Without loss of generality letr 05MDr , whereM is a large
integer. Since limN→`((n51

N (1/n)2 log(N))5CE , whereCE

designates the Euler constant, it follows that

lim
N→`

S ~AHA!~k,k!2
1

Dr
log~N1M ! D

5
1

Dr S CE2 (
n51

M
1

nD , ~B2!

lim
N→`

~AHA!~k,lÞk!

52
ln„2 sin~~a l2ak!Dr /2!…

Dr

1
i„p2~a l2ak!…

2
2

1

Dr (
n51

M
ei~a l2ak!Dn

n
, ~B3!

where (AHA)(k,l ) designates the (k,l )-th element ofAHA
and ~B3! is obtained using~Ref. 16, p. 1005!.

Since limN→`(1/Nm11)(n51
N nmei (a l2ak)n5@1/(m11)#

3dk,l , see Ref. 12, it follows that

lim
N→`

1

N
~DHA!~k,l !5 lim

N→`

2 iei~a l2ak!DrM

N (
n51

N

ei~a l2ak!Drn

52 idk,l . ~B4!

lim
N→`

1

N2 ~DHD!~k,l !

5 lim
N→`

Drei~a l2ak!DrM

N2

3S M (
n51

N

ei~a l2ak!Drn1 (
n51

N

nei~a l2ak!DrnD
5

Dr

2
dk,l . ~B5!

From ~B2!–~B3! it follows that, for fix M , diagonal entries
in AHA grow as log(N) while off-diagonal entries are
bounded. Thus entries in its inverse tend to zero.

For instance

i~AHA!21i`

<
Dr

ln~N/M !
X11

4~K21!

~M11!DrDa ln~N/M !

1OS iBi`
2

12iBi`
D C, ~B6!

where Da5min$ual2aku%, lÞk, B5e21(AHA2e) and e
5diagm$@AHA(1,1)̄ AHA(K,K)#T%. Since entries in
AHD/N remain bounded, entries inDHA(AHA)21AHD/N2

tend to zero. Substituting~B5! in ~B1! yields ~12!.
From ~B6! and that off-diagonal entries~B4! tend to

zero asO(1/@N(a l2ak)#) it follows that ~12! approximates
~10! whenN@M andN(a l2ak)@1.

APPENDIX C: GRADIENT AND HESSIAN OF THE
VARIABLE PROJECTION FUNCTIONAL

The gradient and the Hessian entries of the variable pro-
jection functional, i.e.,~17!, are

~ trace$~ I2P!•Ĵ%!] i52trace$QHĴQ] i1~¯ !H%, ~C1!

~ trace$~ I2P!•Ĵ%!] i ] j52trace$Q] j
H ĴQ] i

1QHĴQ] i ] j1~¯ !H%. ~C2!

MatricesQ] i ,Q] i ] j are obtained by the following procedure:
DifferentiateQHQ51 once to obtain

~QHQ!] i5Q] i
HQ1~¯ !H50, ~C3!

Q] i
HQ52QHQ] i . ~C4!

DifferentiateQHQ51 twice to obtain

~QHQ!] i ] j5Q] i ] j
H Q1Q] i

HQ] j1~¯ !H50, ~C5!

Q] i ] j
H Q1~¯ !H52Q] i

HQ] j2~¯ !H. ~C6!

DifferentiateA5QR to obtain

A] i5Q] iR1QR] i , ~C7!
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QHA] iR
215QHQ] i1R] iR

21, ~C8!

QHA] iR
211~¯ !H5QHQ] i1R] iR

211~¯ !H

5$due to ~C3!%5R] iR
211~¯ !H.

~C9!

Since: the left-hand side of~C9! is a matrix with real diago-
nal elements, the inverse of an upper~lower! triangular ma-
trix is upper ~lower! triangular, the product of two upper
~lower! triangular matrices is upper~lower! triangular;
R] iR

21 designated byMi becomes

Mi5R] iR
215triu$QHA] iR

211~QHA] iR
21!H%

2 1
2 diagm$QHA] iR

211~QHA] iR
21!H%.

~C10!

Multiplying ~C7! from right by R21, inserting ~C10!, and
rearranging yields

Q] i5A] iR
212QMi. ~C11!

Differentiate~C7! to obtain

A] i ] j5Q] i ] jR1Q] iR] j1Q] jR] i1QR] i ] j , ~C12!

QHA] i ] jR
215QHQ] i ] j1QHQ] iR] jR

211QHQ] jR] iR
21

1R] i ] jR
21, ~C13!

QHA] i ] jR
211~¯ !H5QHQ] iR] jR

211QHQ] jR] lR
21

1R] i ] jR
211QHQ] i ] j1~¯ !H

5$due to ~C6!%5QHQ] iR] jR
21

1QHQ] jR] iR
211R] i ] jR

21

2Q] i
HQ] j1~¯ !H. ~C14!

Introducing

Gij 5QHA] i ] jR
211Q] i

HQ] j2QHQ] iMj2QHQ] jMi
~C15!

and substituting in~C14! yields

Gij 1~¯ !H5R] i ] jR
211~¯ !H. ~C16!

DesignateR] i ] jR
21 in ~C16! by Mij and use previously

stated properties of triangular matrices to obtain

Mij 5R] i ] jR
25triu$Gij 1Gij

H%2 1
2diagm$Gij 1Gij

H%.
~C17!

Multiplying ~C12! from right by R21, inserting Mij , and
rearranging yields

Q] i ] j5A] i ] jR
212Q] iMj2Q] jMi2QMij . ~C18!
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Accurate locations for the individual elements of an acoustic sensor array are required for the
application of advanced array processing methods. This paper develops a general method of
localizing horizontal line array~HLA ! elements which overcomes bandwidth constraints of
low-frequency arrays and uncertainty in the experimental configuration. Array elements are
localized for two HLA’s associated with the Spinnaker Array, a three-dimensional sensor array
located in the high Arctic. Recordings were made of imploding glass light bulbs deployed at a series
of locations surrounding the array site. Implosion instants were not measured; hence, the data
consist of relative travel times. In addition, the source locations were measured only approximately
in the field, and are treated as unknown parameters. The inverse problem of determining hydrophone
and source locations is nonunique and ill-conditioned. To determine the most physically meaningful
solution, an iterative linearized inversion is developed which applies the method of regularization to
include a priori information about the solution. Availablea priori information includes source–
location estimates from on-ice measurements, depth estimates for the array end points, and the
expectation that each HLA is essentially linear. The inversion is formulated to jointly minimize the
parameter-estimate residuals and the three-dimensional curvature of each HLA, subject to fitting the
array element localization~AEL! data to a statistically appropriate level. Minimizing HLA curvature
produces the simplest array shape that is consistent with the data: any deviations from a straight
array are definitely required by the data, and are not artifacts of the inversion algorithm or starting
model. © 1998 Acoustical Society of America.@S0001-4966~98!05107-8#

PACS numbers: 43.30.Xm, 43.60.Pt@DLB#

INTRODUCTION

Measuring ocean acoustic fields at an array of sensors
allows the application of advanced signal processing meth-
ods such as beamforming1 and matched-field processing and
inversion.2–6 However, the application of such methods re-
quires accurate knowledge of the positions of the individual
sensors. For example, as a general rule, in order to achieve a
loss of less than 1 dB in array processing gain, the sensor
positions must be known to withinl/10, wherel is the
wavelength at the frequency of interest.7,8 Deploying hydro-
phone arrays, either at sea or through Arctic ice cover, is not
an exact procedure, and sufficiently accurate sensor positions
are rarely known after the fact. In most cases, an acoustic
survey is required to localize the sensors after deployment, a
procedure referred to as array element localization~AEL!.
AEL surveys generally consist of measuring the travel times
of acoustic signals transmitted from a series of known posi-
tions to the sensors to be localized. Given knowledge of the
ocean sound speed, these travel-time data can then be in-
verted for estimates of the sensor locations.

In the case of a dynamic array, such as a vertical line
array ~VLA ! that moves with currents in the water column,
AEL is required on an on-going basis. AEL systems for
VLA’s are typically based on continually transmitting sig-
nals from a set of acoustic transponders positioned about the
array on the seafloor.9–11 This procedure allows the position
of the array elements to be tracked with time.

In the case of a static array, such as a horizontal line
array ~HLA ! fixed to the seafloor, AEL is required only
once.12,13 A simple and practical set of AEL measurements
for a static array can be obtained by deploying acoustic
sources at a series of positions about the array site and re-
cording the arrivals at the sensors. The sources can be de-
ployed from a ship in open water, or from the ice cover in
the Arctic. Synchronization in time between the source trans-
missions and the recording system is not required~i.e., sen-
sor locations can be determined from relative travel-time
measurements, although absolute measurements are supe-
rior!. Note that in AEL surveys of this nature, the uncertain-
ties in the source positions are often significant, and may
introduce greater errors than the uncertainties in the travel-
time data themselves. AEL based on relative travel-timea!Electronic mail: sdosso@uvic.ca
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measurements and an approximate knowledge of source po-
sitions is the focus of this paper.

The problem of determining a model for the array ele-
ment locations based on travel-time measurements represents
a nonlinear inverse problem which is inherently nonunique
~i.e., an infinite number of acceptable models exist which fit
the data!. This nonuniqueness is exacerbated when the data
represent relative~rather than absolute! travel times and
when source positions are only approximately known. Since
the data do not uniquely determine the sensor positions, the
approach to the inversion can be an important factor influ-
encing the character of the solution. Many inversion algo-
rithms are based on determining the model which minimizes
the misfit to the measured data, subject to stability con-
straints which often serve to keep the solution close to some
initial model. Although this provides a mathematical formu-
lation of the inversion, it is not physically meaningful to seek
a misfit smaller than that defined by the uncertainty of the
data.14,15 In fact, seeking to fit the data too closely can intro-
duce extraneous~unphysical! structure into the model in an
attempt to fit the noise on the data.

This paper develops an inversion algorithm for AEL
based on a somewhat different approach. Rather than mini-
mizing the misfit to the data, the inversion is formulated to
achieve a misfit that is statistically consistent with the esti-
mated uncertainties of the data, while explicitly applying ad-
ditional independent information about the solution, known
asa priori information, to the inversion. To treat the general
problem of HLA localization with relative travel-time data
and inaccurate source positions, the source–transmission in-
stants and source positions are included along with sensor
positions as unknown parameters in the inversion.A priori
information regarding these parameters is usually available
from the array deployment and/or AEL survey. For instance,
although the uncertainties in source–position measurements
may require that they be treated as unknown parameters, the
measurements nonetheless provide useful prior estimates for
these parameters. Prior estimates may also be available for
some~or all! sensor locations. More typically, for an HLA
deployed in a straight line, thea priori expectation that the
array shape is well approximated by a linear function can be
applied by minimizing the three-dimensional curvature of the
array. This essentially appliesa priori information about the
correlation between sensor positions, rather than information
about the positions themselves. If the HLA is deployed in a
series of linear segments, the curvature of each segment can
be minimized independently.

In addition to applying thea priori expectation of a
linear array, minimizing HLA curvature has the benefit of
producing the simplest model for the array shape, in the
sense that it contains the minimum amount of structure or
detail necessary to fit the travel-time data. In this model, any
deviations from a straight array are definitely required by the
data, and are not simply artifacts of the nonuniqueness or the
inversion procedure. The minimum-curvature HLA model
may be considered the ‘‘best’’ interpretation, in the sense
that any other interpretation is unnecessarily complex in sat-
isfying the data. In geophysical inverse theory, the construc-
tion of minimum-structure models such as this is often re-

ferred to as Occam’s inversion,15 in reference to Occam’s
Razor which admonishes that hypotheses and interpretations
should always be as simple as possible.

In this paper, an algorithm is developed to apply Oc-
cam’s inversion to AEL. The inversion is applied to deter-
mine sensor locations for a bottom-mounted HLA consisting
of two linear segments. The HLA comprises part of the Spin-
naker Array, a three-dimensional array of hydrophones de-
ployed through the pack ice of the Lincoln Sea in the high
Arctic.16 Section I of this paper describes the Spinnaker Ar-
ray and its deployment. Section II describes the AEL survey
and subsequent data processing. Section III briefly reviews
the inverse theory results that form the basis of the AEL
inversion algorithm, describes the implementation of the al-
gorithm, and presents a synthetic inversion example. Finally,
Sec. IV presents the AEL inversion and a Monte Carlo un-
certainty analysis for the Spinnaker HLA sensor positions.

I. SPINNAKER ARRAY

The Spinnaker Array~SA! was deployed in April 1996
in approximately 570 m of water near the edge of the conti-
nental shelf of the Lincoln Sea, north of Ellesmere Island,
Canada, as shown in Fig. 1. The array site is within the
domain of the permanent polar pack ice, with year-round ice
thicknesses of 3–7 m on multiyear ice floes, and consider-
ably more at pressure ridges. A schematic diagram of the SA
is shown in Fig. 2. The array consists of a 2.4-km HLA of 80
hydrophones, a 240-m secondary HLA of 8 hydrophones ori-
ented approximately perpendicular to the first HLA, and two

FIG. 1. Location of the Spinnaker Array.

FIG. 2. Schematic diagram of the Spinnaker Array~h/p represents hydro-
phone!.

847 847J. Acoust. Soc. Am., Vol. 104, No. 2, Pt. 1, August 1998 Dosso et al.: Array element localization



470-m VLA’s of 20 hydrophones, one located at each end of
the long HLA. The HLA sensors are located directly on the
seafloor. The hydrophone signals are sampled at a rate of 256
Hz with a spectrally flat passband of 5–60 Hz. Digital acous-
tic data from the array are transferred 180 km over a seafloor
fiber-optic cable to a land-based recording facility at CFS
Alert on Ellesmere Island~Fig. 1!. The same fiber also trans-
fers commands and a master clock signal from CFS Alert to
the SA. The electronics and optics associated with the SA are
contained in three bottom-mounted electronics modules re-
ferred to as nodes.

To deploy the SA, an autonomous underwater vehicle
~AUV ! was used to string the HLA’s between a series of
holes through the ice, as shown in Fig. 3. At this stage, the
two VLA’s were contained in ‘‘pop-up’’ cannisters which
were commanded to release the arrays after deployment was
complete. The long HLA was suspended under the ice be-
tween three holes~labeled B, C, and D in Fig. 3!, with one
node suspended below each hole and a VLA cannister below
the outer two holes. The short HLA was suspended in an
orthogonal orientation at one end of the main HLA~holes D
and F!. Tensioning lines were strung under the ice from each
end of the main HLA~holes A, E, and F!. These lines were
attached to the VLA cannisters and to one end of the short
HLA, and were used to control the position of the cannisters
as they were lowered and to ensure that the HLA’s were as
straight as possible on the seafloor. In order to perform con-
tinuous AEL for the VLA’s, a high-frequency acoustic tran-
sponder system was deployed at each VLA site. Each system
consisted of a transponder attached to the base of the VLA
and four remote transponders positioned on the seafloor at
ranges of;500 m. The locations of the transponders were
determined to high precision by a series of acoustic
measurements.17 In order to localize the sensors of the
HLA’s, an AEL survey was carried out from the ice surface
shortly after deployment of the SA was complete. This sur-
vey is described in the following section.

II. AEL SURVEY

A. AEL field work

The AEL survey carried out to determine the HLA sen-
sor positions consisted of deploying impulsive sources at a

series of locations around the SA, and recording the acoustic
arrivals at the sensors~recording was carried out remotely
via the fiber-optic cable at CFS Alert!. The impulsive
sources consisted of imploding glass light bulbs under hy-
drostatic pressure in the water column. Imploding light bulbs
provide a simple, repeatable acoustic source that is safe and
environmentally benign.18 Light bulbs were deployed
through eight holes drilled through the ice. Figure 4 shows
the location of the light bulb deployment holes relative to the
approximate HLA positions, as estimated from consideration
of the deployment hole positions and line lengths~the coor-
dinate system for the experiment was defined withx positive
to the East,y positive to the North, andz positive down-
ward!. Five of the light bulb sites corresponded to preexist-
ing holes which had been used for the SA deployment, the
other three holes~L14, L15, and L17 in Fig. 4! were drilled
specifically for the AEL survey. Three light bulbs were im-
ploded at 25- and 50-m depths at each location. The implo-
sion depth was controlled by lowering the light bulb on a line
to the desired depth, then dropping a messenger weight along
the line which burst the bulb on impact. The time of implo-
sion was not measured in this procedure.

Relevant geometric and environmental parameters were
measured at the SA site during the array deployment and
AEL survey. The relative locations of all ice holes were mea-
sured using a laser surveying instrument~geodimeter!. Sur-
veys were carried from a local origin near each VLA site.
Relative to the local origin, these measurements are accurate
to within approximately60.2 m. However, a number of
sightings taken over several days between the two local ori-
gins indicated that positioning between the two sites varied
by up to 1.5 m. This variation was caused by a series of
cracks in the ice between the two sites that opened and
closed during the SA deployment and ensuing AEL measure-
ments. Absolute location of the ice floe at the SA site was
monitored using time-averaged GPS~Global Positioning
System! satellite navigation employing military precision
codes~P-codes!, which indicated no discernible movement
of the sea ice for a period of several days to an uncertainty of
65 m. Assuming the ice was stationary during the AEL sur-
vey, the uncertainty in thex-y ~horizontal! position of the

FIG. 3. Profile view of SA deployment procedure. Letters A–F refer to
holes through the ice~see text!.

FIG. 4. Geometry of the AEL survey for the HLA sensors. The crosses
indicate location of deployment holes for the light bulb sources. The solid
line indicates the estimated position of the long and short HLA’s. Solid
circles indicate locations of the VLA’s.
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sources due to the survey uncertainties and possible effects
of currents in the water column was estimated to be62 m.
The uncertainty in thez ~vertical! source positions was taken
to be 60.5 m. The water depth at each hole was measured
using an echo depth-sounder: measured depths varied from
550 to 580 m, with an estimated accuracy of 1%. Ice thick-
ness was also measured at each hole, and varied from 3 to 4
m. The sound-speed profile over the water column was mea-
sured using a CTD~conductivity, temperature, depth! cast at
the SA site, and is shown in Fig. 5~sound speeds are con-
sidered accurate to60.1 m/s!.

Finally, constraints on the depth of the HLA sensors
closest to the two VLA’s can be assigned from the known
depths of the acoustic transponders attached to the base of
each VLA.17 In particular, hydrophone 1 of the long HLA is
located adjacent to VLA 1~depth 562.8 m!, and hydrophones
80 ~long HLA! and 81~short HLA! are adjacent to VLA 2
~depth 571.2 m!. Given that these hydrophones are<30 m
from the VLA’s and seafloor slopes are relatively gradual at
the SA site, the uncertainty of these depth constraints is es-
timated to be63 m. These HLA end-point depth estimates
provide valuablea priori information for the AEL inversion.

B. AEL data

An example of the acoustic data from the AEL survey is
given in Fig. 6~a!, which shows the time series recorded at
the HLA sensors for a light bulb implosion at 50-m depth in
hole L17. This hole is located approximately broadside to the
long HLA ~Fig. 4!. Hydrophones 1–80 in Fig. 6~a! corre-
spond to the long HLA, while hydrophones 81–88 corre-
spond to the short HLA~hydrophone numbers increase from
the northwest to the southeast in Fig. 4!. The dominant fea-
ture of Fig. 6~a! is the moveout in time of the light bulb
arrivals across the arrays. For the long HLA, the moveout
approximates the expected hyperbolic shape for an impulsive
source broadside to a straight array. The slight undulations in
the moveout between hydrophones 40 and 60 indicate that
the array is not completely straight in this region. The abrupt

change in the moveout at hydrophone 81 is due to the dif-
ferent orientations of the long and short HLA’s. The light
bulb signals themselves consist of two arrivals: a direct ar-
rival, followed shortly by a~phase-inverted! surface-reflected
arrival. Higher-order reflections involving both the seafloor
and ice surface were recorded, but are not included in the
time window shown in Fig. 6. The time separation between
the direct and surface-reflected arrivals decreases with in-
creasing offset between source and hydrophone. For the light
bulbs deployed at 50-m depth, the two arrivals could be dis-

FIG. 5. Sound-speed profile measured by CTD cast at the array site.

FIG. 6. Time series recorded on the long HLA~hydrophone numbers 1–80!
and short HLA~numbers 81–88! for a 50-m light bulb source deployed in
hole L17.~a! shows the raw section,~b! shows the processed section.
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tinguished at all hydrophones of the two HLA’s. However,
for the 25-m light bulbs, the two arrivals essentially merged
at many hydrophones, precluding useful arrival-time picks.
Therefore only the 50-m light bulb recordings are considered
in this paper. The spurious pulses appearing every;0.25 s
for hydrophones 1, 44, 45, and 80 in Fig. 6~a! represent
electronic noise caused by the three nodes of the SA, which
periodically corrupted the acoustic data of the adjacent hy-
drophones.

Prior to picking light bulb arrival times, a three-step pro-
cessing sequence was applied to the recorded time series. In
the first step, the spurious pulses induced by the nodes were
removed by replacing the contaminated samples by values
determined via linear interpolation of the adjacent data
points. The second step of the processing sequence involved
deconvolving the recorded time series to increase the effec-
tive bandwidth~the precision to which arrival-times can be
picked depends directly on the waveform bandwidth!. The
raw light bulb recordings for this system have a useful band-
width of approximately 30–60 Hz. The lower frequency
limit is due to the low power of a light bulb source relative to
the ambient noise level at low frequencies. The upper fre-
quency limit is due to the anti-aliasing filter applied prior to
digitization of the hydrophone signals at the sampling rate of
256 Hz. To increase the useful bandwidth, a deterministic
deconvolution was applied to the HLA recordings. This pro-
cedure was based on the spectral division19 of each record by
an estimate of the incident light bulb wavelet. The wavelet
estimate was taken from a light bulb direct arrival recorded
at a VLA hydrophone located near the center of the water
column. Since the deconvolution procedure can increase
noise as well as signal levels, an optimum~Weiner! filter,19

designed from samples of both signal and noise, was applied
in conjunction with the deconvolution. The deconvolution
and filtering procedure increased the useful signal bandwidth
to approximately 30–100 Hz. The final processing step in-
volved resampling the time series at a rate of 25 600 Hz~i.e.,
100 times the original sampling rate! to better define the
features~maxima and minima! of the arrival waveform. An
example of the processed time series is given in Fig. 6~b!.

To determine relative travel times from the~processed!
HLA recordings requires picking the arrival times of the
light-bulb signals. Since the HLA localization experiment
yielded more than 2000 recordings~88 hydrophones, eight
light bulb locations, three 50-m light bulbs at each location!,
an automated picking scheme was devised. This scheme was
based on interactively defining the start and end points of the
direct-arrival waveform on one hydrophone record for each
light bulb ~typically, the recording for the hydrophone clos-
est to the source was selected!. An adaptive matched filter
was then used to automatically select this waveform on the
remaining 87 records. For each record, the time of the wave-
form peak was picked to define the arrival time. Picking peak
times proved to be a robust procedure that was not affected
by interference between the tail of the direct arrival and the
onset of the reflected arrival.

Since the light bulb implosion instants are not known,
the arrival-time picks for each source represent a set of rela-
tive travel-time measurements. To compute means and stan-

dard deviations for the travel-times from the three 50-m light
bulbs deployed at each source location, the three sets of
picks must first be aligned in time. The simplest procedure is
to align the sets of picks based on one arrival, e.g., aligning
the earliest arrival on each set. This simple alignment is not
optimal, however, since it is based on exactly aligning one
arrival, while ignoring the alignment of all others. To im-
prove on this procedure, alignment corrections were sought
that minimized the sum of the arrival-time standard devia-
tions~this sum provides a measure of the simultaneous align-
ment of all arrivals!. Since only two corrections are required
to optimally align three sets of picks, the minimization was
carried out using a straightforward grid search technique.
The alignment corrections typically reduced the standard de-
viation sum by approximately one third. Using the optimal
alignment, travel-time means and standard deviations were
computed for the eight source locations. Since the computed
standard deviations were based on just three samples, the
values tend to fluctuate from sensor to sensor. To obtain
more stable estimates, a 15-point median filter was applied to
the computed standard deviations for each source location.
An additional ~independent! uncertainty of 0.2 ms due to
variability in the filter delay associated with each hydro-
phone was added to these standard deviations~values were
combined as the square root of the sum of squares!. The final
standard deviation estimates for the travel-time measure-
ments generally varied from 0.3 to 0.5 ms.

III. INVERSION ALGORITHM

A. General considerations

In this section an inversion algorithm is developed to
determine the hydrophone locations for the two HLA’s using
the travel-time measurements described in Sec. II. In formu-
lating the inversion algorithm, every effort was made to treat
the data and availablea priori information to within their
estimated uncertainties. To this end, a forward-modeling
study was carried out to investigate the significance of sev-
eral sources of error relative to the uncertainties of the mea-
sured data. The results of the study are as follows. First,
errors in the positions of the light-bulb sources of62 m
horizontally and60.5 m vertically were found to lead to
significant travel-time errors. Therefore the source locations
are not treated as known values, but rather are included as
unknown parameters in the inversion algorithm. Second, the
effect of refraction in the water column was investigated. It
was found that for propagation paths*1000 m, the effects of
ray curvature were significant, and therefore a raytracing-
based inversion algorithm is developed here. Third, errors of
60.1 m/s in the sound-speed profile were found to lead to
insignificant travel-time errors. Therefore the measured
sound-speed profile is used in the inversion algorithm; how-
ever, for completeness, the effects of sound-speed errors are
included in the uncertainty analysis of Sec. IV.

A final issue concerns the use of relative travel-time
measurements in AEL inversion. Two approaches are pos-
sible here. The first approach is to remove the source instants
from the problem by considering appropriate differences be-
tween the relative travel times as the data to be inverted. The
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second approach is to treat the relative travel times as the
data, and include each source instant as an unknown param-
eter to be determined in the inversion. The latter approach is
adopted here since it results in data with smaller uncertain-
ties and since it allows the inversion algorithm greater scope
in the application of thea priori information. Hence the AEL
problem considered in this section consists of inverting rela-
tive travel-time measurements for the~three-dimensional! lo-
cations of the HLA hydrophones, the locations of the light
bulb sources, and the implosion instant of each source.

The AEL problem described above represents a nonlin-
ear inverse problem. Such problems are inherently nonu-
nique, and a closed-form expression for the solution gener-
ally does not exist. An effective approach to many nonlinear
inverse problems is based on local linearization and iteration.
This reduces the nonlinear problem to a series of linear in-
versions~initialized at an arbitrary starting model!, which
can be solved using methods of linear inverse theory. Given
the nonuniqueness of the inverse problem, the approach to
the linearization and the linearized inversion are important
factors influencing the character of the final solution. The
following sections briefly consider two approaches to this
problem; more complete reviews of inverse theory can be
found elsewhere.14,19–21

B. Linearization and the creeping method

Consider a measurement of the arrival timet for the
direct signal from an acoustic source to a sensor in the ocean.
The dependence oft on the sensor location (x,y,z), source
location (x8,y8,z8), and source instantt0 can be written

t5t~x,y,z;x8,y8,z8!1t0 , ~1!

wheret represents the travel time along the acoustic raypath
between the two sets of coordinates~an expression fort and
an efficient method of computing direct-ray travel times are
given in the Appendix!. For the purposes of inversion, it is
advantageous to scale the source instantt0 in ~1! by a repre-
sentative ocean sound speedc̄ and write

t5t~x,y,z;x8,y8,z8!1~ c̄t0!/ c̄. ~2!

By consideringc̄t0 rather thant0 as the unknown parameter,
all parameters in~2! have the same physical units, i.e., dis-
tance~scaling parameters in this manner generally improves
the numerical stability of inversion algorithms!. For an array
of H hydrophones and a set ofS sources, there are a total of
N5HS arrival-time measurements which depend onM
53H14S parameters~three spatial variables for each hy-
drophone, and three spatial variables and scaled source in-
stant for each source!. The set of equations representing
these measurements can be written in general vector form as

t5T~m!, ~3!

wheret is the vector of measured travel times,T represents
the forward mapping given by the right side of~2!, andm
represents the vector or model of theM parameters

m5$xi ,yi ,zi ;xj8 ,yj8 ,zj8 ; c̄t0 j
, i 51,H, j 51,S%. ~4!

Equation~3! defines the AEL inverse problem: given a data
set of measured travel timest and knowledge of the forward

mappingT, determine the model parametersm which gave
rise to the data. As mentioned previously, this inverse prob-
lem is nonlinear; however, a local linearization can be ob-
tained by expandingT(m)5T(m01dm) in a Taylor series
to first order about an arbitrary starting modelm0 to yield

t5T~m0!1Jdm, ~5!

wheredm represents an unknown model perturbation to be
determined. In~5!, J is the Jacobian or sensitivity matrix
which consists of the partial derivatives of the data function-
als with respect to the model parameters,Jkl

5]Tk(m0)/]ml ~partial differentiation of the ray travel time
t is summarized in the Appendix!. Defining dt5t2T(m0),
the expansion can be written

Jdm5dt. ~6!

Equation~6! defines a linear inverse problem fordm which
can be solved using methods of linear inverse theory~con-
sidered below!. Oncedm is determined, the corresponding
model solution ism5m01dm. Since nonlinear terms are
neglected in~6!, the modelm may not adequately reproduce
the measured data according to the nonlinear forward map-
ping ~3!. In this case, the starting model is updated,m0
←m, and the inversion repeated iteratively until an accept-
able solution is determined or the iterations converge.

To consider the linear inverse problem~6!, assume that
the noise~error! on datumt i is an independent, Gaussian-
distributed random variable with zero mean and standard de-
viation s i . For an overdetermined system of equations, the
least-squares solution is determined by minimizing thex2

misfit

x25uG~Jdm2dt!u2 ~7!

with respect to the perturbationdm, whereG is a diagonal
weighting matrix given byG5diag@1/s1 ,...,1/sN#. The so-
lution is given by

dm5@JTGTGJ#21JTGTGdt, ~8!

provided the matrix in square brackets is nonsingular. The
least-squares solution~8! provides an unbiased estimate of
the true solution~i.e., the solution to the noise-free problem!.
In physical problems, the matrix to be inverted in~8! is
rarely singular, but is often ill-conditioned. Ill-conditioning
is the numerical manifestation of an ill-posed inverse prob-
lem, and leads to an unstable solution~i.e., small changes to
the data lead to large changes to the solution!. In AEL prob-
lems, including the source positions as well as the sensor
positions as unknowns leads to an ill-posed inverse problem.

Ill-conditioned inverse problems can be addressed using
singular value decomposition~SVD!. The SVD of anN
3M matrix GJ is given by

GJ5ULVT, ~9!

whereU andV areN3M andM3M matrices with columns
consisting of orthonormal vectorsui and vi , respectively,
and L is an M3M diagonal matrix with entriesl1>l2

>¯>lM>0 known as singular values. Substituting~9! into
~8! leads to
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dm5VL21UTGdt5(
i 51

M
1

l i
viui

TGdt. ~10!

If one or morel i50, the solution given by~10! is undefined:
this corresponds to a singular matrix in~8!. An ill-
conditioned matrix is characterized by one or more of the
singular values being very small. It is apparent from~10! that
small l i can cause errors in the datadt to have a greatly
magnified effect on the solutiondm ~i.e., small singular val-
ues cause instability!. The condition number defined byC
5l1 /lM gives an indication of the conditioning of the in-
verse problem: the largerC, the more ill-conditioned the
inversion.

Several methods exist to stabilize ill-conditioned linear
inversions. One method is to simply set the reciprocals of the
small singular values in~10! to zero, thereby removing their
effect on the inversion. How smalll i need be in order to be
removed is somewhat arbitrary. For instance, Creager and
Dorman13 removed alll i such thatl i /l1,0.01 in their AEL
inverse problem. A second method is to add a constantu to
the main diagonal of the matrix in square brackets in~8!; the
resulting solution can then be expressed as

dm5(
i 51

M
l i

l i
21u

viui
TGdt. ~11!

For an appropriate choice ofu, whenl i is small, the factor
l i /(l i

21u) in ~11! is small rather than large, and instability
is avoided. This approach forms the basis of Levenberg–
Marquardt inversion22 which has been applied to ill-
conditioned AEL problems.23,24

The solution obtained with either of the two stabilized
inversions described above no longer minimizes thex2 mis-
fit. In fact, the misfit increases monotonically with either the
number of singular values deleted or the size of the constant
u. Moreover, neither approach provides an unbiased estimate
of the true model. Rather, for a given level of misfit, both
methods produce the ‘‘smallest’’ solution in the sense that
udmu2 is a minimum. Nonlinear inversion based on applying
such methods to linearization~6! has been referred to as the
‘‘creeping’’ method14 since it iteratively progresses toward a
solution by a series of small perturbations, with the final
model retaining a dependence on the initial starting model.
Note that since the linear inverse problem~6! is formulated
in terms of the model perturbation~not the model!, a priori
information about the model cannot be included directly in
the inversion. To our knowledge, all previous linearized
AEL algorithms reported in the literature are based on the
creeping method.

C. The jumping method and regularized inversion

An alternative to the creeping method can be formulated
by substitutingdm5m2m0 into expansion~6! to obtain

Jm5dt1Jm0[d. ~12!

This expression relates known quantities~the right side,
which may be considered modified datad! directly tom: the
linearized inverse problem is formulated in terms of the
model, not the model perturbation. In this case,a priori in-

formation regarding the model can be applied directly to the
inversion, often leading to a more physically meaningful so-
lution. This approach has been referred to as the ‘‘jumping’’
method,14 since the size of the model change at each iteration
is not constrained and the final solution is generally indepen-
dent of the starting model. Within the jumping method, the
method of regularization provides a particularly useful ap-
proach to the linearized inversion at each iteration. Regular-
ization is based on formulating a unique, stable inversion by
explicitly including a priori information regarding the solu-
tion. This is typically accomplished by minimizing an objec-
tive functionf which combines a term representing the data
misfit and a regularizing term that imposes thea priori ex-
pectation that the modelm in some manner resembles a prior
estimatem̂:

f5uG~Jm2d!u21muH~m2m̂!u2. ~13!

In ~13!, H represents an arbitrary weighting matrix known as
the regularization matrix. The variablem is a Lagrange mul-
tiplier which serves as a trade-off parameter controlling the
relative importance assigned to the data misfit and thea pri-
ori expectation in the minimization. The regularized solution
is obtained by minimizingf with respect tom to yield

m5@JTGTGJ1mHTH#21@JTGTGd1mHTHm̂#. ~14!

The presence of the termmHTH within the square brackets
in ~14! ensures that the matrix to be inverted is well-
conditioned. The value form is generally chosen so that the
x2 misfit achieves its expected value of^x2&5N for N data.
This applies thea priori information subject to ensuring that
the data are fit to a statistically appropriate level.

The regularization matrixH in ~13! and ~14! provides
considerable flexibility in the application ofa priori infor-
mation in the inversion. For instance, if prior model param-
eter estimatesm̂ are available, an appropriate weighting is
given by

H5diag@1/j1 ,...,1/jM#, ~15!

where j j represents the uncertainty forj th parameter esti-
mate m̂j . This weighting correctly applies prior parameter
estimates which can vary over orders of magnitude in uncer-
tainty. Alternatively, thea priori information can be applied
to derivatives of the model parameters. For instance, if thea
priori expectation is that the parameters are well approxi-
mated by a linear function~e.g., a straight array of sensors!,
then an appropriate choice ism̂50 and

H5F 21 2 21 0 0 0 0 ¯ 0

0 21 2 21 0 0 0 ¯ 0

A � A

0 ¯ 0 0 0 21 2 21 0

0 ¯ 0 0 0 0 21 2 21

G .

~16!

For this choice ofm̂ and H, minimizing ~13! effectively
minimizes a discrete approximation to the second derivative
of m ~i.e., minimizes model curvature!, subject to fitting the
data.

852 852J. Acoust. Soc. Am., Vol. 104, No. 2, Pt. 1, August 1998 Dosso et al.: Array element localization



The AEL inverse problem considered in this paper in-
volves both types ofa priori information described above. In
particular, prior parameter estimates are available for the
source locations from the on-ice survey, and the known
depths of the transponders at the base of each VLA provide
depth estimates for the closest HLA sensors~Sec. II!. Reli-
able prior estimates are not available for the remaining hy-
drophone position parameters. However, the prior expecta-
tion that each HLA is essentially linear can be applied by
minimizing the curvature of each array. To simultaneously
apply two different types ofa priori information to a linear
inverse problem, an augmented objective function can be
formed which includes two regularization terms

f5uG~Jm2d!u21m1uH1~m2m̂1!u2

1m2uH2~m2m̂2!u2. ~17!

Minimizing this objective function with respect tom leads to
the solution

m5@JTGTGJ1m1H1
TH11m2H2

TH2#21

3@JTGTGd1m1H1
TH1m̂11m2H2

TH2m̂2#. ~18!

In ~17! and ~18!, the first regularization term is taken to
represent thea priori parameter estimates for the source lo-
cations and for the HLA end-point sensor depths. Hencem̂1

consists of the prior estimates for these parameters, with ze-
ros for the remaining parameters. The regularization matrix
H1 is of the form of~15! with diagonal elements consisting
of the reciprocal of the estimate uncertainty for parameters
with prior estimates, and zeros for the remaining parameters.
The second regularization term is taken to represent thea
priori expectation of linear arrays. Hencem̂2 is taken to be
zero, andH2 is of the form of ~16! for the HLA sensor
position parameters, with rows of zeros corresponding to the
remaining parameters. Rows of zeros are also included inH2

at appropriate locations to separate the measures of curvature
in x, y, andz for each of the two HLA’s.

D. Implementation of the inversion algorithm

This section briefly describes the implementation of the
inverse-theory results presented above to produce a practical
AEL inversion algorithm. The algorithm is based on apply-
ing the linear inversion result with two regularization terms
given by ~18! at a series of iterations initiated from an arbi-
trary starting modelm0 . Convergence of the algorithm is
based on two criteria:~i! obtaining a misfit to the measured
data ofx25N for N data, and~ii ! obtaining a stable solution
such that the rms change in the HLA positions between it-
erations is less than 0.01 m. In regard to the first criterion,
note that although~18! is derived based on thex2 misfit for
the linear inverse problem~12! that approximates the nonlin-
ear problem~3! at each iteration, the convergence of the
inversion algorithm must be judged in terms of the misfit to
the nonlinear problem

x25uG~T~m!2t!u2. ~19!

The most subtle aspect of implementing the inversion
has to do with assigning values to the two trade-off param-

eters,m1 andm2 , which control the balance between the data
misfit and the two types ofa priori information. This re-
quires a two-dimensional search at each iteration for them1

and m2 values that produce the desired data misfit and the
appropriate balance between minimizing the array curvature
and minimizing the deviation of the source positions and
array end-point depths from their prior estimates~referred to
as parameter residuals!. We have found that a practical and
effective procedure is to set

m25am1 ~20!

for a fixed value ofa, and solve a one-dimensional problem
at each iteration for the value ofm1 which yields the desired
x2 misfit ~this problem is discussed below!. The final model
obtained from this procedure can then be examined to ascer-
tain whether the value ofa was appropriate based on a com-
parison of the parameter residuals,mj2m̂j , and the estimate
uncertainties,j j . If the residuals are substantially smaller~an
order of magnitude! than the estimate uncertainties, then a
smaller value ofa is required; if the residuals are substan-
tially larger, a larger value ofa is required. The inversion
can be repeated with a new value ofa until mj2m̂j&j j is
achieved. In practice, we have found determining an appro-
priate value fora to be a straightforward procedure, typically
requiring only two or three trial inversions. The value fora
need not be refined too highly, since the uncertainties of the
parameter estimates are only approximate, and the HLA sen-
sor positions recovered in the inversion are not generally
sensitive to changes ina of less than one or two orders of
magnitude.

The above procedure reduces the problem of determin-
ing two trade-off parameters to a one-dimensional search for
the parameterm1 that produces the desiredx2 misfit at each
iteration. The trade-off parameterm1 is chosen so that thex2

misfit is reduced by approximately a factor of 100 at each
iteration untilx25N is achieved. Controlling the change in
misfit in this manner limits the change in the model at each
iteration. This helps ensure that the linear approximation is
valid, and stabilizes the convergence. Sincex2 increases
monotonically withm1 , it is straightforward to determine the
value form1 which produces the desiredx2 at a given itera-
tion. At early iterations an approximate value form1 is suf-
ficient, and a bisection algorithm is employed. Near conver-
gence, the bisection solution is improved by applying one or
more iterations of Newton’s method to determine a precise
value form1 .

E. Synthetic inversion example

Before applying the inversion algorithm developed in
the preceding sections to the measured data from the AEL
survey, a synthetic inversion example is considered in this
section. The example is designed to illustrate Occam’s inver-
sion for HLA localization in a case where the models ob-
tained can be compared to the true array configuration. The
example is roughly based on the AEL survey described in
Sec. II; however, some parameters are altered for simplicity
and efficiency, and to illustrate certain aspects of the inver-
sion. The source–location configuration for the synthetic ex-
ample is identical to that of the actual AEL survey, consist-
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ing of eight sources at 50-m depth, as shown in Fig. 4. A
single HLA of 25 sensors,;720 m long, is considered. The
end points of the HLA are located at (x,y)5(300,2200),
~1000,2500! in Fig. 4. The HLA is predominately, but not
completely, straight. The array shape is given by the dotted
lines in Fig. 7~a!–~c! in terms of plots ofx2xR , y2yR , and
z as a function of hydrophone number. In these plots,xR and
yR represent the coordinates of a perfectly straight reference
array of equally spaced sensors extending between the HLA
end points. Plotting the difference between the actual array
shape and a straight reference array emphasizes deviations
from a straight array, and clearly illustrates features of the
HLA shape on the scale of meters for an array hundreds of
meters long. Figure 7~a! shows that the deviations inx from
a straight array include a bulge of;40 m extending from
hydrophones 10–20, together with a number of smaller ran-
dom features. Figure 7~b! shows that the deviations iny
consist of random features of up to 10 m. Figure 7~c! shows
that the depthz of the HLA increases from 562 to 586 m,
with random deviations of&5 m from a linear slope.

Synthetic~relative! travel-time data were computed for
the source and HLA configuration described above~for eight
sources and 25 hydrophones, the data set consists ofN
5200 travel times!. The data were subsequently contami-
nated with random errors drawn from a Gaussian distribution
with zero mean and standard deviations. In Fig. 7, the array
shape determined via Occam’s inversion of the noisy travel-
time data~solid line! is compared to the true HLA shape
~dotted line! for three different values ofs. In this example,
the exact source positions were assumed to be known, and
were not included as parameters in the inversion. In addition,
the depth of the sensor at each end of the HLA was consid-
ered to be knowna priori to within 3 m. Figure 7~a!–~c!
shows the inversion result for a data uncertainty ofs58 ms.
With this relatively large uncertainty, the HLA sensor posi-
tions cannot be recovered accurately. The Occam’s inversion
result, which minimizes the array curvature, includes only
the features in array shape which are resolved by the data.

For example, the recovered HLA shape includes the bulge in
x and the general slope inz, but none of the small-scale
random deviations. Of note is the fact that, despite large
errors in the data, the inversion result contains no spurious
structure. Figure 7~d!–~f! shows the HLA shape recovered
by inverting data with a smaller uncertainty ofs52 ms. In
this case, the inversion result begins to resolve the small-
scale deviations in HLA shape. However, the inversion result
has significantly less structure than the true HLA, reflecting
the resolution limit of the data. Figure 7~g!–~i! shows the
inversion result for a relatively small data uncertainty of
s50.4 ms. The recovered HLA shape closely matches the
true shape, including the small-scale deviations; however,
the deviations are still typically slightly smaller than those of
the true HLA. Table I summarizes the synthetic inversion
results in this section. Note from this table that the structure
of the inversion results in Fig. 7~as measured by the rms
array curvature! is consistently smaller than that of the true
HLA.

The Occam’s inversion results in Fig. 7 represent the
models which minimize array curvature, subject to fitting the
data to a statistical level ofx25N. For comparison, Fig. 8
shows the results of inverting the same data sets using the
creeping method based on minimizing the misfit~Sec. III B!.
In particular, the models in Fig. 8 were computed using the
SVD solution~10! but removing singular valuesl i such that
l i /l1,0.01, and iterating until the rms model change be-
tween iterations was less than 0.01 m. Figure 8~a!–~c! shows
that inverting data with a relatively large uncertainty ofs58
ms can lead to significant spurious structure. This structure is
not required to fit the data; however, it is also not precluded
by the data. Figure 8~d!–~f! and ~g! and ~h! shows that for
more accurate data~s52 and 0.4 ms, respectively!, the spu-
rious structure is reduced; however, the inversion results still
typically have more, rather than less, structure than the true
HLA ~Table I!.

The above inversion examples make use of exact knowl-

FIG. 7. Synthetic example of Occam’s inversion using exact source loca-
tions. Solid lines indicate inversion results, dotted lines indicate the true
HLA shape.x andy positions are shown relative to the coordinates (xR ,yR)
of a straight reference array~see text!. Results are shown for data errors of
s58 ms in ~a!–~c!, s52 ms in ~d!–~f!, ands50.4 ms in~g!–~i!.

TABLE I. Summary ofx2 misfit and rms array curvatureS ~in x, y, z, and
total! for the synthetic examples given in Figs. 7–10~Fig. 7: Occams inver-
sion, exact source locations; Fig. 8: creeping inversion, exact source loca-
tions; Fig. 9: Occams inversion, inaccurate source locations; Fig. 10: Oc-
cams inversion, inaccurate source locations included in inversion!.

Case x2
Sx

(m21)
Sy

(m21)
Sz

(m21)
Stotal

(m21)

True HLA 166 9.3 9.2 7.1 25.6

Fig. 7 s58 ms 200 1.1 0.2 0.2 1.5
s52 ms 200 4.9 2.2 2.5 9.6
s50.4 ms 200 8.4 7.4 6.0 21.8

Fig. 8 s58 ms 108 15.9 19.8 23.3 59.0
s52 ms 108 9.9 10.0 8.4 28.3
s50.4 ms 108 9.4 9.1 7.2 25.7

Fig. 9 s58 ms 200 1.5 0.3 0.4 2.2
s52 ms 200 7.2 4.9 4.9 17.0
s50.4 ms 1760 9.3 9.2 7.1 25.6

Fig. 10s58 ms 200 1.0 0.2 0.2 1.4
s52 ms 200 4.9 2.2 2.6 9.7
s50.4 ms 200 8.4 7.1 5.9 21.4
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edge of the source locations. The effects of errors in source
locations are illustrated in Fig. 9, which shows Occam’s in-
version results for noisy synthetic data~s58, 2, and 0.4 ms!
when random~Gaussian! errors are added to the source po-
sitions, but the source locations are not included as param-
eters in the inversion~i.e., the inaccurate source positions are
treated as known parameters!. The standard deviation of the
source–position errors is 10 m inx andy, and 2 m inz ~note
that these source errors are larger than the uncertainties for
the AEL survey in this paper, but would not be large for
ship-borne surveys!. For the largest data uncertainty, a com-
parison of Fig. 9~a!–~c! and Fig. 7~a!–~c! shows that the
source–location errors have only a minor effect on the re-
covered HLA shape. For more accurate data, the effects of
inaccurate source positions are more pronounced, as shown
by comparing Fig. 9~d!–~f! and~g!–~i! to the corresponding
cases in Fig. 7. Note from Table I that fors50.4 ms, the
inversion algorithm did not converge~i.e., could not achieve
the desired misfit ofx25200!. A major effect of the source–

position errors in Fig. 9 are large translations of the HLA
position in x and y ~depth z is constrained by the known
end-point values!. In addition, the rms curvature of the solu-
tions in Fig. 9 are significantly larger than those in Fig. 7 for
exact source locations~Table I!.

When the source positions are only approximately
known, a significant improvement in HLA localization can
be obtained by including the source positions as unknown
parameters~with a priori estimates! in the inversion, as il-
lustrated in Fig. 10. In particular, Fig. 10~d!–~f! and ~g!–~i!
shows that the translations inx andy, evident in the corre-
sponding cases in Fig. 9, are substantially reduced when
source positions are included in the inversion. Table I indi-
cates that the rms curvature of the solutions in Fig. 10 are
slightly lower than those in Fig. 7~exact source locations!, a
reflection of the reduced resolving power of the data due to
the uncertainty in the source positions. The source locations
determined in the inversions of Fig. 10 are illustrated in Fig.
11, which indicates the difference between the recovered
source coordinates (x8,y8,z8) and the true source coordi-
nates (xt8 ,yt8 ,zt8) by solid lines. The approximate source po-
sitions used as thea priori estimates are indicated by dashed
lines. The source positions recovered in the inversion repre-
sent a substantial improvement over thea priori estimates,
particularly for the smaller data uncertainties. Figures 10 and
11 indicate that excellent AEL results can be obtained with
relative travel-time data and only an approximate knowledge
of the source locations.

IV. AEL INVERSION FOR SPINNAKER HLA’S

A. Occam’s inversion result

In this section, the inversion algorithm for HLA sensor
localization developed in Sec. III is applied to the data from
the AEL survey for the SA~Sec. II!. This involves inverting
measured travel times for eight light bulb source locations
and a total of 88 hydrophones in order to determine the hy-
drophone locations, source locations, and the source instants.
The ~linearized! system of equations representing this in-

FIG. 8. Synthetic example of minimum-misfit inversion using exact source
locations. Solid lines indicate inversion results, dotted lines indicate the true
HLA shape. Results are shown for data errors ofs58 ms in ~a!–~c!, s52
ms in ~d!–~f!, ands50.4 ms in~g!–~i!.

FIG. 9. Synthetic example of Occam’s inversion using~fixed! inaccurate
source locations. Solid lines indicate inversion results, dotted lines indicate
the true HLA shape. Results are shown for data errors ofs58 ms in~a!–~c!,
s52 ms in ~d!–~f!, ands50.4 ms in~g!–~i!.

FIG. 10. Synthetic example of Occam’s inversion including source locations
in the inversion. Solid lines indicate inversion results, dotted lines indicate
the true HLA shape. Results are shown for data errors ofs58 ms in~a!–~c!,
s52 ms in ~d!–~f!, ands50.4 ms in~g!–~i!.
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verse problem is formally overdetermined, consisting ofN
5704 equations inM5296 unknowns. However, the system
is strongly ill-conditioned with a condition numberC
;1016. The instability of the inversion is obviated by the
application ofa priori information consisting of the expec-
tation that each HLA is essentially straight, together with
prior estimates for the source locations and for the depths of
HLA sensors 1, 80, and 81~i.e., the sensors immediately
adjacent to the VLA’s!.

Figure 12 illustrates the convergence properties of the
inversion algorithm for a starting model corresponding to the
estimated HLA location and measured source positions
shown in Fig. 4. Thex2 misfit, shown in Fig. 12~a!, de-
creases by almost four orders of magnitude over the first two
iterations. The desired misfit ofx25704 is achieved on it-
eration 3, and maintained for iteration 4 while the rms model
change, shown in Fig. 12~b!, decreases below the threshold
of 0.01 m for convergence. The rms source-positions residu-
als ~difference between recovered source positions and prior

estimates! for the final model were 0.92 m inx, 0.70 m iny,
and 0.22 m inz. The residuals in the depth of HLA sensors
1, 80, and 81 were 2.2, 1.8, and21.8 m. These values are in
good agreement in magnitude with the prior estimate uncer-
tainties of 2 m in x and y and 0.5 m inz for the source
positions, and 3 m for the sensor depths. This indicates that
the value ofa510 used in~20! gave an appropriate trade-off
between minimizing the array curvature and minimizing the
residuals for source positions and sensor depths. Increasing
or decreasinga by a factor of 10 had a negligible effect on
the HLA element locations determined in the inversion.

The result of the inversion for the HLA sensor locations
is shown in Fig. 13. Figure 13~a! shows the long and short
HLA’s in the horizontal plane. A straight~dotted! line is
included as a reference in Fig. 13~a!. This line corresponds to
a least-squares fit to the sensor locations determined for the
long HLA. The HLA’s appear to be quite straight, although
some deviations are apparent near the center of the long
HLA ~considered below!. The depth of each element of the
two HLA’s are shown in Fig. 13~b!. Essentially identical
results for the HLA locations were obtained by initiating the
inversion algorithm from a number of different starting mod-
els.

To consider the shape of the long HLA in greater detail,
Fig. 14 shows the difference between they ~north-south!
location of the HLA elements and the least-squares line of
Fig. 13~a! as a function of the independent parameterx. In-
dividual sensor positions are indicated by crosses in Fig. 14.
Note that the vertical and horizontal scales in this figure
greatly exaggerate the deviations from a straight array. This
figure shows that the segment of the HLA to the west of the
central node (x,900 m) is essentially straight, with a small
curvature to the northeast. Immediately to the east of the

FIG. 11. Source locations determined in the Occam’s inversion of Fig. 10.
Solid lines indicate inversion results, dotted lines indicatea priori estimates.
Positions are shown relative to the true source locations (xt8 ,yt8 ,zt8). Results
are shown for data errors ofs58 ms in ~a!–~c!, s52 ms in ~d!–~f!, and
s50.4 ms in~g!–~i!.

FIG. 12. Convergence properties of inversion of the AEL survey data.~a!
shows thex2 misfit, ~b! shows the rms change in HLA sensor positions
between iterations. Dotted lines indicate the values required for conver-
gence.

FIG. 13. HLA element locations determined from inversion of AEL data.
~a! shows the long and short HLA’s~solid line! in thex-y plane. The dotted
line represents a least-squares fit to the element locations of long HLA.~b!
shows the HLA depths in thex-z plane.
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central node (900,x,1200 m), a section of the array ap-
pears to lie in folds on the seafloor. To the east of this section
(x.1200 m), the array again straightens out, albeit at a
slightly different bearing than the western section~the differ-
ence in bearing of the straight sections to the east and to the
west of the central node is;6°!. Since the Occam’s inver-
sion algorithm explicitly minimizes array curvature, the fea-
tures of the recovered array shape, including the change in
bearing and the small structure of the central folded section,
are definitely required to fit the AEL data. In fact, the shape
of the long HLA illustrated in Fig. 14 is consistent with what
might be expected given the procedure for deploying the SA
described in Sec. I. The long HLA was lowered to the seaf-
loor from three points, with tensioning lines attached to each
end of the array~Fig. 3!. The tension applied to the western
end of the HLA resulted in the western half of the array
being essentially straight. The tension applied to the eastern
end of the HLA straightened the eastern extremity of the
array; however, it was not sufficient to remove the slack and
completely straighten the array near the central node.

B. Monte Carlo uncertainty estimates

The Occam’s inversion result in the previous section
provides the minimum-structure HLA model consistent with
the AEL survey data. To estimate the uncertainties associ-
ated with these sensor locations, a Monte Carlo simulation19

of the inversion procedure was carried out. In this simula-
tion, the ‘‘true’’ hydrophone and source locations were taken
to be those determined by the inversion of the measured
AEL data. Simulated travel-time data were computed for this
configuration using the raytracing algorithm described in the
Appendix and the sound-speed profile shown in Fig. 5. Each
realization of the Monte Carlo process consisted of adding
random errors to the simulated data and to the sound-speed
profile, assigninga priori parameter estimates based on ran-
dom perturbations to the true values, and subsequently ap-
plying the inversion algorithm initialized from a random
starting model. The random error on each datum was drawn
from a Gaussian distribution with zero mean and standard

deviation equal to that estimated for the corresponding da-
tum of the actual AEL survey described in Sec. II. The
sound-speed errors were Gaussian distributed, with a stan-
dard deviation of 0.1 m/s, representing the uncertainty of the
CTD measurements. The prior estimates for source locations
and end-point sensor depths were taken to be the true values
plus a random Gaussian error with standard deviation equal
to the uncertainty in the parameter estimate~2 m in x andy
and 0.5 m inz for source positions, and 3 m for sensor
depths!. In total, 20 inversion were carried out, and the rms
error of each sensor position was computed from the set of
solutions.

The rms errors in thex, y, and z sensor coordinates
computed from the Monte Carlo process are shown in Fig.
15. The errors for thex andy coordinates are smallest near
the center of the long HLA. In this region, the sensors are
well surrounded~horizontally! by the light bulb sources, as
shown in Fig. 4. The errors of thex andy coordinates in Fig.
15 increase toward either end of the array, probably because
the sensors are not as effectively surrounded by sources near
the array ends~e.g., for sensors at the western end of the
HLA, all sources are to the east!. The largest fluctuations in
the rms error inx andy occur between hydrophones 45 and
55. This corresponds to the folded region of the long HLA
~Fig. 14! where the inversion algorithm particularly concen-
trates on reducing the high curvature. The errors inz ~depth!
are largest near the center of the long HLA, where the
sources are farthest away, and generally decrease towards the
ends, where the sources are closer and therefore more di-
rectly overhead. The rms errors of the sensor coordinates in
Fig. 15 vary between approximately 1.0 and 2.5 m. This
uncertainty is&l/10 at a frequency of 60 Hz, which defines
the upper frequency limit of the data passband for the Spin-
naker Array.

V. SUMMARY

This paper developed an effective inversion algorithm
for localizing the individual elements of an array of sensors

FIG. 14. Deviation of they element positions of the long HLA from the
least-squares line of Fig. 13. Individual hydrophone locations are indicated
by crosses.

FIG. 15. Standard deviations of sensor positions inx ~solid line!, y ~dashed
line!, andz ~dotted line! from the Monte Carlo simulation. The break in the
lines indicates the transition from the long HLA to the short HLA.
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using travel-time measurements from a series of acoustic
sources. The general case is considered in which the source
instants are not known, and source locations are only ap-
proximately known. The nonuniqueness of this inverse prob-
lem is addressed by explicitly applyinga priori information
about the solution in an iterative regularized inversion
scheme. Thea priori information includes estimates of the
source positions, any available estimates of sensor positions,
and the expectation of a linear HLA~or an array consisting
of a series of linear segments!. The prior expectation of a
straight array is applied by minimizing the array curvature,
which has the additional benefit of producing the simplest
array shape consistent with the AEL data. Deviations in the
solution from a straight array are definitely required by the
data, and are not simply artifacts of the inversion algorithm
or starting model.

The inversion algorithm is applied to localize the ele-
ments of a two-segment HLA which forms part of the Spin-
naker Array, a three-dimensional sensor array located near
the edge of the continental shelf of the Lincoln Sea in the
high Arctic. An AEL survey, consisting of imploding light
bulbs at a series of locations surrounding the array, was car-
ried out shortly after the SA was deployed. The results of the
inversion indicate that the two HLA segments are predomi-
nately straight, although several features are observed and
related to the array deployment procedure. A Monte Carlo
simulation of the inversion indicated that the rms errors of
the recovered HLA sensor positions vary from 1.0 to 2.5 m,
which is &l/10 at the upper frequency limit for the Spinna-
ker Array.

Finally, the AEL inversion methodology presented here
for an Arctic application is generally applicable to other set-
tings. Examples include the localization of arrays of hydro-
phones, ocean-bottom seismometers or other instruments in
open water using acoustic travel times to a surface vessel
whose position is only approximately known.
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APPENDIX: RAY TRAVEL TIMES AND DERIVATIVES

Consider an acoustic source and receiver in the ocean at
(xi ,yi ,zi) and (xj8 ,yj8 ,zj8), respectively, withzi,zj8 . The
horizontal range between the two is given by

r 5A~xi2xj8!21~yi2yj8!2. ~A1!

Expressions for the ranger and travel timet along a ray path
between source and receiver are easily derived by applying
Snell’s Law to an infinite stack of infinitesimal layers25

r 5E
zi

zj8 pc~z!dz

@12p2c2~z!#1/2, ~A2!

t5E
zi

zj8 dz

c~z!@12p2c2~z!#1/2. ~A3!

In ~A2! and ~A3!, the ray parameterp5cosu(z)/c(z) is con-
stant along a ray path, and defines the take-off~grazing!
angle at the source. The ray parameter for an eigenray con-
necting source and receiver is usually determined by search-
ing for the value ofp which produces the correct range~to a
specified tolerance! using~A2!. The efficiency of this search
is key to the efficiency of the ray-tracing algorithm. We have
implemented an efficient procedure of determiningp for
direct-path eigenrays based on Newton’s method. An initial
estimatep0 is calculated assuming straight-line propagation
with a sound speedcH representing the harmonic mean of
the measured sound-speed profile

cH5~zj82zi !Y E
zi

zj8 dz

c~z!
. ~A4!

An improved estimatep1 is obtained by expandingr (p) in a
Taylor’s series aboutp0 and neglecting nonlinear terms to
give

r ~p!5r ~p0!1
]r ~p0!

]p
~p2p0!, ~A5!

which has a solution

p5p01F]r ~p0!

]p G21

~r ~p!2r ~p0!!. ~A6!

In ~A6!, ]r /]p is determined by differentiating~A2! accord-
ing to Leibnitz’s rule to yield

]r

]p
5E

zi

zj8 c2~z!dz

@12p2c2~z!#3/2. ~A7!

If r (p) computed from~A2! is within the tolerance of the
desired range, the procedure is complete. If not, the starting
value is updated,p0←p, and the procedure repeated itera-
tively until a satisfactory value is obtained. The travel time
along the ray path is then computed using~A3!. Since New-
ton’s method converges quadratically near the solution, this
is an efficient method of determining direct eigenrays to high
precision. For all raytracing described in this paper, only one
or two iterations of Newton’s method were required to de-
termine the ray parameter to a range tolerance of 0.01 m.

In addition to computing travel times, the linearized in-
version algorithm requires partial derivatives of travel time
with respect to source and receiver coordinates. Consider
first the partial derivative with respect to horizontal coordi-
natexi . Employing the chain rule

]t

]xi
5

]t

]p

]p

]r

]r

]xi
5

]t

]p F ]r

]pG21 ]r

]xi
. ~A8!

The three partials on the right side of~A8! can be calculated
from ~A3!, ~A2!, and~A1!, respectively, yielding

]t

]xi
5p~xi2xj8!/r . ~A9!

Similarly, partial derivatives with respect to the other hori-
zontal coordinates are
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]t

]xj8
5p~xj82xi !/r , ~A10!

]t

]yi
5p~yi2yj8!/r , ~A11!

]t

]yj8
5p~yj82yi !/r . ~A12!

The partial derivative oft with respect to vertical coordinate
zi can be determined by differentiating~A3! to give

]t

]zi
5E

zi

zj8 pc~z!dz

@12p2c2~z!#3/2 S ]p

]zi
D

2
1

c~zi !@12p2c2~zi !#
1/2. ~A13!

An expression for]p/]zi can be obtained by noting that

]r

]zi
505E

zi

zj8 c~z!dz

@12p2c2~z!#3/2 S ]p

]zi
D

2
pc~zi !

@12p2c2~zi !#
1/2. ~A14!

Solving for ]p/]zi and substituting into~A13! yields

]t

]zi
5

1

c~zi !
@12p2c2~zi !#

1/2. ~A15!

Similarly,

]t

]zj8
52

1

c~zj8!
@12p2c2~zj8!#1/2. ~A16!
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This paper shows how the energy transfer between electromagnetic waves and elastic waves at the
surface of fluid or solid materials could constitute a new way to generate ultrasonic waves without
contact for the purpose of nondestructive evaluation and control. When time-gated microwaves
strike the surface of a material, there is a generation of ultrasonic waves. The times-of-flight of these
elastic waves inside the material decrease when the power of the incident microwaves increases.
Therefore, the diminution of the propagation path indicates that the energy transformation appears
in a volume close to the surface, the depth of which is increasing along with the power of the
microwaves and depends on the material properties. Consequently, the elastic wave generation is
attributed to the evolution of the power of the microwave during the gate width that governs the
frequency content of the ultrasonic waves. The generation of ultrasound is checked in water and
polymers. If the microwaves are not too attenuated in the material, the ultrasonic waves can be
generated both at input~air–solid! and output~solid–air! interfaces. These peculiarities can generate
new applications in the nondestructive evaluation and control of material. ©1998 Acoustical
Society of America.@S0001-4966~98!01308-3#

PACS numbers: 43.35.Cg, 43.35.Mr, 43.35.Zc@HEB#

INTRODUCTION

The nondestructive evaluation and testing~NDE and
NDT! of materials commonly involve the use of ultrasonic
waves.1 The standard techniques utilize an immersion me-
dium ~usually water! or a coupling agent between the mate-
rial and the piezoelectric transducer.

For over two decades, techniques that do not need any
contact or coupling medium have been developed. The non-
contact techniques to generate ultrasound are based on the
electromagnetic acoustic transducer~EMAT! air-coupled
transducers or laser impact.1

Microwaves are frequently used in the nondestructive
investigation of materials, like x rays, to produce images of
the transmitted intensity.1 Although the production of ultra-
sound from laser impact was intensely studied experimen-
tally and theoretically, the microwave impact was not well
mentioned in the NDE community. Although R. M. White2

presented the theoretical background in 1963, the production
of elastic waves from modulated microwave energy was es-
sentially noticed for their physiologist effects. Human sub-
jects hear a ‘‘click’’ when the head is irradiated with high-
energy microwave pulse. These effects were investigated by
the microwave community.3,4

In 1984 R. L. Nasoniet al.5 presented some preliminary
results on the generation of ultrasound from electromagnetic
waves through immersed interfaces. To the authors’ knowl-
edge, there have been no other attempts to use microwaves

as a tool to generate ultrasound without contact. The purpose
of this paper is to show the conditions for which microwaves
can produce ultrasound at air–liquid, air–solid, and solid–air
interfaces, and to describe initial experimental investigations
that will help to build the theoretical model of microwave-
elastic wave interaction.

First we describe the characteristic of the time-gated mi-
crowave source. Second, the generation in a volume close to
the air–liquid interface and the linearity of this phenomenon
is discussed. It is shown that the ultrasonic wave frequency
content is governed by the shape of the temporal gate. Third,
we introduce the generation of ultrasound by time-gated mi-
crowave near air–solid or solid–air interfaces, showing the
potential of this method for NDE and NDT. Finally, some
preliminary theoretical explanations are presented.

I. MICROWAVE SOURCE DESCRIPTION

The electromagnetic wave is produced by a magnetron
in the frequency range of 5.4–5.9 GHz~C Band! with a peak
power of 1 MW. A pulse of 0.56ms is applied to the cathode
of the magnetron. The repetition rate, 585 Hz, is fast enough
to permit fast averaging if necessary. The wave is delivered
by a standard wave guide R48~of cross section
522.15347.55 mm! that imposes the propagation mode
~TE10! ~Fig. 1!. At these frequencies, the microwave wave-
length is around 52 mm in vacuum and 62 mm in the wave-
guide. In order to use the lowest power possible and to prove
that compact sources could be designed in the future, a cou-
pler was used to divide the power by 10. The amplitude of
the pulse sent to the magnetron was adjusted to furnish aa!Electronic mail: hosten@lmp.u-bordeaux.fr
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power at the end of the waveguide varying from 0 to 100
kW. Another coupler diverted a small part of this energy to a
milliwattmeter ~HP 436A! in order to measure the micro-
wave power delivered at the end of the waveguide.

II. EXPERIMENTAL VERIFICATION OF ULTRASONIC
WAVE GENERATION

A. Generation at the air–liquid interface

Figure 1 presents the apparatus used to observe the gen-
eration of ultrasonic waves in water. Ultrasonic waves are
received by an immersion transducer at a central frequency
of 1 MHz ~Panametrics V302!. The distance between the end
of the microwave guide and the water surface isd2 ~20 mm!.
The distanced1 ~33 mm! is easily determined using the ul-
trasonic transducer in pulse-echo mode and measuring the
times-of-flight between echoes reflected by the water surface.
The time-of-flight between the two first echoes is 44.35ms
~velocity in water 1.49 mm/ms at 22 °C!.

Figure 2 presents the time history of the ultrasonic wave
generated by the microwave at the interface air–water. The

first transmission through the water layer is shown with two
successive echoes. The times-of-flight are 44.19 and 44.22
ms, respectively, between the first two echoes and the two
subsequent ones. The time is measured with the cross-
correlation function between echoes. The difference between
the time measurement gives the order of the experimental
errors that are mainly due to the slight shape difference of
the echoes~Fig. 2!. This observation proves that there is a
transfer of energy between the time-gated microwave and
ultrasonic waves near the air–liquid interface.

B. Frequency domain

The shape of the gate that modulates the microwave was
acquired and is shown in Fig. 3~a! and its spectrum in Fig.
3~b!. The bandwidth upper limit of this pulse is limited to
around 1 MHz. Figure 4 compares the frequency domain of
the first echo generated by the microwave and by the gen-
erator in the pulse-echo mode. The frequency spectrum of
the ultrasonic wave generated by the microwave and filtered
by the transducer receiver is comprised~at 26 dB! between
0.1 and 0.8 MHz. Then it seems reasonable to assume that
the frequency content of the ultrasonic wave generated by
the microwave source is controlled by the shape of the gate.
In the future, it will be more convenient to use a broadband
receiver, such as a laser probe.

C. Linearity

Figure 5 presents the evolution of the peak amplitude of
the first echo generated by the microwave function of the
instantaneous power of the microwave, in the range of 0 to
100 kW. This corresponds to a mean power of 0 to 34 W.
The energy transformation between microwave and ultra-
sound is a linear phenomenon in this energy range.

The amplification of the receiver was around 40 dB.
Clearly low power sources can be used in the future to gen-
erate ultrasonic waves in liquids.

FIG. 1. Experimental arrangement to generate ultrasonic wave in water.

FIG. 2. Ultrasonic waves generated by
microwave at the air/water interface.
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D. Shift of the time-of-flight versus power

It is noticeable to consider time-of-flight as a function of
source power. This time should be around 22.1ms according
to the previous measurement. This cannot be known abso-
lutely because there is an uncertainty between the trigger
position and the beginning of the magnetron oscillation.
However, the waveforms at various amounts of power can be
compared. As shown in Fig. 6, the times-of-flight decrease as
the power increases. If a source region between microwave
and elastic wave is considered near the surface, one can as-
sume that the source region depth is increasing with power
and the propagation distance of the ultrasonic wave is de-
creased. This depth can be estimated to around 370mm ~0.25
ms in water! for 50 kW and is about 100 times smaller than
the electromagnetic wavelength.

It is important to notice that the oscilloscope was trig-
gered by the gate, with no variation of the trigger position.
However, if one expects a slight supplementary delay when
the power is increased, the shift would be the reverse of what
it is shown in Fig. 6.

III. GENERATION AT THE INTERFACE AIR–SOLID
AND SOLID–AIR

A. Weakly absorbing materials

The experimental setup~Fig. 1! is slightly modified to
investigate ultrasonic wave generation in a solid. A contact
transducer~Panametrics 101; Central frequency 0.5 MHz! is
connected to the solid through a coupling medium~Fig. 7!.
The receiver is replaced by a more powerful amplifier~Pana-
metrics 5058 PR; Gain: 60 dB! since the ultrasonic wave
amplitudes in the solid were much smaller than in water.

Using the pulse-echo technique, the time-of-flight for a
round trip in a block of PVC was found equal to 25.6ms.
This value corresponds to a thickness of 29.5 mm with a
longitudinal wave velocity of 2.3 mm/ms. Figure 8 presents
the ultrasonic echoes generated by the microwave source at a
power of 100 kW. Although the noise in this waveform
could be easily suppressed by averaging, it is presented in
this way to estimate the signal-to-noise ratio.

The time-of-flight of the first echoU1 is about 12ms.
This measurement is not accurate since the beginning of the
echo is not well defined, nevertheless it proves that the

FIG. 3. ~a! Time history of the gate.~b! Frequency spectrum of the gate.

FIG. 4. Modulus of the frequency spectrum. Solid line: first ultrasonic echo
generated by the microwave. Dashed line: first ultrasonic echo generated by
the generator in the pulse-echo mode.

FIG. 5. Peak amplitude of the first echo generated by the microwave versus
power.
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source is located near the upper surface of the plate. The
measurement of the delay between echoesU1 and U2 is
more accurate since it is possible to isolate each echo with a
temporal window and to measure the delay by a standard
cross-correlation procedure. The result, 25.6ms, is identical
to the measure made with the pulse-echo technique.

Another echoL1 appears betweenU1 andU2 . The ar-
rival time of this echo, approximately 25ms, corresponds to
a round trip inside the plate. That means there is an impor-
tant source of ultrasonic waves located near the lower sur-
face. The delay~12.5 ms! between the echoesU1 andL1 is
slightly less than the time-of-flight for one trip inside the
plate. Therefore the sources at upper and lower surfaces are
located in a volume with a small thickness. The accurate
measurement of the source region depth must be performed
with a more precise setup since its value seems much smaller
than in the case of water.

By using a more absorbing material, it is easier to reveal
the presence of this source region. The PVC is replaced by a
1-cm-thick plate made of paraffin wax with 10% carbon
powder. The waveforms, presented in Fig. 9, show the varia-
tion of the amplitude and the time-of-flight of one echo as
a function of the electromagnetic wave power. As previ-
ously, the time-of-flight is decreased when the power is
increased. The difference is the order of 1ms which corre-

sponds to an estimated source region depth of 1 mm
(velocity'1.7 mm/ms) which is much larger than in water.
This must be explained by the attenuation of microwaves
which is much larger in water than in PVC.

B. Reflecting materials

As for optical waves, metals are almost pure reflectors
for electromagnetic waves. To observe the generation of ul-
trasonic waves in metal, the PVC plate was replaced by a
49.3-mm-thick plate made of aluminum. The corresponding
waveform is not shown here because the ultrasonic echoes
were corrupted by in the ambient electromagnetic noise, but
with a better setup one can imagine producing ultrasonic
waves in metals from electromagnetic waves. To enhance the
production of ultrasound, a 2-mm-thick water layer was
poured on the surface. The waveform is presented in Fig. 10.
The ultrasound amplitude was so important that the gain of
the receiver was set to 0 dB. The first arrival time
('8.2ms) in the first echo is only slightly larger than one
trip in the aluminum plate ('7.8ms). There is generation of
ultrasound everywhere in the water layer and almost at the
water–aluminum interface.

FIG. 7. Experimental setup to generate and receive the ultrasonic wave in
solid.

FIG. 8. Ultrasonic waves generated by microwave source at air/solid and
solid/air interfaces~electromagnetic power 100 kW!.

FIG. 6. First echoes generated by the electromagnetic wave for various values of the electromagnetic power.
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In order to explore the possible application to thein situ
nondestructive evaluation of metallic materials, a very thin
layer of paint was sprayed on the aluminum surface. The
gain of the receiver was again increased to 60 dB. The wave-
form in Fig. 11 shows the noise due to the electromagnetic
pulse and a first echo arriving at around 8ms. This result is
promising for NDE applications since structures are often
painted.

IV. MODEL

To build a model for the interaction between electro-
magnetic waves and elastic waves more precise experiments
and investigations are necessary. However, the following ex-
perimental considerations will be useful to develop a model:

~i! The evolution of the electromagnetic wave power cre-
ates elastic waves in a frequency domain imposed by
the gate width.

~ii ! The transduction is linear and occurs in a zone near
the interface.

~iii ! The source region depth depends on the material
properties and the power of the electromagnetic wave.
The higher the power or the higher the absorption of
the electromagnetic wave, the deeper the source re-
gion. Its depth is much smaller than the penetration
depth of the microwave inside the material, since the
microwave wavelength is much larger than the source
region.

Laser impacts also create elastic waves via several
mechanisms: radiation pressure, electrostriction, Brillouin
scattering, and thermoelastic expansion. The latter is domi-
nant under normal circumstances. These mechanisms and
their applications are completely described in literature and
textbooks.6,7 In addition, the presence of a ‘‘precursor’’ was
observed in laser generation and explained with one- or two-
dimensional models,2,8,9 taking into account the presence of a

FIG. 9. Ultrasonic wave generated in a plate made of paraffin wax with 10% carbon powder.

FIG. 10. Ultrasonic wave generated at the water/aluminum surface~electromagnetic power 100 kW!.
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source buried below the surface. The ‘‘precursor’’ appear-
ance is equivalent to what is observed from the evolution of
times-of-flight ~Fig. 6!. Since the electromagnetic source is
large in comparison with the ultrasonic wavelength, it is con-
ceivable that the one-dimensional model would be
appropriate.2,8,9

As explained in Ref. 9, a nonfocused laser source in the
thermoelastic regime generates two waves located at both
faces of the plate. A similar analysis would be appropriate
for a microwave source. The stresss induced by a tempera-
ture riseDT is given by

s~x,t !5C
]u~x,t !

]x
2lDT, ~1!

whereu is the normal displacement in the ultrasonic field,C
is the diagonal component of the rigidity tensor in thex
direction normal to the interface, andl is the thermal stress
coefficient. The interfaces atx50 andx5L are stress free,
thens(0,t)50 ands(L,t)50. Equation~1! implies there is
a displacement gradient atx50 andx5L. Therefore, two
waves are produced at both interfaces if the material does not
absorb too much of the electromagnetic energy. If the ab-
sorption is negligible, the spatial dependence ofDT is weak,
and the second term on the right-hand side in the wave equa-
tion

r
]2u~x,t !

]t2 5C
]2u~x,t !

]x2 2l
]DT

]x
~2!

can be neglected and the waves are produced near the inter-
faces. If the absorption increases, this term is responsible for
the buried sources of ultrasounds and the depth of the gen-
eration zone increases.

This model seems even more appropriate for the micro-
waves than for the optical waves since their wavelengths are
much larger. For instance, in this paper the microwave wave-
length is larger than the thickness of the tested materials.
Comparison between theory and experiment will be pre-
sented in a later paper.

V. CONCLUSIONS

This paper highlights the transformation of energy be-
tween electromagnetic waves and elastic waves through the
surface of liquid or solid materials.

The experimental considerations lead to a one-
dimensional thermoelastic model. More experiments must be
conducted to link the electromagnetic and elastic material
properties to the elastic waves characteristics. These experi-
mental observations will permit us to model the energy trans-
formation in order to estimate the penetration depth, to pre-
dict the response of any material and to consider the
applications to the nondestructive evaluation of materials.

Ultrasonic waves can be generated at interface air–solid
and also solid–air. If the electromagnetic attenuation is not
too significant, the electromagnetic wave can generate ultra-
sound inside the materials in a zone located near a cavity or
a delamination. Clearly, some important applications to the
nondestructive testing of material can be accomplished.

There is a very large spectrum of applications since the
gate width and shape of the microwave can be controlled to
produce lower frequency content. In the other way, ultra-
sonic waves with very high frequency content can be pro-
duced with shorter pulses and even a monocycle pulse
source.10
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A new improved continuum mixture model is developed for the propagation of axisymmetric
longitudinal waves in fibrous composites. The major improvement on the original model of
Hegemier, Gurtman, and Nayfeh@Int. J. Solids Struct.9, 395 ~1973!# is achieved by the inclusion
of the axial rate of change of the radial displacement in the shear constitutive relations which was
neglected previously. This model has also been extended to treat situations in which the fiber and
the matrix are anisotropic. The improved model is found superior to the original one, when
compared with the recently acquired experimental data and exact solutions. ©1998 Acoustical
Society of America.@S0001-4966~98!00508-6#

PACS numbers: 43.35.Cg@HEB#

INTRODUCTION

In a recent paper,1 Huang and Rokhlin presented low-
frequency experimental dispersion data for longitudinal
wave propagation in a fibrous composite system. The spe-
cific composite tested consisted of a titanium alloy matrix
reinforced with three-layer concentric cylindrical SiC fibers
~SCS-6!. Each fiber is about 140mm in total diameter and
consists of a carbon core and a SiC shell separated from the
matrix by another thin 3-mm-thick carbon layer. All fiber
layers, as well as the matrix, are isotropic materials. Huang
and Rokhlin compared this experimental data with the avail-
able continuum mixture theory model of Hegemieret al.2

Comparisons were shown to be good at arbitrary low-
frequency ranges. At relatively higher frequencies, the dis-
crepancy increases significantly and it was suggested that
better agreement with the exact solutions was expected. In a
subsequent paper,3 Huang and Rokhlin derived an exact dis-
persion relation for a multilayered concentric cylindrical fi-
ber reinforced composite. In their study, all of the fiber com-
ponents as well as the matrix are assumed isotropic.
Concurrent with their study, Nayfeh and Nagy4 derived exact
dispersion relations for a similar system when all individual
composite layers are anisotropic. Both of the exact solutions
were found to better fit the experimental data.

Due to the comparative simplicity, and ease in utility, of
the approximate mixture modeling, we have decided to ex-
amine the reason for its inability to better fit the data espe-
cially at the moderately higher-frequency ranges. We do this
with the intention of improving the previously constructed
model in Ref. 2. Before we proceed to derive the new im-
proved continuum mixture model, it is instructive to review
the various assumptions and approximations adopted in con-
structing the original model.

In the original continuum mixture theory, fibers made up
of single isotropic material are uniformly distributed in an
isotropic material matrix. The resulting hexagonal symmetry
of the unidirectionally reinforced composite permitted the
isolation of a representative unit cell, which in turn was mod-
eled as a concentric cylinder subjected at its outer boundary

to vanishing radial displacement and shear stress. Next,
guided by the various symmetries and fiber-matrix interface
conditions, certain approximate radial dependencies of some
of the field variables are assumed which satisfy these condi-
tions. The only other critical approximation was to neglect
the term representing the axial rate of change of the radial
displacement from the shear constitutive relation for both the
fiber and the matrix. As a consequence, the two-dimensional
field equations that hold in both the fiber and the matrix,
together with their interface continuity conditions, are re-
duced to a quasi-one-dimensional system of two coupled
partial differential equations that automatically satisfy all in-
terface and radial boundary conditions. By assuming a har-
monic solution for the field variables, the characteristic dis-
persion equation of the system is obtained. This
characteristic equation predicts the existence of two modes.
The fundamental one, which is the only mode that can propa-
gate at arbitrarily low frequencies, starts from the mixture
speed at the zero frequency limit and continuously varies to
the high-frequency limit of the bulk wave speed in the ma-
trix. The second mode appears after its cutoff frequency and
converges, at high frequencies, to the bulk wave speed in the
fiber.

In the present work, we develop an improved mixture
model based on retaining the term representing the axial rate
of change of the radial displacement, which was neglected in
the previous model. Since the continuum mixture solutions
are most appropriate for two homogenous phase media,
namely for media consisting of single material fiber and ma-
trix, we need to model the multilayered fiber of Ref. 1, as an
effective homogenized one. Due to the biased geometry of
the fiber layers, the effective fiber will have anisotropic prop-
erties or, more precisely, will exhibit transverse isotropy.
The effective anisotropic properties of the three-component
fiber tested in Ref. 1 will be constructed by a repetitive use
of the procedure developed by Nayfeh5 for deriving effective
properties for two-component fibrous composites. Thus, the
present situation dictates that the applicable continuum mix-
ture model has to be modified for anisotropic media. For this
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reason, we shall extend the original mixture modeling to in-
clude the appropriate transverse anisotropy which is inherent
in the tested sample. Moreover, although the matrix in most
applications is isotropic, without any extra efforts, we shall
also treat it as transversely isotropic. Situations involving
isotropic material fibers or matrix can then be easily obtained
as special cases by merely imposing the appropriate restric-
tions on their anisotropic properties.

The dispersion equation, resulting from the improved
model, will lead to three modes rather than two as predicted
by the original model. The new fundamental mode will show
dramatic improvements over its original counterpart in its
comparison with the experimental data. As shall also be
seen, curious, but interesting, observations are drawn from
examining the roles played by the various modes in both
models, especially in the high-frequency limits. For com-
pleteness, and in order to allow right comparisons, we shall
also extend the original continuum mixture model to trans-
versely anisotropic media. This, however, will be deduced as
a special case from the results of the present modeling.

I. ANALYTIC MODEL

A. Formulation of the problem

Consider the unidirectionally reinforced periodic com-
posite shown in Fig. 1~a!. It has a hexagonal symmetry with
a representative unit cell as shown in Fig. 1~b!. The specific

geometry shown corresponds to the sample tested in Ref. 1.
The fiber layers are assumed to be perfectly bonded together
and, in turn, to the matrix. To facilitate our analysis, we
approximate the unit cell with a concentric cylinder as shown
in Fig. 1~c!. Here, Fig. 1~c! implies that we have already
replaced the discrete fiber with an effective homogenized
one. It has an outer radiusr 2 with the effective fiber having
a radiusr 1 . The composite symmetry requires the cell in
Fig. 1~c! to be subjected to the indicated interface conditions,
and also to vanishing radial displacement and shear stress at
its outer boundary.

For axisymmetric longitudinal wave propagation, the be-
havior of the composite is described by the following two-
dimensional momentum equations:

]sz

]z
1

1

r

]

]r
~rs rz!5r

]2u

]t2 , ~1!

]s r

]r
1

]s rz

]z
1

1

r
~s r2su!5r

]2v
]t2 . ~2!

Identifying the fiber and matrix materials with the subscripts
f and m, respectively, the fiber and matrix have the trans-
versely isotropic materials constitutive relations taking the
form:

5
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suz
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where

«z5
]u

]z
, « r5

]v
]r

, «u5
v
r

, g rz5
]v
]z

1
]u

]r
~5!

are the axisymmetric strain displacement relations. Heres r ,
sz , su , and s rz are the nonvanishing components of the
stress tensor;u and v are the displacement components in
the longitudinal and radial directions, respectively.

FIG. 1. The composite panel model:~a! the composite panel,~b! the repre-
sentative unit cell, and~c! the effective fiber concentric cylinder model.
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We chose to expand the above equations for further use.
For axisymmetric longitudinal wave propagation in this sys-
tem, the applicable constitutive relations are

sz5C11

]u

]z
1

C12

r

]

]r
~rv !, ~6!

s r5C22

]v
]r

1
C23

r
v1C12

]u

]z
, ~7!

su5C33

v
r

1C23

]v
]r

1C12

]u

]z
, ~8!

s rz5C55S ]v
]z

1
]u

]r D , ~9!

which hold for the fiber ifCi j 5 f i j and for the matrix if
Ci j 5mi j .

The above field equations are supplemented with the
following symmetry and continuity conditions:

Symmetry:

v f~z,0,t !50, s rz f~z,0,t !50, s rzm~z,r 2 ,t !50,
~10a!

vm~z,r 2 ,t !50, ~10b!

Continuity ~on r 5r 1!:

s rz f~z,r 1 ,t !5s rzm~z,r 1 ,t !, v f~z,r 1 ,t !5vm~z,r 1 ,t !,

~10c!

s r f ~z,r 1 ,t !5s rm~z,r 1 ,t !, uf~z,r 1 ,t !5um~z,r 1 ,t !.

~10d!

B. Method of solution

Following the procedure outlined in Ref. 2 if Eqs.~1!
and ~6! are averaged according to

~ ! f5
1

pr 1
2 E

0

r 1
2p~ ! f dr, ~11a!

~ !m5
1

p~r 2
22r 1

2!
E

r 1

r 2
2p~ !m dr, ~11b!

and if the symmetry and continuity conditions~10a!–~10c!
are used, one obtains the quasi-one-dimensional momentum
equations

nf

]s̄z f

]z
52t1nfr f

]2ūf

]t2 , ~12!

nm

]s̄zm

]z
5t1nmrm

]2ūm

]t2 , ~13!

and the constitutive relations

nf s̄z f5 f 12S1nf f 11

]ūf

]z
, ~14!

nms̄zm52m12S1nmm11

]ūm

]z
. ~15!

Here nf and nm stand for the volume fractions of the fiber
and matrix materials, respectively, andt and S denote the

momentum and the constitutive relations interaction terms,
respectively; these quantities are defined as

nf5r 1
2/r 2

2, ~16a!

nm5~r 2
22r 1

2!/r 2
2, ~16b!

t52nfs* /r 1 , ~17a!

S52nfv* /r 1 , ~17b!

where s* and v* are the interface shear stress and radial
displacement; namely,

s* 5s rz f~z,r 1 ,t !5s rzm~z,r 1 ,t !, ~18!

v* 5v f~z,r 1 ,t !5vm~z,r 1 ,t !. ~19!

C. Evaluation of t and S

The remaining constitutive relations Eqs.~7!–~9! will
now be utilized to derive the relevant partial differential
equations describing the system in terms of the interaction
termst andS and the axial displacementsūf and ūm . Once
this is done, the problem described by Eqs.~12!–~15! re-
duces to a quasi-one-dimensional one which retains the in-
tegrity of the propagation in the individual fiber and matrix
components subject to the interaction termst and S. This
cannot, however, be done without adopting appropriate ap-
proximations. These concern the radial dependence of the
radial displacement and the shear stress. Accordingly, we
assume

v f~z,r ,t !5B~z,t !r , ~20a!

s rz f~z,r ,t !5A~z,t !r , ~20b!

vm~z,r ,t !5B~z,t !
nf

nm
S r 2

2

r 221D r , ~21a!

s rzm~z,r ,t !5A~z,t !
nf

nm
S r 2

2

r 221D r , ~21b!

chosen to automatically satisfy the symmetry conditions
~10a! and~10b! and the interface continuity conditions~10c!.

Introducing these approximations into the functions de-
fined in Eq.~17! yields

t52nfA, ~22!

S52nfB. ~23!

Using these expressions in Eqs.~12!–~15! leads to

nf

]s̄z f

]z
522nfA1nfr f

]2ūf

]t2 , ~24!

nm

]s̄zm

]z
522nfA1nmrm

]2ūm

]t2 , ~25!

nf s̄z f52nf f 12B1nf f 11

]ūf

]z
, ~26!

nms̄zm522m12nfB1nmm11

]ūm

]z
. ~27!
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At once, we notice that two coupled equations can be ob-
tained by substitutings̄z f and s̄zm from Eqs.~26! and ~27!
into Eqs.~10! and~11!, respectively, and using the relations
~22! and ~23! to eliminatet andS. This yields

nf f 11

]2ūf

]z2 12nf f 12

]B

]z
522nfA1nfr f

]2ūf

]t2 , ~28!

nmm11

]2ūm

]z2 12nfm12

]B

]z
522nfA1nmrm

]2ūm

]t2 .

~29!

Next, we start by satisfying the shear constitutive rela-
tion ~9!. Multiplying it with r 2 and integrating by parts in
accordance with Eq.~11a!, we directly obtain

u* 2ūf5
r 1

2

4 S A

f 55
2

]B

]z D , ~30a!

whereu* is the interface value ofuf .
Similarly, for the matrix material, if we multiply Eq.~9!

by (r 22r 2
2), substitute from Eq.~21b!, and integrate by parts

according to Eq.~11b! we obtain

u* 2ūm5
r 1

2Q

4 S A

m55
2

]B

]z D , ~30b!

where we have used the continuity relation required by Eq.
~10d!, namely

u* ~z,t !5uf~z,r 1 ,t !5um~z,r 1 ,t !. ~31!

Here Q5(1/nm
2 )(nf

224nf1312 ln nf) is a function of the
volume fractions only. By eliminatingu* from Eqs. ~30a!
and ~30b! we get the important relation

ūm2ūf5h2A2h1

]B

]z
, ~32a!

where

h15
r 1

2

4
~12Q!, h25

r 1
2

4 S 1

f 55
2

Q

m55
D . ~32b!

Next, we turn our attention to the radial and tangential
stresses. Subtracting Eq.~8! from Eq. ~7! we obtain

s r2su52C55S ]v
]r

2
v
r D . ~33!

Specializing this equation to the fiber using the approxima-
tion of Eq. ~20a! yields

s r f 5su f , ~34a!

and to the matrix, using Eq.~21a!, gives

s rm2sum52
4m55

nm

r 1
2

r 2 B. ~34b!

Following the above procedure, if we substitute from
Eqs. ~20b! and ~34a! into Eq. ~2!, multiply the resulting
equation byr 2, and integrate according to Eq.~11a!, we
obtain

s r* 2s̄ r f 1
r 1

2

4 S ]A

]z
2r f

]2B

]t2 D50. ~35a!

Similarly, substituting from Eqs.~21b! and ~34b! into Eq.
~2!, multiplying the resulting equation by (r 22r 2

2)/(r 2
2

2r 1
2), and integrating as per Eq.~11b! we obtain

s r* 2s̄ rm1
2m55

nm
2 ~nm1nf ln nf !B

1
r 1

2Q

4 S ]A

]z
2rm

]2B

]t2 D50, ~35b!

where

s r* ~z,t !5s r f ~z,r 1 ,t !5s rm~z,r 1 ,t !, ~36!

is the common interfacial radial stress.
Eliminating s r* from Eqs.~35a! and ~35b! yields

s̄ r f 2s̄ rm5
r 1

2

4 S ]A

]z
2r f

]2B

]t2 D2
r 1

2Q

4 S ]A

]z
2rm

]2B

]t2 D
2

2m55

nm
2 ~nm1nf ln nf !B. ~37!

We have so far identically satisfied all required interface
conditions. We now need to eliminates̄ r f ands̄nm from the
above equations. In order to do this, we specialize the con-
stitutive equation~7! for the fiber and matrix by substituting
into it from Eqs.~20a! and ~21a!, respectively, to obtain

s r f 5~ f 221 f 12!B1 f 12

]uf

]z
, ~38a!

s rm52
nf

nm
S m221m1212m55

r 2
2

r 2DB1m12

]um

]z
. ~38b!

Averaging Eqs.~38! according to Eq.~11! yields, for the
fiber and the matrix, respectively,

s̄ r f 5~ f 221 f 12!B1 f 12

]ūf

]z
, ~39a!

s̄ rm52
nf

nm
S m221m122

2m55

n2
ln nf DB1m12

]ūm

]z
.

~39b!

Eliminating s̄ r f and s̄ rm between Eqs.~37! and ~39a! and
~39b! we finally get the following important equation:

j1B1j2

]2B

]2t
5m12

]ūm

]z
2 f 12

]ūf

]z
1h1

]A

]z
, ~40a!

where

j15
1

nm
@nm~ f 221 f 12!1nf~m221m12!1m55#,

j25
r 1

2

4
~r f2Qrm!. ~40b!

The behavior of the composite system is completely de-
scribed by Eqs.~28!, ~29!, ~32!, and ~40!. As seen, this
system consists of four partial differential equations that
couple the two longitudinal averaged displacements, interfa-
cial shear stress and interfacial radial displacement. Before
we proceed to derive the characteristic dispersion equation
for this improved model we shall summarize the original
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continuum mixture model including anisotropic material
properties.

II. THE ORIGINAL CONTINUUM MIXTURE MODEL

The relevant mixture equations for the original mixture
model can be directly deduced from the results of the present
improved model as follows: First we neglect the]v/]z term
from the shear constitutive relation~9!. This reduces Eqs.
~30a! and ~30b! to

u* 2ūf5
r 1

2

4

A

f 55
, ~41a!

u* 2ūm5
r 1

2Q

4

A

m55
. ~41b!

These two equations can be manipulated to solve forA and
u* as

A5
G

2nf
~ ūm2ūf !, ~42!

and

u* 5
1

~m552 f 55Q!
~m55ūm2 f 55Qūf !, ~43!

whereG58 f 55m55/r 2
2(m552 f 55Q).

Next, specializing Eqs.~38a! and ~38b! to r 5r 1 and
invoking the interface continuity equation~10d! yields

B5
~m122 f 12!

2nfD

]u*

]z
, ~44a!

where

D5
1

2nfnm
@nm~ f 221 f 12!1nf~m221m12!12m55#.

~44b!

Combining this equation with Eq.~43! and, by eliminating
u* , we solve forB in terms of the strain components]ūf /]z
and]ūm /]z as

B5
F

2nf
S m55

]ūm

]z
2 f 55Q

]ūf

]z D , ~45a!

where

F5
~m122 f 12!

D~m552 f 55Q!
. ~45b!

Substituting from this equation back into the averaged
constitutive relations~26! and ~27!, combining the resulting
equations with Eq.~24! and~25!, and using Eq.~32! to elimi-
nateA leads to the two coupled partial differential equations

c11

]2ūf

]z2 1c12

]2ūm

]z2 2nfr f

]2ūf

]t2 2G~ ūf2ūm!50, ~46a!

c22

]2ūm

]z2 2c21

]2ūf

]z2 2nmrm

]2ūm

]t2 2G~ ūm2ūf !50.

~46b!

Here the coefficientsc11, c12, c21, c22 are given as combi-
nations of the fiber and matrix properties and volume frac-
tions as

c115nf f 112 f 12f 55FQ, c125 f 12m55F, ~47a!

c2152m12f 55FQ, c225nmm112m12m55F. ~47b!

III. HARMONIC WAVES

In order to derive the characteristic dispersion behavior
of the composite, we assume a steady-state harmonic solu-
tion for the system as

~ ūf ,ūm ,A,B!5~X1 ,X2 ,X3 ,X4!ei ~kz2vt !, ~48!

whereXi , i 51,...,4 are the amplitudes,k is the wave num-
ber, andv is the circular frequency. Substituting these ex-
pressions into the system of equations~28!, ~29!, ~32!, and
~40! and rearranging in matrix form, we obtain

F nf~r fv
22 f 11k

2! 0 2nf 2nf f 12k

0 nm~rmv22m11k
2! 22nf 22nfm12k

21 1 2h2 h1k

2 f 12k m12k h1k j12j2v2

G
3H X1

X2

X3

X4

J 50I . ~49!

For nontrivial solutions, the determinant must be zero; this
defines the expanded characteristic dispersion equation of the
system as

a1k62a2k41a3k22a450, ~50!

where

a15nmf 11m11h1
2,

a254h1~nf f 11m121nmf 12m11!12h2~nf f 11m12
2

1nmf 12
2 m11!1nmv2h1

2~m11r f1 f 11rm!

2nmf 11m11h2~j12j2v2!,

a354v2h1~nfm12r f1nmf 12rm!12v2h2~nfm12
2 r f

1nmf 12
2 rm!24nf~ f 122m12!

212~nf f 111nmm11!

3~j12j2v2!2nmv2h2~m11r f1 f 11rm!

3~j12j2v2!,

a45v2~2nfr f12nmrm2nmr frmh2!~j12j2v2!.

For a given frequency, this resulting equation admits six
solutions fork or, more precisely, three solutions fork2.
Thus, solutions fork occur in three pairs, each pair having
two k’s that are negative of each other. We shall label them
kq , q51,2,...,6. Three values ofk represent three wave num-
bers for three modes propagating in the positivez direction,
whereas the others represent three wave numbers of three
modes propagating in the negativez direction. The phase
velocity of each mode is defined ascq5v/kq . Similar dis-
persion characteristic equations can be easily obtained for the
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original mixture model by assuming harmonic solutions to
Eqs. ~46a! and ~46b!. This, however, lends to only two
propagating modes.

Based upon the two models described above, we now
proceed to construct dispersion curves for the composite
sample tested in Ref. 1. The isotopic material properties and
dimensions of both the fiber layers and the matrix are ob-
tained from Ref. 4 and reproduced in Table I.

As mentioned earlier in the Introduction, the effective
fiber anisotropic properties are calculated from these indi-
vidual isotropic properties by a repetitive application of the
procedure outlines in Ref. 5, which can handle single mate-
rial fiber and matrix. The construction procedure is outlined
as follows: first, the fiber core is assumed to be immersed in
a cladding surrounding and their combined stiffness matrix is
obtained. Second, the composite anisotropic combination of
core and cladding is assumed to be immersed in an inter-
phase carbon, and their combined stiffness matrix is ob-
tained. The resultingf i j matrix contains the stiffness coeffi-
cients of the transversely isotropic effective fiber calculated
as

f i j 53
381.3 58.24 58.24 0 0 0

58.24 262.8 56.20 0 0 0

58.24 56.20 262.8 0 0 0

0 0 0 37.29 0 0

0 0 0 0 65.35 0

0 0 0 0 0 65.35

4 .

~51!

The stiffness coefficients of the isotropic titanium matrix is
given as

mi j 53
193.0 103.0 103.0 0 0 0

103.0 193.0 103.0 0 0 0

103.0 103.0 193.0 0 0 0

0 0 0 45 0 0

0 0 0 0 45 0

0 0 0 0 0 45

4 . ~52!

The above stiffness matrices are all that is necessary to
generate the dispersion curves, based on solutions of Eq.
~50!. In Fig. 2 the frequency dependence of the fundamental
mode is plotted and compared with results obtained from the
exact solutions of Ref. 4 and the experimental data of Huang
and Rokhlin. Also included for comparison is the fundamen-
tal mode obtained from solution of the characteristic equa-
tion which can be easily obtained from Eqs.~46!. As can be
seen, significant improvements are achieved by the improved
mixture model when compared with the experimental data as
well as with the exact solution.

Extended frequency-dependent dispersion curves are
shown and compared for both mixture models in Fig. 3. Al-
though both mixture models are essentially valid for low-
frequency ranges, as this figure shows, the high-frequency
limits predict effective bulk waves with wave speeds that are
either pure or combinations of the virgin properties of the
fiber and matrix and their volume fractions. The original
mixture model predicts the two longitudinal pure bulk waves
of the fiber and the matrix, individually. These bulk wave
limits have previously been observed experimentally.6 The
improved model, on the other hand, predicts three bulk wave
limits; the two pure longitudinal and a mixture shear. An
analytical expression for this mixture shear wave speed limit
can be easily extracted from Eq.~50! as

cs
25

~12Q!2f 55m55

~r f2rmQ!~m552 f 55Q!
.

The curious observation here is the manner in which the
various modes evolve. Whereas both fundamental modes
converge at the zero frequency limit to the same effective
mixture wave speed, each converges, as the frequency in-
creases, to a different bulk wave. The mode of the original
model converges to a bulk longitudinal and that of the im-
proved model to the bulk mixture shear. Notice also that the

FIG. 2. Fundamental mode comparisons of both mixture models, the exact
solution and experimental data.

FIG. 3. Extended frequency mode comparisons for the two mixture models.

TABLE I. Material properties and dimensions for the fiber and matrix ma-
terials.

Material
Density
(kg/m3)

C11

~GPa!
C12

~GPa!
C13

~GPa!
C44

~GPa!
C55

~GPa!
Radius
~mm!

Isotropic carbon 1700 49 17 17 16 49 18
SiC 3200 446 92 92 177 446 68
Interphase carbon 2100 31 21.8 21.8 4.6 31 71
Titanium 5400 193 103 103 45 193 132.3
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cutoff frequency for the second modes of both models coin-
cide, but converge to the two bulk wave speeds as the fre-
quency increases.
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Lamb waves in highly attenuative plastic plates
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The influence of material attenuation on Lamb wave dispersion behavior has been studied
analytically. As the attenuation is increased, keeping the ratio of the bulk longitudinal to bulk shear
wave attenuation constant at the value measured in high-density polyethylene, the degree of
coupling between the shear and longitudinal partial waves decreases and the phase velocity
dispersion curves for different modes of the same symmetry can cross; this is not possible for an
elastic plate. With increasing attenuation, some modes become asymptotic to the bulk longitudinal
velocity at high frequency, rather than to the bulk shear velocity. At high values of attenuation, there
is minimal coupling between the longitudinal and shear partial waves and the behavior of the
longitudinal modes is analogous to that of a ‘‘fluid plate.’’ The predicted group velocities and
attenuations of selected modes in a high-density polyethylene plate have been checked
experimentally, and good agreement was obtained. ©1998 Acoustical Society of America.
@S0001-4966~98!02508-9#

PACS numbers: 43.35.Pt@HEB#

INTRODUCTION

Most of the literature on Lamb waves has to date con-
centrated on their propagation in materials which are elastic
with very little or no internal~material! damping. Attenua-
tion in Lamb waves can be broadly divided into two catego-
ries: attenuation caused as a result of energy transfer from
the material of interest into the surroundings~commonly
known as ‘‘leakage’’!, and internal~material! attenuation, for
example that which is found in a viscoelastic medium. There
has been a considerable amount of work on leakage~see, for
example, Refs. 1–5! but relatively little on the effect of ma-
terial attenuation. Plane waves propagating in a lossy me-
dium have been considered by many authors~see, for ex-
ample, Ref. 6! and the effect of anelasticity on surface waves
propagating on the surface of the earth has been studied by
geologists.7,8 Plate waves in viscoelastic media have been
analyzed by Chervinko and Senchenkov9 and Tanaka and
Kon-no.10 Nkemzi11 extended the work of Tanaka and Kon-
no, presenting the dispersion curves for a viscoelastic plate,
and investigating the relationship between the elastic and
viscoelastic solutions. However, the emphasis of the paper is
more on the solution technique than on the form of the dis-
persion curves.

The authors have been investigating different possible
methods for inspecting butt welds in plastic water pipes, one
possibility being to launch a Lamb wave along the pipe and
to monitor any reflection coming from the weld. This has the
potential attraction that if a suitable mode is chosen, the
whole weld can be inspected in a single test, without the
need to scan a transducer around the pipe circumference. A
similar technique has been used to detect corrosion and other
defects in metal pipes.12–15For this technique to be practical,
it is necessary to find a mode which will propagate with only
modest attenuation and which can be excited as a single
mode so that the received signal will not be complicated by
the presence of multiple modes.12

The families of modes in pipes are strongly related to

the Lamb modes in a plate, so it was decided to investigate
the simpler case of an attenuative plate in the initial study.
This paper considers the effect of attenuation on the Lamb
wave dispersion curves of a high-density polyethylene of the
type used in water and gas pipes. First the incorporation of
attenuation into the dispersion curve calculation is discussed.
A simple viscoelastic behavior is assumed and a solution of
the wave equation can be found by using a complex wave
number, the imaginary part representing the attenuation of
the wave. Dispersion curves are then predicted for different
levels of attenuation varying from zero to four times that
measured in the plastic. Selected points on these curves are
then verified experimentally.

I. ATTENUATION MODEL

The software used to predict the dispersion curves was
that described by Loweet al.5,16 For a plate in vacuum, it
employs a matrix technique based on satisfying the traction-
free boundary conditions at the surfaces of the plate, the
wave field being made up of the superposition of partial
waves.5 In the elastic case, the amplitudes of the partial
waves are assumed to be constant. In order to study the ef-
fects of attenuation, an expression for the attenuation of the
partial waves has to be included.

The first step is to decide on an appropriate attenuation
model to describe the material behavior. Many models exist
for this purpose~see, for example, Refs. 17 and 18!. One of
the most popular models is the Voigt viscoelastic model5,19

which is simple to use and has been shown to be fairly rep-
resentative of the behavior of real, attenuative materials. It is
commonly known as the ‘‘spring and dashpot in parallel’’
model in which the spring represents the elastic behavior of
the material and the dashpot the damping.

The effect of damping is to modify the Lame´ constantsl
andm into the following operators:
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l becomesl1
l8

v

]

]t
; m becomesm1

m8

v

]

]t
, ~1!

wherel8 andm8 represent the viscoelastic constants of the
material andv is the frequency.

If we substitute these operators into the displacement
equation of motion, we get the following equation:

r
]2u

]t2 5~l1m!“~“–u!1m¹2u

1S l81m8

v D“S“–

]u

]t D1S m8

v D¹2
]u

]t
, ~2!

whereu is the displacement vector in the cartesian coordi-
nate systemx, andr is the density.

By using the Helmholtz method~see, for example, Ref.
18! to decouple the motion into scalar dilatational and vector
rotational fields,f andc, we obtain

r
]2f

]t2 5S l12m1
l812m8

v

]

]t D¹2f, ~3!

r
]2c

]t2 5S m1
m8

v

]

]t D¹2c. ~4!

In the problems considered in this paper, only one compo-
nent ofc is nonzero; this is the component describing rota-
tion about the normal to the plane containing the direction of
propagation and the plate thickness. It can be shown that
functions of the form

f,c5C1,2e
i ~k–x2vt !, ~5!

whereC1,2 are arbitrary constants, satisfy the equations if the
wave numberk is complex, i.e.,k5kr1 ik i .

Rewriting the above equation yields

f,c5C1,2e
i ~kr–x2vt !e2ki–x. ~6!

In these equations, the first exponential term describes the
propagation of the wave, and the second exponential term
describes its decay. By substituting these equations into Eqs.
~3! and ~4!, we obtain complex expressionsa and b which
are constants for a given material~a andb correspond toa
andb, respectively, in Ref. 5!:

a5S l12m2 i ~l812m8!

r D 1/2

, ~7!

b5S m2 im8

r D 1/2

. ~8!

The real parts ofa and b are respectively the longitudinal
and shear phase velocities in the absence of attenuation. The
phase velocities in the presence of attenuation can be written

CL,S5
v

ukr u
. ~9!

Given thatCL,S are constant for a given material, it may be
shown5 that the imaginary part of the wave number~i.e., the
attenuation! is linearly proportional to frequency, as is the
real part. This implies that the attenuation per wavelength is
constant. The complex longitudinal and shear velocities

given by Eqs.~7! and~8! can now be used in the solution of
the Lamb wave problem. The solution technique is the same
as that used for the elastic plate case, except that both real
and imaginary parts of the wave number must be computed.5

II. THE EFFECT OF MATERIAL ATTENUATION ON
DISPERSION CURVES

A. Material properties

The material chosen for study was a high-density poly-
ethylene of the type used for plastic water and gas pipes. The
longitudinal and shear velocities and attenuations of the ma-
terial were measured from simple bulk wave experiments on
a cube of the material cut from the plate used in the Lamb
wave experiments which will be described in Sec. III, and
are shown in Table I. Some slight anisotropy was observed,
the difference between the velocities along the three axes of
the cube was about 5%. However, it was felt that these dif-
ferences were small enough to justify treating the material as
isotropic. The values given in Table I are those in the direc-
tion of propagation of the Lamb waves in the experiments of
Sec. III. The attenuations are expressed as nepers per wave-
length, indicating that the attenuation increases linearly with
frequency. Fourier analysis of the signals received in the
bulk wave experiments suggested that this was a good model
of the material behavior over the frequency range used in the
measurements~2–5 MHz for the shear wave and 2–14 MHz
for the longitudinal wave experiments!. Since polyethylene
is a viscoelastic material, it is reasonable to assume that this
behavior is also followed at frequencies down to the 0.1–0.3
MHz used in the Lamb wave experiments.

In the studies of the effect of material attenuation de-
scribed below, the shear and longitudinal velocities were
maintained at the values shown in Table I, while the longi-
tudinal and shear attenuation coefficients were changed from
their initial valuesaL andas to paL andpas , respectively.
Four cases,p50, 0.5, 1.0, and 4.0, were investigated. There-
fore the ratio of the shear to longitudinal attenuation coeffi-
cients was kept constant. However, since the difference be-
tween the longitudinal and shear wave attenuation
coefficients is proportional top, asp increases, the reduction
in the amplitude of a shear wave over a given propagation
path length increases compared to that of a longitudinal wave
of the same frequency.

B. Zero attenuation case „p 50…

Figure 1~a! shows the phase velocity dispersion curves
for the case of zero attenuation (p50). The modes shown in
bold correspond to those which are longitudinal through
thickness modes at cutoff.20 It can be seen that the first few
non-zeroth-order modes have fairly simple forms and that as

TABLE I. Material properties measured on high-density polyethylene.

Wave type Velocity~m/s!
Attenuation

~Np/wavelength!

Longitudinal 2340 (62%) 0.055 (65%)
Shear 950 (65%) 0.29 (610%)
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the frequency increases their phase velocities tend towards
the bulk shear velocity. As the mode order increases, modes
start to appear that seem to travel towards the bulk longitu-
dinal velocity but only do so temporarily, before continuing
down and heading towards the bulk shear velocity. The situ-
ation in this asymptotic region corresponds to the longitudi-
nal partial wave becoming parallel to the plate and subse-
quently becoming inhomogeneous. Similar asymptotic
behavior has been observed by Uberallet al.21 and
Mindlin.22

Uberall et al.21 found that the appearance of the longi-
tudinal asymptotic regions became more pronounced as the
bulk shear velocity was reduced while keeping the longitu-
dinal bulk velocity fixed. It has been noted that the physical
character of the Lamb modes in these regions is similar to
those observed in a fluid plate~i.e., in a material which is
unable to support shear motion23!. The fluid plate is equiva-
lent to the shear bulk velocity being set to zero, in which
case all modes tend towards the longitudinal bulk velocity
with increasing frequency.

According to Uberallet al.,21 the existence of longitudi-
nal asymptotic regions tends to suggest that in the longitudi-
nal bulk velocity region, the nature of the mode is essentially
longitudinal, whereas below the longitudinal bulk velocity
region, shear behavior dominates and above the longitudinal
bulk velocity the mode can be dominated either by shear or
longitudinal motion. This is demonstrated in Fig. 2~a! and
~b!, which shows the ratio of the amplitudes of the longitu-
dinal and shear partial waves as a function of frequency for
the s3 ~shear cutoff! ands6 ~longitudinal cutoff! modes, re-
spectively, together with the corresponding phase velocity
dispersion curves.~Strictly there are four partial waves in the
plate: shear and longitudinal partial waves propagating in the
upwards and downwards directions. However, the upwards
and downwards propagating waves of a given type have the
same amplitude, so it is only necessary to consider the ratio

of the longitudinal and shear amplitudes.! For the shear cut-
off mode @Fig. 2~a!#, the amplitude ratio is initially very
small, as expected; the amplitude ratio then rises when cou-
pling with the partial longitudinal wave occurs. In the region
near the bulk longitudinal velocity the amplitude ratio
reaches a maximum, indicating the longitudinal nature of the
mode in this region; it is also interesting to note that the

FIG. 1. Phase velocity dispersion
curves for four levels of attenuation:
~a! zero attenuation;~b! half measured
values; ~c! measured values;~d! four
times measured values. Longitudinal
cutoff modes shown in bold.

FIG. 2. Ratio of amplitudes of longitudinal and shear partial waves, together
with corresponding phase velocity dispersion curves for~a! shear cutoffs3

mode and~b! longitudinal cutoffs6 mode.
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phase velocity dispersion curve ‘‘plateaus’’ in the vicinity of
the bulk longitudinal velocity. Below the longitudinal bulk
velocity, the amplitude ratio is small, indicating the domi-
nant shear nature of the mode at high frequency. For the
longitudinal cutoff mode@Fig. 2~b!#, the amplitude ratio is
initially high at cutoff but descends to a minimum; at this
point the mode has become shear dominant. As the fre-
quency is increased, the ratio then rises to a maximum in the
longitudinal asymptotic region before dropping down as the
mode tends towards the shear bulk velocity. Note that, above
the longitudinal bulk velocity, the longitudinal cutoff mode
is not confined to being a longitudinal dominant mode, as
can be seen by the clear minimum in the amplitude ratio.

It is interesting to note in Fig. 1~a! that the longitudinal
asymptotic behavior becomes more pronounced as the fre-
quency increases. Also, as the mode order increases, the
curve for a given mode passes through more regions of re-
duced gradient~tending to form plateaux! as it moves from
cutoff to its high-frequency asymptote. By joining these re-
gions together, it is possible to visualize a new set of curves
as shown in bold in Fig. 3. In this figure, each new curve is
a single mode, either symmetric or antisymmetric in nature.
These curves all start off at cutoff as longitudinal through-
thickness modes and tend towards the longitudinal bulk ve-
locity at high frequency. Bold solid and dotted lines have
been used to denote plateauing regions belonging to symmet-
ric and antisymmetric modes, respectively. The case of
Lamb modes which are longitudinal at cutoff and tend to-
wards the longitudinal bulk velocity at high frequency are
observed in a fluid plate23 where the bulk shear wave cannot
exist. As soon as shear waves can propagate, coupling with
the longitudinal waves occurs. Uberallet al.21 suggest that
the coupling between longitudinal and shear bulk waves cre-
ates a repulsion effect~mode repulsion! whereby neighbor-
ing dispersion curves of the same type~symmetric or asym-
metric! repel each other and therefore like modes never
cross. Similar observations have been made by Mindlin.22 A
simple two degree of freedom spring-mass model for de-
scribing the coupling behavior when two Lamb modes ap-
proach each other on the dispersion curves has been given by
Yapura and Kinra,24 although this was not for a single lay-
ered plate but for a fluid–solid bilayer.

C. Half-attenuation case „p 50.5…

Figure 1~b! shows the phase velocity dispersion curves
for the case where the shear and longitudinal wave attenua-
tions are half the measured values. At the lower frequency
end, the dispersion curves appear to be very similar to those
of the zero attenuation case but differences start to appear as
the frequency increases. Certain modes (s4 , a6 , s7 , a8 , s9 ,
a11, s13) now have dispersion curves which are asymptotic
to the longitudinal bulk velocity, rather than the bulk shear
velocity, at high frequencies. The first three such modes stem
from modes which are through-thickness shear modes at cut-
off ~s4 , a6 , s7!; the rest are from modes which are through-
thickness longitudinal modes at cutoff (a8 , s9 , a11, s13). As
in the zero attenuation case, at high frequency the other
modes are asymptotic to the shear bulk velocity. Therefore,
four distinct groups of curves can exist when attenuation is
present: shear cutoff modes which are longitudinal
asymptotic, longitudinal cutoff modes which are longitudinal
asymptotic, longitudinal cutoff modes which are shear
asymptotic, and shear cutoff modes which are shear
asymptotic. It is interesting to note that there are three lon-
gitudinal cutoff modes which are asymptotic to the shear
bulk velocity (s2 , a4 , s6) and there are three shear cutoff
modes which are asymptotic to the longitudinal bulk velocity
(s4 , a6 , s7).

Another striking feature of the dispersion curves of Fig.
1~b! is that the curves for different modes of the same sym-
metry sometimes cross. For example, thea8 and a9 curves
cross at about 6.4 MHz-mm, whereas this never happens in
the zero attenuation case.22 A study of the mode shapes of
each mode at points around the crossing has confirmed that
there is a continuous evolution of mode shape along each
curve through the crossing region, thus confirming that the
curves do indeed cross. For example, Fig. 4 shows the mode
shapes corresponding to points A, B, C, and D on the phase
velocity dispersion curves of Fig. 1~b!. It is clear that points
A and B lie on the same mode, while C and D are on a
different mode, thus confirming that the modes do cross.
Further details of this can be found in Ref. 25. Also, the
phase velocity of some modes no longer varies monotoni-
cally with frequency, the phase velocity of, for example, the

FIG. 3. Phase velocity dispersion curves for elastic plate highlighting pla-
teauing regions. Heavy bold solid line: symmetric modes; heavy bold
dashed line: antisymmetric modes.

FIG. 4. Mode shapes showing variation of in-plane~———! and out-of-
plane~–––! displacements through the thickness of the plate for the half-
attenuation case corresponding to points~a! A; ~b! B; ~c! C; and ~d! D on
dispersion curves of Fig. 1~b!.
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a8 mode rising sharply at 6.4 MHz-mm before falling again.
It is interesting that the curves in Fig. 1~b!, which cross sev-
eral other curves~for example,s7 , a8 , a9!, are of a similar
form to the curves which would be obtained by joining the
plateauing regions in Fig. 3.

These phenomena do not occur at the lower frequency
end of the curves, which suggests that they may be associ-
ated with the relatively high attenuation of the shear partial
wave reducing the degree of coupling between the longitu-
dinal and shear waves as the frequency increases.

D. Full attenuation case „p 51…

Figure 1~c! shows the phase velocity dispersion curves
for the measured values of attenuation. Only one longitudinal
through thickness mode at cutoff is now asymptotic to the
bulk shear velocity at high frequency (s2) and, similarly, the
number of shear modes at cutoff which are asymptotic to the
longitudinal velocity at high frequency has been reduced to
one (s3). This suggests that the degree of coupling between
the longitudinal and shear waves is gradually decreasing as
the attenuation increases.

Figure 5 shows the attenuation dispersion curves for the
full attenuation case; again, the longitudinal cutoff modes are
shown in bold. The vertical scale is attenuation plate thick-
ness per unit propagation distance~Np-m/m!. No values have
been plotted at phase velocities higher than 5 km/s, corre-
sponding to the phase velocity dispersion curves of Fig. 1.
The lower frequency end of each curve is therefore either at
a phase velocity of 5 km/s or an attenuation thickness value
of 5 Np-m/m ~the top of the scale used!. The modes which
are asymptotic to the bulk longitudinal velocity~one shear
cutoff and the rest longitudinal cutoff! all have attenuations
which are asymptotic to the bulk longitudinal attenuation,
while the modes which are asymptotic to the bulk shear ve-
locity all have attenuations which are asymptotic to the bulk
shear attenuation.~The attenuation thickness is plotted as
Np-m/m, rather than Np-m/wavelength, so the bulk wave
attenuations increase linearly with frequency.! The attenua-
tion dispersion curves show that there are large differences in
the attenuation of different modes and this will be a major
factor in mode selection for practical testing.

E. Four times attenuation case „p 54…

Figure 1~d! shows the phase velocity dispersion curves
when the shear and longitudinal attenuations have been in-
creased to four times the experimentally measured values.
The shear cutoff modes are now incomplete at high phase
velocities. This is because solutions were difficult to find due
the very high levels of attenuation. There is now complete
separation between the longitudinal and shear cutoff modes,
the longitudinal cutoff modes all tending to the longitudinal
bulk velocity at high frequencies, while the shear cutoff
modes are all asymptotic to the shear bulk velocity. There
appears therefore to be minimal coupling between the longi-
tudinal and shear partial waves.

Figure 6 shows the dispersion curves for a ‘‘fluid plate’’
~i.e., a plate of a material which does not support a shear
wave!, the bulk longitudinal velocity having the value mea-
sured in high-density polyethylene. The curves are almost
identical to those of the longitudinal cutoff modes of Fig.
1~d!, confirming that, at high attenuations, the shear and lon-
gitudinal modes of the plate are virtually uncoupled. The
fluid plate curves are also very similar to those formed by
joining the plateauing regions of different modes in the elas-
tic plate case shown in Fig. 3.

III. EXPERIMENTAL VERIFICATION

A. s 2 mode

The experiments were designed both to verify selected
points on the dispersion curves, and to identify modes which
have potential for use in nondestructive testing. The param-
eters which can be measured most easily are the group ve-
locity and attenuation, provided we can obtain modes which
are not too dispersive. All the tests were carried out on a
12.7-mm-thick high-density polyethylene plate. It is very dif-
ficult to measure modes having attenuations over around 200
dB/m, and modes with attenuations higher than this would be
of no use in nondestructive testing; in the 12.7-mm-thick
plate used in the experiments, this corresponds to an attenu-
ation of 0.28 Np-m/m. Figure 4 shows that this means that it
will be difficult to measure any modes except those whose
attenuation is asymptotic to the bulk longitudinal attenuation.
It is also desirable to measure modes which are well sepa-
rated from other modes in phase velocity and/or group ve-
locity since if the phase velocity is well separated from other

FIG. 5. Attenuation dispersion curves for measured values of attenuation
plotted up to phase velocity of 5 km/s. Longitudinal cutoff modes shown in
bold.

FIG. 6. Phase velocity dispersion curves for a fluid plate having the longi-
tudinal velocity of high-density polyethylene.
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modes, it is relatively easy to excite a pure mode, while if the
group velocity is very different from that of other modes, the
signal of interest can be separated by time domain gating of
the received signal. Only a small number of modes meet
these criteria, so the experiments were limited to three
modes.

The first mode to be measured was thes2 mode, which
is the sole longitudinal cutoff, shear asymptotic mode shown
in Fig. 1~c!. This has a minimum attenuation at about 1.74
MHz-mm ~see Fig. 5! which also corresponds roughly to a
maximum in its group velocity as shown in Fig. 7. The mode
will therefore be relatively nondispersive at around this fre-
quency. The displacement mode shapes also reveal that the
mode has significant out-of-plane surface displacement
which makes it relatively easy to excite using water-coupled
transducers.26 The program for dispersion curve
calculation5,16 initially computes the wave-number–
frequency dispersion relationship, the other types of disper-
sion curve being obtained from this. The group velocity
curves of Fig. 7 were produced using the standard expression
~see, for example, Ref. 27!

cg5
dv

dk
. ~10!

In this computation, the real part of the wave number was
taken. Several gaps can be seen in the curves of Fig. 7; these
are regions where the calculation goes unstable. This occurs
particularly at the points of the phase velocity dispersion
curves of Fig. 1~c! where the phase velocity increases with
respect to frequency and then decreases again. The calcula-
tion was stable at the frequency–thickness products at which
the measurements were taken so sensible comparisons with
the experiments can be made. However, there is some uncer-
tainty about the meaning of group velocity in a lossy system
and its relationship with the velocity of energy propagation.
These issues will be explored in a future paper.

Figure 8 shows a schematic diagram of the equipment
used for excitation and reception. Two Panametrics 0.5 MHz
center frequency, 25 mm diameter, broadband unfocused
transducers were employed. The transducer holders were
sealed onto the test plate and filled with water so that cou-
pling between the transducers and the plate could be
achieved. The phase velocity of thes2 mode at 1.74
MHz-mm is 3 km/s so the appropriate angle of incidence in
water for excitation and reception is 30°. The frequency re-

quired in a 12.7-mm-thick plate was 137 kHz so the input
used was a 20-cycle, 137-kHz tone burst in a Hanning win-
dow which has a 20-dB down bandwidth of615 kHz. The
transducers were sufficiently broadband to give adequate re-
sponse at this frequency. The excitation signal was fed to the
transmitting transducer via a power amplifier which deliv-
ered approximately 150 V peak-peak. The received signal
was amplified by 60 dB in a Macro Design low-noise ampli-
fier. There is significant beam spreading at such a low fre-
quency with 25-mm-diam transducers, a simple analysis
based on a piston source28 indicating that the 6-dB down
points on the main lobe are at628° from the nominal inci-
dent angle. The combined effect of the beam spreading and
frequency bandwidth of the input signal is that excitation and
reception of a single mode is unlikely. Fortunately, however,
the modes neighboring the phase velocity of thes2 mode at
137 kHz are considerably more attenuative. Therefore, even
if these modes are excited, their presence is unlikely to in-
terfere with the measurements because their amplitudes will
die away very quickly with propagation distance.

The received signal for different separation distances be-
tween the transmitter and receiver was measured, the trans-
mitter position being fixed. Figure 9~a! and ~b! show the

FIG. 7. Group velocity dispersion curves of measured modes.

FIG. 8. Schematic diagram of experimental setup.

FIG. 9. Time history of receiveds2 mode; ~a! receiver position 1;~b! re-
ceiver position 2.
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received signal at two receiver positions 90 mm apart. The
form of the two signals is very similar and shows minimal
sign of dispersion, or the presence of other modes which
would tend to distort the signal as they would travel at dif-
ferent velocities. It was therefore possible to obtain the group
velocity from the difference in the time of flight between the
two receiver positions, and the attenuation was calculated
from the difference in the amplitudes of the signals.

Table II shows the measured and predicted group veloci-
ties and attenuations. The results show an agreement be-
tween predictions and measurements of better than 1% in
group velocity and 17% in attenuation. Given the difficulties
of measuring attenuation reliably~beam spreading, inconsis-
tent coupling etc!, this level of agreement is encouraging.

B. s 3 and a4 modes

The second set of experiments was at a center frequency
of 300 kHz, corresponding to a frequency thickness of 3.81
MHz-mm. The angle of incidence used was again appropri-
ate for a phase velocity of 3 km/s. This corresponds to a
point on thea4 dispersion curve, but beam spreading means
that thes3 mode is also likely to be excited strongly. Both
modes are asymptotic to the bulk longitudinal velocity at
high frequency and are in the group of relatively low attenu-
ation modes in Fig. 5.

The same rig and transducers were used as in the lower
frequency experiment and Fig. 10~a! and ~b! shows the sig-
nals obtained at receiver positions 56 mm apart, the excita-
tion again being a 20-cycle toneburst enclosed in a Hanning
window. The signal in Fig. 10~a! when the receiver was
closer to the source shows two overlapping signals which
have started to separate at the further position shown in Fig.
10~b!. Measurement of the group velocities and attenuations
of the modes is hampered by the overlapping, but estimates
were obtained which agreed quite well with the predictions,
as shown in Table II. It seemed desirable to test at greater
propagation distances where better separation would have
been achieved, but, unfortunately, the signal-to-noise ratio
was then degraded by the effects of attenuation, and no ad-
vantage was gained when this was attempted.

IV. CONCLUSIONS

The influence of material attenuation on the Lamb wave
dispersion behavior in plastic plates has been studied. The
shear wave attenuation per wavelength in high-density poly-
ethylene was found to be about five times that of the longi-
tudinal wave, and the effect of varying the values of the two
attenuations while keeping their ratio constant has been in-
vestigated. As the attenuation increases, the degree of cou-
pling between the shear and longitudinal partial waves de-

creases and the phase velocity dispersion curves for different
modes of the same symmetry can cross; this is not possible
for an elastic plate. With increasing attenuation, some modes
become asymptotic to the bulk longitudinal velocity at high
frequency, rather than to the bulk shear velocity. Where the
modes are dominated by the longitudinal partial wave, their
attenuation is much lower than that of the shear dominated
modes. At high values of attenuation, the modes which are
longitudinal through thickness at cutoff are all asymptotic to
the bulk longitudinal velocity, while those which are shear
through thickness at cutoff are all asymptotic to the bulk
shear velocity. There is then minimal coupling between the
two types of partial waves and the behavior of the longitu-
dinal modes is analogous to that seen in a ‘‘fluid plate.’’

The experimentally measured group velocities and at-
tenuations of thes2 , s3 , anda4 modes at selected frequen-
cies showed good agreement with the predictions. The
modes whose attenuation is asymptotic to that of the bulk
longitudinal wave are the only ones which are likely to be
useful in practical nondestructive testing. Of these, thes2

mode can be excited as essentially a pure mode at its maxi-
mum group velocity and is the most promising mode for use
in the nondestructive testing of high-density polyethylene
plates and pipes.

TABLE II. Comparison of predicted and measured group velocities and attenuations.

Mode

Group velocity~m/s! Attenuation~Np/mm!

Predicted Measured % error Predicted Measured % error

s2 1370 1364 0.4 0.0105 0.009 17
s3 2101 2121 1 0.01 0.013 23
a4 1594 1365 17 0.023 0.020 15

FIG. 10. Time history of receiveds3 /a4 modes;~a! receiver position 1;~b!
receiver position 2.
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Surface waves above thin porous layers saturated by air
at ultrasonic frequencies
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Experimental evidence of surface waves above thin porous layers of thickness varying from 1.8 to
6 mm of plastic foams having a porosity close to one is presented. Phase velocity measurements at
40 kHz indicate the presence of waves propagating slower than homogeneous plane waves. The pole
of the reflection coefficient related to these waves is detected by near-field holography at 20 kHz.
The different experimental results are compared with predictions obtained by replacing the air inside
the layers by an equivalent fluid, and using methods developed in the context of electromagnetism
to localize the poles of the reflection coefficient. ©1998 Acoustical Society of America.
@S0001-4966~98!00208-2#

PACS numbers: 43.35.Pt@HEB#

INTRODUCTION

Surface waves can propagate above comblike structures
and honeycombs, and their main characteristics have been
measured.1 These structures are anisotropic porous media,
the ‘‘airborne’’ surface wave is created by a sound source in
air, the frame of the structure being motionless. Other kinds
of surface waves related to ultrasound propagation in the
elastic frame of porous media have been predicted2,3 and
detected.4,5 The presence of an ‘‘airborne’’ surface wave
above usual porous medialike reticulated foams~in a reticu-
lated foam, the membranes of the cells have been removed!
has never been detected by direct measurement of the phase
velocity in the direction parallel to the surface, and of the
exponential decay with increasing distance to the surface.6

The localization of a pole of the reflection coefficient, related
to an airborne surface wave, has been performed recently7

for the case of thin layers at low and medium frequencies,
with the near-field acoustical holography method8,9 ~NAH!
developed by Tamura. In the present study, the presence of a
surface wave is suggested at 40 kHz, over thin samples of
plastic foam, from time-of-flight measurements. The NAH
method has been used at 20 kHz to localize the pole, this
frequency being now approximately the highest limit of re-
liability. The NAH method is used for the first time to detect
poles at high frequencies. The modeling of the experiments
at 20 and 40 kHz is performed by using classical methods
and concepts. The air in the porous medium is replaced by an
equivalent fluid,10 and the properties of the leaky waves and
the surface waves are investigated with methods previously
developed for the similar case, never transposed to acoustics
as far as we know, of transverse magnetic waves over a
grounded dielectric.11

I. EQUIVALENT FLUID IN POROUS MEDIA

For the materials considered in the present work, which
have a low flow resistivity and a density much larger than the
air density, the vibrations of the frame induced by an acous-
tic field in air can be neglected at high frequencies. A de-
tailed study at high and low frequencies of the decoupling of
the frame has been performed by Bardotet al.12

Sound propagation in the air in a porous medium is
modified by the interactions between air and the motionless
porous frame. Air can be replaced by an equivalent fluid,
characterized by an effective complex densityr1 being dif-
ferent from the air densityr, which takes into account the
inertial and the viscous interaction, and a bulk modulusx1

which is not the adiabatic bulk modulusx of the free air
(x5gP whereg is the ratio of the specific heats andP the
static atmospheric pressure!, due to the thermal exchanges
with the frame. Letv andp be the macroscopic air velocity
and pressure. The bulk modulus and the effective density are
related by

r1

]v

]t
52“p, ~1!

]p

]t
52“•v. ~2!

Sound propagation in air in the layer is characterized by the
wave numberk1 and the characteristic impedanceZ1 , given
by

k15v~r1 /x1!1/2, ~3!

Z15~r1x1!1/2 ~4!

that are different from the wave numberk and the character-
istic impedanceZ in the free air. The effective densityr1

and the bulk modulusx1 can be written@with the time de-
pendence exp(2jvt)], respectively,10

a!On leave from Laboratoire d’Acoustique de l’Universite´ du Maine,
UMR 6613, Avenue Olivier Messiaen, Le Mans, France.
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r15a`rF11 j
sf

vra`
S 12

4 j a`
2 hrv

s2L2f2 D 1/2G , ~5!

x15
gP

g2~g21!@11~8 j h/L82 Pr vr!~12 j r~v Pr L82/16h!!1/2#21 . ~6!

In these equations,a` is the tortuosity,L andL8 the viscous
and thermal characteristic lengths,f the porosity,s the flow
resistivity,h the viscosity, and Pr the Prandtl number for air.
It may be recalled thatL is a pore-size parameter13 related to
the viscous interaction, and is equal, likeL8, to the radius of
the pores for identical circular cross-sectional shaped pores.
Equations~5! and ~6! represent reasonable approximations
which have been used successfully for different kinds of po-
rous media, including reticulated foams.14–17 At high fre-
quencies, when the viscous skin depthd5(2h/rv)1/2 is
much smaller than the viscous dimensionL, Eqs.~5! and~6!
can be rewritten

r15a`rF11~11 j !
d

LG , ~7!

x15
gP

g2~g21!@12~11 j !~d/Pr1/2 L8!#
. ~8!

These simple asymptotic expressions have precise physical
justifications.14,15 It may be noticed that the damping, related
to the imaginary parts ofr1 and x1 decreases when fre-
quency increases, and if tortuosity is close to one, the
equivalent fluid is not very different from air at high frequen-
cies. The validity of these expressions is limited at high
frequencies16 by scattering. The limit depends on the dimen-
sions that characterize the cross section of the solid bonds.
Foams similar to material A have been studied in Ref. 16.
Equations~5! and~6! are valid at frequencies lower than 100
kHz.

Two foams were used in the present work. One is a
completely reticulated foam denoted as material A. For this
material, all the parameters of Eqs.~5! and ~6! have been
evaluated, from time-of-flight and attenuation
measurements18,19 for tortuosity a` and characteristic di-
mensionsL andL8, and by classical methods for the other
parameters. The second material, denoted as material B, is a
partially reticulated foam. Due to scattering around 100 kHz,
where ultrasonic measurements are performed,L andL8 are
not measurable and have been adjusted. The acoustic param-
eters are given in Table I for both materials. The predicted

values ofm5r1 /r andn5k1 /k at 40 kHz are also given in
Table I.

The measured tortuosity for material A is equal to 1.05,
and equal to 1.28 for material B. This difference will provide
an illustration of the influence of tortuosity on the properties
of the airborne surface wave. Different layers of material A
and material B are used in what follows. Their thicknesses
are equal to 6 mm~A1!, 5 mm ~A2!, 2.5 mm~A3!, 1.8 mm
~A4!, and 2 mm~B1!.

II. SURFACE AND LEAKY WAVES ABOVE A POROUS
LAYER

Surface waves in this work are similar to the waves
defined by Tolstoy,20 that exist over motionless rough sur-
faces, and are always related to a pole of the reflection coef-
ficient. A porous layer on a rigid impervious backing is rep-
resented in Fig. 1~a!. A plane wave impinges upon the layer
with an angle of incidenceu which can be complex if the
wave is inhomogeneous, and a related refraction angleu1

which is complex, due to the damping. A detailed description
of inhomogeneous waves and of the use of complex angles
has been performed by Deschamps.21 Like in the work by
Brekhovskikh and Godin,22 the wave-number components of
the reflected wave arekz5k cosu, kx5k sinu. The surface
impedanceZs of the layer, i.e., the ratio of the acoustic pres-
sure to thez component of acoustic velocity in the frequency
domain, is given by

Zs52 j
Z1

cosu1
cot~k1l cosu1!, ~9!

wherel is the thickness of the sample. For materials with a
largeunu, u1 is close to zero in a large range of variation for
u, and Zs is close to 2 jZ1 cot(k1l). A simplified model
where the porous layer is replaced by an impedance plane
can be used. The impedance plane is not a suitable represen-
tation in our case. The reflection coefficient is given by

TABLE I. The acoustical parameters for material A and material B, and the ratiosn5k1 /k andm5r1 /r at 40
kHz. For material A the thicknessess of the layers are 6 mm~A1!, 5 mm~A2!, 2.5 mm~A3!, 1.8 mm~A4!, and
for material B 2 mm ~B1!.

Tortuosity Porosity

Flow
resistivity
Nsm24

Characteristic
dimensions

mm

Refraction indexn and
normalized effective densitym

at 40 kHz
a` f s L L8 n m

A 1.05 0.98 2800 0.25 0.65 1.051 j 0.026 1.11 j 0.047
B 1.28 0.97 3370 0.05 0.30 1.271 j 0.12 1.561 j 0.28
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R~cosu!5
m cosu1 jn cosu1f tan~k1l cosu1!

m cosu2 jn cosu1f tan~k1l cosu1!
.

~10!

The poles correspond to a zero of the denominator and are
solutions of

cosu5 j
n

m
cosu1f tan~k1l cosu1!, ~11!

where cosu and cosu1 are related by

cos2 u512n21n2 cos2 u1 . ~12!

These poles correspond to surface waves or leaky waves.
The distinction in the present work is the same as in the book
by Collin ~Ref. 11, p. 493! and the work by Tamir and
Oliner,23 where the surface wave, in the absence of losses, is
related to pure positive imaginary quantities for thez com-
ponentkz of the wave-number vector. Then thex component
kx is real and larger thank (kx

25k22kz
2). If sin up is the pole

related to the surface wave in the complex sinu plane, sinup

is imaginary and cosup larger than one. Always for lossless
media, poles with complex values of sinup are related to
leaky waves. When the condition of zero loss is removed,
poles related to the surface waves become complex. Air can
be considered as lossless, and the direction of evanescence
and of propagation are always perpendicular in air. A repre-
sentation of the surface wave for an hypothetical lossless
layer is given in Fig. 1~b!, and for the case of a weak damp-
ing in Fig. 1~c!. The slight clockwise rotation of the wave-
number vector results in ax componentkx ~or a sinup! with
a small positive part. Thex dependence of the amplitude is
exp(jk sinupx). The phase velocitycp in the x direction is
v/(k Re sinup) and Re sinup5c/cp . The wave is damped in
the x direction with a damping coefficientk Im(sinup).

Equations similar to Eqs.~11! and~12! give the location
of the poles of the reflection coefficient for transverse mag-
netic ~TM! waves over a grounded dielectric sheet.11 A
method described by Collin11 can be used to find the poles
related to the surface waves when damping is removed.
Damping at high frequencies is small in the studied porous
materials, and the location of the poles is not strongly modi-
fied if damping is removed. Letu andv be the parameters

u52 jkl cosu, ~13!

v5k1l cosu1 . ~14!

Equations~11! and ~12! can be rewritten, with the help of
Eqs.~13! and ~14!

u5
fv
m

tan v, ~15!

u21v25~k1
22k2!l 2, ~16!

where all the parameters are real if damping is removed. In
that case, a circle in the (u,v) plane represents Eq.~16!, and
the surface waves correspond to the intersections of the
circle with the curve related to Eq.~15! such asu.0.

A graphical representation of Eqs.~15! and~16! is given
in Fig. 2 for a layer of thicknessl 52 mm of material B at 40
kHz, the damping is removed by settings50, andL andL8
infinite. Then k15a`

1/2k, and m5a` . There is always at
least one intersection, and the number of intersections and of
surface waves increases with the radius of the circle. It can
be shown that only one surface wave can propagate over the
porous layers studied, at 20 kHz and also at 40 kHz. This is
still true when the small damping is not neglected. The com-
plex angle related to this wave will be denoted asup .

When uk1l u!1, the pole of the existing surface wave is
located at sinup given, at the second-order approximation in
k1l , by7

sin up511
f2k1

2l 2~n221!2

2n2m2 . ~17!

In order to obtain more precise evaluations of sinup , Eq.
~17! can be used for a very small thickness, and the solution
modified progressively by an iterative process whenl in-
creases, so that it remains a solution of Eqs.~11! and ~12!.

When uk1l u!1, the pole is close to the real sinu axis in
the complex sinu plane. It has been detected previously at
low frequencies.7 This pole is studied with the Tamura
method in Sec. IV at 20 kHz, and the related surface wave
with the time-of-flight measurements in Sec. V at 40 kHz. It
may be noticed that the surface wave is related, for the case
of the grounded dielectric, to a trapped wave inside the di-
electric, which undergoes total reflection at the contact sur-

FIG. 1. Plane waves above a porous layer:~a! the classical representation of
the incident, reflected, and refracted field,~b! surface waves when losses in
the layer are removed (u5p/22 j w), ~c! actual surface wave (u5p/21a
2 j w).

FIG. 2. Graphical localization of the poles related to the surface waves
when damping is removed. The curves with the two asymptotes and the
circle are related to Eqs.~15! and ~16!, respectively.
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faces with ground and with air. The surface wave is the
evanescent field related in air to the totally reflected field.
The situation is similar for the porous layer, there is no sur-
face wave inside the layer. The surface waves, when damp-
ing is removed, correspond to real solutions (u,v) of Eqs.
~15! and ~16!. An infinite number of complex solutions ex-
ists, related to leaky waves.11,22The complex solution can be
calculated, like for the case of electromagnetic waves over a
grounded dielectric sheet,11 by setting k1l cosu15hl5a
1 jb, and eliminating cosu between Eqs.~11! and~12!. The
resulting equation can be written

cos2~a1 jb !5
2f2n2

m2 F ~12n2!k1
2l 2

a1 jb
1n2S 12

f2

m2D G21

.

~18!

The solutions of Eq.~18! can be calculated easily whenl
→0. This equation can be replaced by

tan~a1 jb !56 j
m

f
, ~19!

anda1 jb is given by

a1 jb560.5j log„~12m/f!/~11m/f!…1Kp, ~20!

K being any integer. The solutions of Eq.~20! with the mi-
nus sign before the log function can be removed, because
opposite values of cosu1 are related to the same couple
(sinu, cosu!. The solutions of Eq.~20! can be modified
progressively, like for the case of the surface wave, in order
to remain solutions of Eq.~18! when l increases. In the ab-
sence of damping, leaky waves can be associated by couples
(u,u8) such as

sin u5sin* u, ~21!

cosu852cos* u. ~22!

This property of the leaky waves has been previously
noticed by Tamir and Oliner23 in the context of electromag-
netic waves. Each pair is related to an intersection of the
circle @Eq. ~16!# and a branch of the curve@Eq. ~15!#. When
the circle intersects a branch of the curve, two real solutions
of Eqs.~15! and ~16! exist. When the radius of the circle is
too small for an intersection to occur, these solutions become
complex and correspond to a couple of leaky waves. The
location of the six leaky waves closest to the real sinu axis is
given in Table II for a layer of material a of thicknessl
50.5 cm at 20 kHz. Relations~21! and ~22! are approxi-
mately verified, due to the weak damping. These waves are
improper, i.e., the imaginary part of cosu is negative and
they increase exponentially far away from the layer. This
property was also noted by Tamir and Oliner23 in the context
of electromagnetic waves.

III. THE SURFACE WAVE IN THE FAR FIELD OF A
POINT SOURCE

A modeling of the far field of a monopole over a porous
layer is performed in this section. It is shown that at grazing
incidence, the surface wave provides the main contribution
to the far field. The sourceS and the receiverM are repre-
sented in Fig. 3 over a porous layer. The distance between
the source and the receiver isR1 , and the angle of specular
reflection isu0 . The cylindrical coordinates of the source
and the receiver are (z0 ,o) and (z,r ), respectively. The di-
rect and the reflected field,pi andpr , can be written22

pi5„exp~ ikR1!…/R1 , ~23!

pr5
j

2 E
2`

1`

H0
~1!~j !R~m!exp@ j m~z1z0!#

j dj

m
, ~24!

where

m5Ak22j2, j,k, m5 jAj22k2, j.k,

R(m) is the reflection coefficient for plane waves given by
Eq. ~10! with cosu5m, andH0

(1) is the Hankel function of
the first kind. The far reflected field can be calculated with
the saddle point method by using previous results obtained
by Brekhovskikh and Godin.22 The integral in Eq.~24! is
performed over the path of steepest descent defined in the
complexq5sinu plane by

q sin u01~12q2!1/2 cosu0511 js2, 2`,s,`.
~25!

The limit of the path when the specular reflection angleu0 is
equal top/2 is a vertical line Req5s, limited by Imq50.
This path, and the path related tou054p/9, are represented

TABLE II. The poles related to the leaky waves for a layer of thicknessl 50.5 cm of material A at 20 kHz.

sinu51.0731 j 0.57 sinu50.761 j 2.26 sinu50.7021 j 4.05
cosu50.852 j 0.74 cosu52.452 j 0.71 cosu50.852 j 0.68

sinu851.0052 j 0.68 sinu850.7242 j 2.45 sinu850.682 j 4.23
cosu850.972 j 0.70 cosu8522.632 j 0.67 cosu8524.232 j 0.66

FIG. 3. The sourceS and the receiverM over a porous layer. The angle of
specular reflection isu0 , the distance fromM to S is R1 .
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in Fig. 4. The saddle point is located on the path atq
5sinu0. A cut must be set in theq plane, because cosu is
not single valued. It may be defined by22

Im~12sin2 u!5u, 0<u,`. ~26!

It consists in the real axis from sinu521 to sinu51, and
the imaginary axis. The left-hand branch of the path, be-
tween the positive imaginary axis and the crossing with the
real axis for sinu,1, lies in the unphysical Riemann sheet
where Im(cosu),0. This part of the path is indicated by
dashes in Fig. 4. Poles in theq plane which are crossed when
the path of steepest descent is deformed into the initial path
~the real sinu axis! are related to surface and leaky waves in
the far field. Poles of Table II with Im(sinu).0 are repre-
sented in Fig. 4~a!, the pole related to the surface wave for
layer A3 at 20 kHz is represented in Fig. 4~b!. In Fig. 4~a!
two poles such as 0,Re(sinup),1 can be crossed, because
the left-hand side branch of the path and the pole are in the
unphysical Riemann sheet. The contribution of the related
waves can be neglected, due to the strong damping
@ Im(sinu).2#, and it can also be neglected at 40 kHz for the
different layers considered. For thicker layers these poles can
be closer to the real axis and their contribution non-

negligible. The presence of the poles related to the leaky
waves and their possible contribution are taken into account
in similar electromagnetic problems.11,23 In our case, only
the contribution of the pole related to the surface wave has to
be taken into account. This pole is close to sinu51 for the
thin layers studied~see Table III! and can be crossed only if
u0 is close top/2. The pole and the saddle point are close to
each other at grazing incidence. The standard steepest de-
scent method must be modified if the pole and the saddle
point are close to each other,22 and the calculation is not
easy, due to the involved dependence ofR on sinu.

An approximation can be performed by using a simpli-
fied expression forR valid on the portion of the path of
steepest descent close to the pole and the saddle point, which
provides the major contribution to the integral. When sinu is
very close to 1, cos2 u1 is close to 121/n2, anducosuu!1 for
the materials concerned in this study. A development at the
first-order approximation of tan(k1l cosu1) in Eq. ~10! gives

R~cosu!5

S j
m

n
cosu1fk1l S 12

1

n2 1cos2 u D D
S j

m

n
cosu2fk1l S 12

1

n2 1cos2 u D D .

~27!

Neglecting cos2 u provides

R~cosu!5

S cosu2 j
n

m
fk1l S 12

1

n2D D
S cosu1 j

n

m
fk1l S 12

1

n2D D . ~28!

Equation~28! yields the reflection coefficient of an imped-
ance plane, the impedanceZp being given by

Zp52 j
Z1

f
Xk1l S 12

1

n2D C21

, ~29!

which is the first-order approximation of the surface imped-
anceZs of the layer in the vicinity of the pole and the saddle
point. The location of the pole for this impedance plane isup

such as

sin up5~12Z2/Zp
2!1/2. ~30!

This equation gives the same location as Eq.~17!.

FIG. 4. ~a! The complex sinu plane. Two paths of steepest descent are
represented,D(u5p/2) andD8(u054p/9). The cut is shown by strokes on
the axes. The portion ofD8 in the unphysical Riemann sheet is shown by
dashes. Poles of Table II with the Re sinu.0 related to the leaky waves are
shown withd. ~b! Zoom of~a!. Pole related to the surface wave for material
A3 at 20 kHz~sinu51.0131 j 1.5831022! is shown with ad.

TABLE III. Measured location of the maximum of the reflection coefficient
on the real sinu axis (sinuM) and predicted pole related to the surface wave
~20 kHz!.

Layer sinuM

Predicted sinup

~surface wave!

A1 1.02760.005 1.01760.003
1 j (23102261022)

A3 1.01360.005 1.00460.001
1 j (0.55310226231022)

B1 1.05260.005 1.041 j 3.831022
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The far-field reflected pressurepr has been calculated by
Breskhovskikh and Godin22 for an impedance plane when
the pole is close to the saddle point. In Ref. 22,pr is given
by

pr5
exp~ jkR1!

R1
R~cosu0!

1F2k cos2 up

r sin up
G1/2

expS jkR1 cos~up2u0!2 j
p

4 D
3$Ap„11erf u1u21 exp~2u2!…%, ~31!

whereu is given by

u5 j $kR1„j 2 j cos~up2u0!…%1/2. ~32!

The second term on the right-hand side of Eq.~31! is related
to the surface wave. This term disappears when the pole lies
far enough from the domain where it can be crossed by the
path of steepest descent. The surface wave also disappears
when the thicknessl→0 because cosup→0. When u0

→p/2, R(cosu0)521, and the first term on the right-hand
side of Eq.~31! cancels the direct field. At grazing incidence,
the one surface wave for the case of thin layers provides the
main contribution to the far field, andpt is given by

pt5
2k cos2 up

R1 sin up
exp~ jkR1sin up!2Ap expS 2 j

p

4 D .

~33!

Equation~31! can be valid forukR1u@1. At 40 kHz for R1

510 cm, ukR1u574. In Sec. V, the distance between the
receiver and the source is always larger than 10 cm.

IV. EXPERIMENTAL EVIDENCE OF THE POLE
RELATED TO THE SURFACE WAVE

Experiments have been performed at 20 kHz to detect
the poles of the reflection coefficient with the Tamura
method. The method has been used previously in the audible
frequency range to detect a pole over a porous layer7 and a
honeycomb structure.24 A sound source creates an axisym-
metric field over the porous layer. Measurements of the pres-
sure on two axial lines atz5z1 , andz5z2 can provide an
evaluation of the plane-wave reflection coefficient sinu real
,1 ~ordinary plane waves!, and sinu real.1 ~evanescent
waves!. If a pole is located close to the real sinu axis, the
reflection coefficient can present a peak for sinu real in the
neighborhood of the pole. Measurements have been per-
formed on three layers at 20 kHz, at the upper limit where
the method can provide reliable measurements.

Simplifications were done on the original setup used at
audible frequencies. The source is a tube of diameter equal to
4 mm, fed by a tweeter, and the receiver is a B&K 4170
microphone, with a probe of diameter equal to 1.4 mm. A
pure-tone signal is used. The dimensions of the layers are
about 40340 cm. The height of the source is 5 mm, and the
two measurement lines are at 0.7 and 2.0 mm from the layer.
The interval between the measured points is 1 mm, and mea-
surements were performed at 150 points on each line. The
location of the poles in the sinu plane for the surface waves,
obtained with the parameters of Table I, is indicated in Table

III. The uncertainty on sinup is indicated for the layers made
of material A, for which all parameters have been measured.
It has been obtained from the uncertaintiesDL5DL8
50.025 mm, Ds5500 Nsm24, Da`50.015, and D l
50.1 mm. The poles are close to the Re sinu axis, and the
reflection coefficient, measured with the Tamura method on
the Re sinu axis, must present a maximum for sinu close to
the abscissa of the pole. The location of the measured maxi-
mum on the Re sinu axis is denoted as sinuM in Table III.
The uncertainty on sinuM , obtained from repeated measure-
ments performed in slightly different conditions is 0.005.
The method has not been used for layer A2 and A4, the
lateral dimensions of the sample being too small. For layer
A4, the predicted value for Re sinup at 20 kHz is 1.002, and
the Tamura method would not have provided significant in-
formation. A systematic difference about 1022 exists be-
tween both quantities, but the behavior of sinuM and pre-
dicted Re sinup is the same whenl increases. Moreover, it
appears that an increase in tortuosity creates a noticeable
increase of the real part of sinup , and a similar shift of
sinuM . The measured and predicted reflection coefficients
are represented for sinu real up to sinu51.4 in Figs. 5 and 6

FIG. 5. Modulus of the reflection coefficient for layer A3 at 20 kHz on the
real sinu axis. Measurement ----, prediction ———.

FIG. 6. Modulus of the reflection coefficient for layer B1 at 20 kHz on the
real sinu axis. Measurement ----, prediction ———.
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for layer A3 and layer B1, respectively. For layer A3, the
measured peak is significantly broader than the predicted
one. The predicted peaks can be broadened by decreasing the
characteristic dimensions, but the maximum is shifted far
from the measured values. The broadening could be due to
the fact that the layer is not perfectly homogeneous, but the
effect cannot be modelized. It may be noticed that the pre-
dictions are obtained without an adjustable parameter for this
layer. For the layer B1, the characteristic dimensions have
been adjusted, and the tortuosity was evaluated only in the
direction normal to the faces of the layer. The angleu1 ,
related to the pressure field of the surface wave is not close
to 0. Prediction and measurements would be in a better
agreement with a planar tortuosity larger than the normal
tortuosity. We have preferred not to use too many unknown
parameters in the modeling. The peaks ofuRu in the vicinity
of the predicted poles are a striking evidence of the presence
of the pole. In the audible frequency range, which is the
usual frequency range of the Tamura method, measured and
predicted values of sinuM for a fibrous layer7 are very close
to each other. Another manifestation of the surface wave is
presented in the next section.

V. TIME-OF-FLIGHT MEASUREMENT

At 40 kHz, the Tamura method cannot be used, and
time-of-flight measurements are performed. The incident
field is created by a tweeter at grazing incidence. A receiver
~B&K 4138 microphone! is set successively at 15 and 18 cm
from the tweeter. As pointed out by Brekhovskikh and Godin
~Ref. 22, p. 60!, due to diffraction, the actual field has a
structure similar to the one of a cylindrical wave which has,
like a line source, inhomogeneous components. For a line
source, like for a monopole source, poles in the unphysical
Riemann sheet can be captured by the steepest descent
path,11,23 but for the layer used in the present work, the re-
lated leaky waves disappear in the far field. In the far field,
sufficiently close to the layer, the direct and the reflected
field cancel, and the main contribution can be provided by
the surface wave. It can be expected that this is also true for
our experiment. Two signals are used successively, a long
tone burst represented in Fig. 7 which has a narrow spectrum
in the frequency domain, and a sine signal. There is no no-

ticeable modification of the shape of the burst depending on
the location of the microphone over the porous layer. The
time of flight of the burst between the two positions of the
microphone is measured, and a measurement of the phase
velocity cp is performed with the sine signal. The first mea-
surement allows a unique choice between the infinite number
of possible results with the sine signal. A calibration is per-
formed by measuring the sound speedc by removing the
porous layer. From Sec. II, Re sinup5c/cp . The precision on
c/cp , obtained from different measurements performed with
slightly different conditions, is 231023. The measured val-
ues for Re sinup are given in Table IV for a distance equal to
0.5 mm between the receiver and the layer. There is a good
agreement between measurement and prediction, except for
layer A4 such as the order of magnitude of sinup21 is com-
parable to the uncertainty on sinup . The measured values of
cp are stationary when the receiver is located at distances
from the porous layer smaller than 0.4 cm, but for a distance
larger than 1 cm,cp andc become indistinguishable. A rea-
sonable interpretation is that the surface wave is the main
component of the field close to the layer, and that at dis-
tances larger than 1 cm, the direct and the reflected field
become more important than the surface wave. Precise mea-
surements of the damping perpendicularly to the layer are
not possible, because the distance where the surface wave is
dominant is too small. There is no measurement reported for
layer A1 in Table IV, the measured velocity is equal to the
sound speed in free air. The thickness of layer A2~5 cm! is
the upper limit where the surface wave has been detected. It
may be noticed that for layers having a tortuosity close to 1,
sin up is very close to 1 for the small thicknesses, and when
sinup is significantly different from 1, whenl increases suf-
ficiently, the damping in thex direction becomes non-
negligible. This appears clearly in Table IV where predicted
sinup are given for layers of material A for different thick-
nesses. Due to this damping, it is difficult, in the far field, to
observe a surface wave having a phase velocity significantly
different from the one of an ordinary propagating wave.

VI. CONCLUSION

Poles of the reflection coefficient of a thin porous layer,
related to the surface and leaky waves, have been predicted
by using methods previously developed in the domain of
electromagnetic waves. Measurements of the reflection coef-
ficient of inhomogeneous waves confirm the presence of a
pole related to a surface wave. Measurements of the phase

FIG. 7. The burst used for time-of-flight measurements.

TABLE IV. Measured Re sinup and predicted sinup at 40 kHz.

Layer Measured Re sinup Predicted sinup

A2 1.03660.002 1.02560.005
1 j (23102260.231022)

A3 1.0160.002 1.0160.003
1 j (0.9931022260.131022)

A4 1.002360.002 1.00660.002
1 j (63102360.531023)

B1 1.08860.002 1.11 j 7.631022
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velocity in the far field close to the layer indicate the pres-
ence of a wave propagating at the velocity predicted for the
surface wave. The main problem related to the observation
of these waves is explained.
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The acoustic wave field generated in front of a submerged fiber tip by short laser pulses is
theoretically and experimentally studied by fast imaging and optical pressure measurements. It is
shown that the finite size of the fiber causes strong tensile stress leading to cavitation. Depending on
the absorption coefficient of the laser radiation, cavitation-induced bubble formation occurs inside
~low absorption! or outside~high absorption! the volume of heat deposition. The results are used to
characterize the cavitation bubble formation mechanisms and to predict possible consequences for
applications of fiber-guided short-pulsed laser sources in medicine. ©1998 Acoustical Society of
America.@S0001-4966~98!02408-4#
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INTRODUCTION

The increasing employment of pulsed laser sources for
medical applications has fostered the study of photomechani-
cal aspects of laser–tissue interaction. Regardless of their
origin, such as thermoelastic expansion, explosive vaporiza-
tion, cavitation, or stress wave emission, photomechanical
effects have been recognized of being important both for
supporting tissue ablation and for causing unwanted side
effects.1–5 The relative importance of photomechanical ver-
sus photothermal effects depends on the ratio of pulse dura-
tion to relaxation times of stress (tac) and temperature (t th),
given by

tac5
d

c
and t th5

d2

4k
, ~1!

whered is the smallest dimension of the irradiated volume
~either the laser beam radius or the optical penetration
depth!, k is the thermal diffusivity, andc is the speed of
sound. If the pulse duration is shorter thant th , the interac-
tion is thermally confined and the maximum possible aver-
age temperature is obtained in the target volume. In this case
the distribution of thermal energy is determined by the laser
light distribution. Short laser pulses fulfilling the condition of
thermal confinement are successfully applied in minimally
invasive surgery, because with each laser pulse sufficient en-
ergy can be delivered to precisely ablate tissue before heat is
transferred to surrounding tissue. This limits the extent of
thermal damage adjacent to the ablation crater. If the laser
pulse is also shorter thantac , the condition of stress confine-
ment is satisfied, leading to a high-amplitude thermoelastic
stress wave. When generated at a boundary to a medium with
lower acoustic impedance~e.g., tissue–air!, this wave con-
tains, owing to reflection at the interface, both compressive
and tensile stresses. The interaction of such a bipolar stress

wave with tissue can lead to rupture and subsequent ejection
of tissue fragments, a process called spallation.6–8 In com-
parison with a purely thermal evaporation process, photome-
chanical ablation needs much less energy per unit volume for
material removal. Therefore, generally, the ablation thresh-
old for short pulses is much lower than for long pulses,
where heat and stress are not confined.9,10

For the use in minimally invasive surgery, laser pulses
are mostly delivered to the treatment site via optical fibers.
During treatment, the fiber tip is either in direct contact with
the tissue~contact mode! or is held at a certain distance
~noncontact mode!. If the fiber tip borders on an absorbing
medium, the thermoelastic stress wave caused by absorption
of a short laser pulse is launched from a volume directly
adjacent to the fiber tip. This volume, which forms the
acoustic source, is the region where laser energy is depos-
ited. Its size is given by the cross-sectional area of the optical
fiber times the optical penetration depth (1/ma) in the ab-
sorber. Due to the material properties and the usually cylin-
drical shape of the fiber, the wave is influenced by very
specific boundary and starting conditions:

~i! The fiber has a higher acoustic impedance than the
medium into which the wave is emitted~usually water
or tissue with high water content!. Therefore a part of
the wave is reflected at the fiber tip with positive sign.

~ii ! The stress wave source has circular symmetry.
~iii ! Since multimode fibers are used to transmit high-

power laser radiation, the radial distribution of laser
radiation at the fiber tip has an extreme top-hat profile
with a more or less homogeneous spatial intensity dis-
tribution, depending on the mode structure of the laser
beam.

As any wave emitted from a source of finite size, ther-
moelastic stress waves generated at a fiber tip are subject to
diffraction. Together with conditions~i!–~iii !, this has a
strong influence on the temporal and spatial evolution of thea!Electronic mail: guenther.paltauf@kfunigraz.ac.at
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acoustic field in front of the fiber. One of the most important
features of this field is the occurrence of strong tensile
stresses near the fiber tip. This has been observed experimen-
tally in time-resolved schlieren images, where we found
cavitation near the symmetry axis of the fiber shortly~within
a few hundred nanoseconds! after the laser pulse.11 Since the
cavitation zone was outside the heated volume, we could
exclude thermal effects as the origin of these bubbles. First
theoretical calculations and the visual observation of stress
wave propagation have confirmed the hypothesis that tensile
stresses and cavitation are due to diffraction of the ther-
moelastic wave at the circular boundary of the acoustic
source in front of the fiber tip.

Acoustic diffraction effects have been widely investi-
gated, mainly in the context of experimental techniques that
derive information about the optical properties and the struc-
ture of samples from measurements of optoacoustic waves.
In these applications, diffraction plays an important role as it
changes both the shape and the amplitude of the acoustic
wave during propagation. The most obvious of these changes
is the transformation of a wave emitted from a cylindrical
disc into its derivative at some distance from the source.12

Such a transformation has to be taken into account in mea-
suring techniques such as optoacoustic tomography13 or
measurements of tissue optical properties,14–17 where the
main information is contained in the temporal profile of the
recorded stress. The potential destructive effect of diffracted
optoacoustic waves has been recognized in ophthalmology,
where the tensile stresses can cause damage to ocular
structures.18

In this study we will concentrate on the evolution of the
acoustic field near the optical fiber tip where the cavitation
effect is observed. For the characterization of a point in the
acoustic field relative to the source, usually the concept of
near and far field is used. If the diameter of the source is
much larger than the acoustic wavelength, then the border
between near and far field is located at a distancezf from the
fiber tip,12 defined by

zf5
D2

4lac
, ~2!

whereD is the diameter of the source andlac is the acoustic
wavelength, given by twice the optical penetration depth.
Qualitatively, the near field can be described as the zone
where at any point on the symmetry axis the plane wave that
propagates in axial direction passes before the signal from
the lateral boundary of the source arrives. According to this
definition, there is no such boundary if the acoustic wave-
length is larger than the radius of the source.

Cavitation strongly influences the mechanical and opti-
cal properties of the medium in front of the fiber tip and
thereby determines the physical interaction processes and
also the outcome of a surgical procedure. It is therefore of
importance to know the origin as well as the temporal and
spatial development of tensile stresses that are responsible
for cavity formation. In this study we present a thorough
analysis of the stress wave emission from a liquid volume in
contact with an optical fiber tip after absorption of a short
laser pulse. In the theoretical part we use a model that de-

scribes the pressure–time history at an arbitrary point in, or
outside, the laser-irradiated volume. Additionally, experi-
mental observations of cavitation and stress wave propaga-
tion will be presented and compared with theoretical find-
ings.

I. GENERATION OF PHOTOACOUSTIC WAVES IN
LIQUIDS

In the regime of thermal confinement and in the absence
of viscous damping, the photoacoustic wave equation in
terms of the velocity potentialc has the form19

¹2c2
1

c2

]2c

]t2 5
b

rCp
S, ~3!

whereb is the thermal expansion coefficient,r is the density,
Cp is the specific heat capacity at constant pressure, andS is
the heat generated per unit volume and time. The pressurep
and the velocity of a volume elementu can be obtained from
c by the relations

p52r
]c

]t
and u5gradc. ~4!

The heat source termS can be an arbitrary function of time
and space. However, we will first concentrate on the case of
instantaneous heat deposition whereS can be expressed as

S~r ,t !5W~r !d~ t !; ~5!

W(r ) is the absorbed volumetric energy density andd(t) the
Dirac delta function. In this case, a solution of the wave
equation can be derived from the following formula:20

c~r ,t !52
t

4pr

bc2

Cp
E E

ur2r8u5ct

W~r 8! ds, ~6!

where r 8 denotes a point in the source volume,ds is the
surface element on a unit sphere, and the integration has to
be carried out on the surface of a sphere with radiusct
around the observation pointr . For a cylindrical symmetry
~using r and z for the radial and axial coordinates!, the en-
ergy density in a pure absorber can be written as

W~r ,z!5maH0f ~r !exp~2maz!, ~7!

where H0 is the incident radiant exposure at the surface
(z50) of the absorbing liquid,ma is the absorption coeffi-
cient, and f (r ) is a dimensionless function describing the
radial laser beam profile. Instantaneous heating causes a dis-
tribution of photoacoustic pressure at time zerop0(r ,z) that
is proportional to the energy density:

p0~r ,z!5
bc2

Cp
W~r ,z!5GW~r ,z!, ~8!

whereG is the Grüneisen coefficient. Substituting~8! and~4!
into ~6! yields

p~r ,z,t !5
]

]t F t

4p E E
R5ct

p0~r 8,z8! dsG . ~9!
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Here R is the radius of the sphere around the observation
point over which the integration is performed. The acoustic
field in front of the fiber tip contains contributions from re-
flection at the water–glass interface. These can be taken into
account by assuming an image distributionp0* (r 8,z8) at z8
,0, given by

p0* ~r 8,z8!5Racp0~r 8,2z8! ~10!

with Rac the acoustic reflectivity of the interface.Rac is
equal21 for a free surface and11 for a rigid surface. The
acoustic reflectivity depends, in general, on the angle of in-
cidenceu and is given by the relation20

Rac5
r2c2 cosu2r1Ac1

22c2
2 sin2 u

r2c2 cosu1r1Ac1
22c2

2 sin2 u
. ~11!

For a water–quartz interface withr252500 kg/m3, c2

55200 m/s,r151000 kg/m3 andc151500 m/s, the value of
Rac varies between 0.8 at normal incidence and 1 atu.16°.

Let us first consider the case of a perfect top-hat beam
profile ~fiber radiusa! with

f ~r 8!51, r 8<a,
~12!

f ~r 8!50, r 8.a.

If we further assume a constantRac and limit ourselves to a
point on the positivez axis, integration of~9! is straightfor-
ward and yields forz.a

p~z,t !5
GmaH0

2
~p11p2!, range 1:ct<a,

p~z,t !5
GmaH0

2
~p11p22p42p5!,

range 2:a,ct<z,
~13a!

p~z,t !5
GmaH0

2
~Racp31p22p42p5!,

range 3:z,ct<Az21a2,

p~z,t !5
GmaH0

2
@Rac~p32p6!1p22p5#,

range 4:ct.Az21a2,

with

p15exp„ma~ct2z!…, p25exp„2ma~ct1z!…,

p35exp„2ma~ct2z!…,

p45
ct

Ac2t22a2
exp„ma~Ac2t22a22z!…, ~13b!

p55
ct

Ac2t22a2
exp„2ma~Ac2t22a21z!…,

p65
ct

Ac2t22a2
exp„2ma~Ac2t22a22z!….

For z,a, the boundaries of the ranges change to

range 1:ct<z; range 2:z,ct<a;

range 3:a,ct<Az21a2; range 4:ct.Az21a2,

and the signal in range 2 becomes

p~z,t !5
GmaH0

2
~Racp31p2!. ~14!

As required for a purely one-dimensional wave (a5`) all
factors depending on the beam diameter vanish and the so-
lution is given by a combination of simple exponential func-
tions (p1 ,p2 ,p3). The one-dimensional solution can there-
fore be obtained by translating with the speed of sound half
of the initial pressure distribution in the positivez direction
and the other half in the negativez direction, taking into
account the reflection of the latter at the interface. Measure-
ment of the one-dimensional portion of a wave outside the
source volume provides an accurate method to derive the
optical absorption coefficient. Since the first part of such a
wave is proportional top1 , a linear fit to the logarithm of the
signal has a slope equal to the productmac.

For the calculation of off-axis signals, Eq.~9! has to be
integrated numerically. A more realistic beam profile is

f ~r 8!51, r 8<a,
~15!

f ~r 8!5exp„2~r 82a!2/d2
…, r 8.a,

whered characterizes the falling slope of the beam profile at
the fiber edge. Measurements of the beam profile in front of
the fiber tip with a CCD camera suggest a ratioa/d'10.
Also, the finite pulse duration can be taken into account by
convolution of the delta-pulse solution with the temporal
profile of the laser pulse. For a Gaussian pulse we obtain

p~r ,z,t !5
*2`

1`e2~2t8/tp!2
pd~r ,z,t2t8! dt8

*2`
1`e2~2t8/tp!2

dt8
, ~16!

wherepd(r ,z,t) is the solution that was obtained by assum-
ing delta-pulse irradiation andtp is the pulse duration.

In the following, all calculated signals will be presented
in terms of normalized pressure, given as the absolute pres-
sure divided by the factorGmaH0 . Figure 1 shows the tem-
poral development of the normalized pressure for three
cases: An analytical solution for a perfect top-hat beam pro-

FIG. 1. Photoacoustic signals in water calculated for a point on the fiber
axis, 200mm away from the fiber tip, assuming an absorption coefficient of
ma5840 cm21 and different beam profiles and pulse durations: top-hat~a
5200mm, d50, delta-pulse!, trapezoidal ~a5180mm, d520mm, tp

56 ns! and Gaussian~a50, d5200mm, tp56 ns!.
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file and instantaneous heat deposition is compared with two
numerical solutions for a finite pulse duration of 6 ns, one for
a trapezoidal radial profile~a5180mm andd520mm! and
the other one for a Gaussian profile~a50, d5200mm!. All
signals were calculated for a point in the near field
(z5200mm) of a source with 400-mm diameter. The posi-
tive peak represents the plane wave propagating in the axial
direction, whereas the negative peak comes from the edge of
the source. Stress relaxation during the finite pulse duration
causes some minor changes to the compressive part of the
waves. The tensile part, however, strongly depends on the
radial beam profile and is highest for the perfect top-hat dis-
tribution.

II. EXPERIMENTAL METHODS

Pulses with a duration of 6 ns from an optical parametric
oscillator~OPO! were coupled into an optical fiber. The dis-
tal end of the fiber was submerged in an aqueous solution of
10 g/l Orange G. This dye has a strong absorption peak at
490 nm with a sharply falling slope towards longer wave-
lengths. By tuning the OPO from 490 to 555 nm we could
vary the absorption coefficient of the dye solution fromma

5840 cm21 to ma526 cm21. Absorption coefficients were
determined from the rising slope of stress signals, measured
with a pressure detector made of a 9-mm-thick piezoelectric
polyvinylidenefluoride~PVDF! film. Before the experiments
the dye solution was filtered through a 200-nm pore diameter
filter. For time-resolved observation of cavitation and stress
wave propagation the region below the submerged fiber tip
was imaged with a time-gated video camera using an expo-
sure time of 10 ns. The delay time between laser pulse and
video exposure could be varied between 0 and 1000ms. An
illumination pulse with a duration of 1ms was created by a
xenon lamp at appropriate delay after the laser pulse and was
guided to the sample via a 400mm core diameter fiber. The
tip of the illuminating fiber was imaged onto an aperture in
front of the camera objective to enhance the contrast of pres-
sure gradients~Fig. 2!.

For temporally and spatially resolved detection of acous-
tic waves we used an optical transducer that has been de-
scribed previously.21 It is based on changes of reflectance of
a glass–water boundary during passage of a pressure wave.
The fast variations of reflectance are probed with a continu-
ous HeNe laser that is focused onto the interface. The small
elliptical detector spot with principal diameters of approxi-
mately 150 and 300mm is imaged with a lens onto the active
area of a fast photodiode. A high sensitivity for the detector
is achieved by using an incident angle slightly smaller than

the critical angle of total internal reflection. Spatially re-
solved detection of thermoelastic stress waves in the near
field is only possible if the source is much larger than the
detector spot. Therefore we used an enlarged image of a
1-mm core diameter optical fiber for irradiation of the liquid
surface. To simulate the boundary condition at a fiber tip, the
liquid was covered with a 4-mm-thick glass plate~Fig. 3!.
Since both the prism and the glass plate reflect the acoustic
wave, a minimum thickness of the liquid layer had to be
chosen~1 mm in our experiments! in order to avoid an in-
terference of the direct wave with reflected waves.

III. RESULTS

The series of pictures~Fig. 4! taken at different delay
times after transmitting an OPO pulse of 490-nm wavelength
through a 400-mm core diameter fiber shows stress wave
propagation, cavitation, and vapor bubble formation in the
liquid in front of the fiber tip. The absorption coefficient of
the dye solution at this wavelength isma5840 cm21. The
schlieren setup makes it possible to see the structure of the
stress wave that consists of a plane wave part, marked by the
thick shadow parallel to the fiber exit surface, and a toroidal
wave, seen as two circles with their centers at the left and
right edges of the fiber core~picture att5120 ns!. Cavitation
is generated when the circles overlap at the fiber axis, which
happens 140 ns after the laser pulse. The zone where cavita-
tion appears is limited to the region near the fiber axis and is
well outside the heated volume. The optical penetration
depth amounts only to 12mm. The radiant exposure of
1.27 J/cm2 leads to a maximum theoretical average tempera-
ture rise in the heated volume ofDT5255 °C ~assuming
constant specific heat capacity and no vaporization!. The av-
erage temperature riseDT in the absorbing liquid is calcu-
lated by

DT5
maH0

rCn
, ~17!

where H0 is the radiant exposure,r is the density of the
liquid, andCn is the specific heat capacity at constant vol-
ume. This leads to an explosive vaporization of a water layer
adjacent to the fiber tip, generating the vapor bubble that

FIG. 2. Experimental setup for time-resolved imaging of the region below a
fiber tip submerged in a dye solution.

FIG. 3. Experimental arrangement for measurements of photoacoustic
waves in a dye solution below an enlarged image of a fiber tip. HeNe laser
beam, glass prism, and photodiode belong to the optical stress sensor.
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appears a few microseconds after the laser pulse and reaches
its maximum expansion at about 50ms. The small dark spot
below the vaporization bubble~seen att55.1ms! is the rem-
nant of the collapsing cavitation bubbles.

Figure 5 shows stress wave-induced cavitation in a dye
solution with an absorption coefficient of 26 cm21. In this
case, cavitation occurs mainly inside the 1/e depth of the
heated volume. However, the radiant exposure of 5.25 J/cm2

leads only to a maximum average temperature rise of 33 °C,
what excludes vaporization as the main origin of the cavities.
In contrast to the cavitation bubbles generated in a liquid
with high absorption coefficient, the cavitation bubbles in a
weakly absorbing liquid persist longer and coalesce to a
large bubble~see picture att520ms!. The two dark lines at
the core-cladding boundary of the fiber result from the two-
dimensional projection of the cylindrical temperature gradi-
ent of the heated volume. Due to the long thermal relaxation
time of 221 ms the temperature gradient stays almost con-
fined during the time of observation.

The stress wave propagation and the cavitation bubble
formation at a free surface for high and low absorption are
shown in Fig. 6. The fiber tip was held slightly above the
liquid surface as seen in the pictures. At high absorption,
there is a clear difference to the image taken with the fiber
submerged: below a free boundary, cavitation spreads over
nearly the whole fiber diameter. This difference is less pro-
nounced at low absorption.

FIG. 5. Stress wave propagation and cavitation below a 400-mm core diam-
eter fiber tip. OPO wavelengthl5555 nm, H055.25 J/cm2, and ma

526 cm21. Delay times:~a! 120 ns,~b! 140 ns,~c! 570 ns,~d! 5.1ms, ~e! 20
ms.

FIG. 6. Photoacoustic cavitation below a free surface at~a! high absorption
~ma5840 cm21, H051.27 J/cm2! and ~b! low absorption~ma526 cm21,
H055.25 J/cm2!. Delay time: 570 ns.

FIG. 4. Images of stress wave propagation, cavitation, and vapor bubble
formation below a 400-mm core diameter fiber tip after transmission of an
OPO pulse withl5490 nm andH051.27 J/cm2 into a dye solution with
ma5840 cm21. Images were taken at different delay times after beginning
of the laser pulse:~a! 120 ns,~b! 140 ns,~c! 570 ns,~d! 5.1 ms, ~e! 50 ms.
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Figures 7 and 8 show signals measured with the experi-
mental setup shown in Fig. 3 in comparison with theoretical
results. In the experiments the thickness of the liquid layer
between the prism and the glass plate was either 1 or 5 mm.
The diameter of the laser-irradiated area was 3 mm and the
optical sensor was centered below the circular source. An
OPO wavelength of 525 nm yielded an optical absorption
coefficient of ma5178 cm21. According to definition~2!,
both positions~z51 mm andz55 mm! of the detector are in
the acoustic near field. The signals consist of a positive and a
negative part, separated by a delay time that decreases with
increasing distance from the source. Superimposed on the
measured signals are the corresponding calculated signals. In
the calculation we assumed a beam profile witha51.3 mm
and d50.25 mm. These values were taken from images of
the irradiated area obtained with a CCD camera. There is
quite a good accordance between measured and calculated
signals. We believe that the small deviations that are visible
are due to slight differences in theoretical and experimental
beam profiles. Figure 9 shows the measured and calculated
signals of the temporal development of the normalized stress
1 mm below the liquid surface but at a pointr 50.75 mm
off-axis. It is remarkable that although the positive part of
the wave has not changed in comparison with the signals on
the symmetry axis, there is only a small, sustained tensile
phase.

IV. DISCUSSION

Although the analytical solution in~13! and ~14! is
based on some idealized assumptions~i.e., ideal top-hat
beam profile and instantaneous heat deposition!, it gives us a
good opportunity to study the composition of the acoustic
field in front of a submerged fiber tip. In the case of a plane
wave (a5`), the wave consists only of the three compo-
nentsp1 , p2 , andRacp3 , wherep1 andp2 denote the waves
traveling in the liquid in positive and negativez directions,
respectively, andRacp3 is the reflected wave. In the case of
a finite source diameter, componentsp4 , p5 , andRacp6 are
waves originating atr 5a. Since these waves always have an
opposite sign to that of their plane wave counterparts, they
are the sources of tensile stress below a submerged fiber,
whereRac.0 ~rigid boundary!. The singularity ofp4 andp5

at ct5a corresponds to the arrival of the collapsing cylindri-
cal wave atr 50. For a point inside the irradiated volume,
this is the main reason for the generation of tensile stress. If
the point is outside the irradiated volume, the maximum ten-
sile stress originates atz850 andr 85a(ct5Az21a2).

It is very informative to look at radial pressure distribu-
tions calculated for different times and fixedz. Figure 10~a!
shows such distributions, derived for a distancez5100mm
from a 400-mm core diameter fiber tip,ma5840 cm21 and
tp56 ns~the same experimental parameters under which the
images in Fig. 4 where taken!. In the diagram the approach
of a tensile wave component towardsr 50 can be seen. As
could be anticipated from the spatial and temporal initiation
of cavitation in the video images, the maximum negative
pressure is reached at the symmetry axis after a time
t5150 ns. In contrast, below a free surface@Fig. 10~b!#, a
first rarefaction arrives after 80 ns. It is due to the negative
reflection at the water–air interface and is equally distributed
over nearly the entire diameter of the irradiated spot. A sec-
ond rarefaction arrives at the symmetry axis att5150 ns. As
in the case of a rigid boundary, it originates at the radial limit
of the acoustic source, atz850 andr 85a1d. Since cavita-
tion can be seen over nearly the entire fiber diameter~Fig. 6!,
it can be concluded that these bubbles are created by the first
rarefaction wave.

At low absorption considerable relaxation of pressure
occurs through radial propagation. Therefore in both cases of
free and rigid surface, strong tensile stresses are created in-

FIG. 7. Measured and calculated photoacoustic signals in dye solution be-
low a threefold enlarged image of a 1-mm core diameter fiber tip. The liquid
surface was covered with a glass plate. The detector was centered atz
51 mm below the liquid surface. OPO wavelengthl5525 nm, ma

5178 cm21. The origin of the time axis coincides with the start of the laser
pulse.

FIG. 8. Photoacoustic signals taken under same experimental parameters as
in Fig. 7, but withz55 mm.

FIG. 9. Photoacoustic signals taken under same experimental parameters as
in Fig. 7. The detector was positioned 0.75 mm off-axis, atz51 mm below
the surface.
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side the source volume by the collapsing cylindrical wave,
and the contribution of negative reflection of the axially
propagating wave components at the free boundary is small
@compare Fig. 11~a! and ~b!#.

Time-resolved stress measurements with an enlarged
source and a small detector area support the findings derived
from theory. As is shown in Figs. 7 and 8, a detector cen-
tered in the near field of the source records two distinct
phases of the photoacoustic wave having different polarity.
The negative signal cannot be resolved accurately if the
source is not large compared to the detector size. In this case
only the plane, positive wave will be recorded correctly, be-
cause it arrives at each point on the detector plane at the
same time. The tensile components, however, hit different
radial positions of the detector at different times@Fig. 10~a!#.
Therefore, a detector that is larger than the fiber diameter can
only record strong tensile waves at some distance from the
source, where compressive and tensile components propa-
gate in nearly the same direction.11 This is an important find-
ing of our study for measuring techniques where the infor-
mation is obtained from the temporal profile of the recorded
stress wave.

The amplitude of the photoacoustic pressure generated
under conditions of stress confinement is given by the prod-
uct GmaH0 . Using the temperature-dependent Gru¨neisen co-
efficient of water,22 and an energy densitymaH0 that raises
the temperature from 20 °C to 100 °C, a calculation of the
amplitude yields 900 bar. As has been shown above, a nega-
tive pressure even exceeding the initial positive amplitude

can be created in front of an optical fiber tip~Fig. 11!. This
can cause damage to the material in which the wave propa-
gates. If the material is water as in our experiments, photo-
mechanical damage starts with the opening of cavities that
subsequently grow and may coalesce into a larger bubble.
The threshold for cavitation depends strongly on the state of
the water. In our experiments, where no strong efforts have
been made to highly purify the water, the onset of cavitation
is determined by heterogeneous nucleation at small particu-
late impurities, for which the threshold lies near210 bar.23

In highly purified water, however, the threshold for homoge-
neous cavitation may be as high as21 kbar.24

V. IMPLICATION FOR MEDICAL APPLICATIONS

Cavitation in water might be important for medical ap-
plications of infrared laser pulses. Since near-infrared radia-
tion is strongly absorbed by tissue water, IR pulses transmit-
ted through optical fibers are very effective for precise,
minimally invasive tissue ablation.25–28 However, some sur-
gical procedures require a liquid environment, which mostly
consists of water, blood, or a mixture of both, and therefore
the radiation may be blocked before it can reach the tissue.
This can be avoided by using a part of the laser pulse or a
prepulse to create a transparent vapor channel between the
fiber tip and the tissue surface.29–33 In order to optimize this
effect energetically, it might be advantageous to initiate the
formation of the channel by photoacoustic cavitation, which
needs less energy than pure thermal vaporization. For ex-
ample, cavitation in front of a 400-mm fiber at ma

FIG. 10. Dependence of the photoacoustic pressure in water withma

5840 cm21 on the radial distance from the fiber axis, calculated for differ-
ent times after the laser pulse and a fixed depth ofz5100mm. ~a! Rigid
surface~water–glass!, ~b! free surface~water–air!. Fiber diameter: 400mm
~a5180mm, d520mm!.

FIG. 11. Dependence of the photoacoustic pressure in water withma

526 cm21 on the radial distance from the axis of a 400-mm core diameter
fiber, calculated for different times after the laser pulse and a fixed depth of
z5100mm. ~a! Rigid surface~water–glass!, ~b! free surface~water–air!.
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526 cm21 could be created at a maximum average tempera-
ture rise of 33 °C. Similar conditions are achieved with a
Q-switched Holmium laser~l52.12 mm! in an aqueous en-
vironment~water or blood!.

If the optical fiber tip is in direct contact with the tissue,
the irradiated tissue volume becomes the source of the pho-
toacoustic wave. Owing to its high water content, the maxi-
mum thermoelastic pressure in biological tissue is similar to
that in water~about 800 bar at a temperature rise from body
temperature to the boiling point!. Even if the tensile strength
of tissue is higher than that of water, the high negative
stresses generated in front of an optical fiber are likely to
cause damage. As the photographs in Fig. 4 have shown,
cavitation can reach to a depth that is much larger than the
optical penetration depth. Therefore it can be expected that at
high absorption the photoacoustic damage range largely ex-
ceeds the thermally affected zone. If the absorption coeffi-
cient is so low that the optical penetration depth is compa-
rable to the fiber diameter, the tensile stress amplitude
exceeds the initially generated photoacoustic stress. There-
fore it is likely that photoacoustic damage might occur at
temperatures below the boiling point of the tissue water. In
both cases, low and high absorption, the weakening of the
mechanical integrity of the tissue by the photoacoustic wave
may have an influence on the surgical procedure. This influ-
ence can be positive, because it can lower the ablation
threshold. However, the generation of additional mechanical
damage may also be an unwanted side effect.

VI. CONCLUSION

The generation of a photoacoustic wave by transmitting
a short laser pulse through an optical glass fiber into an ab-
sorbing liquid has been investigated. Owing to acoustic dif-
fraction at the edge of the finite-size fiber, the wave contains
tensile stress and causes cavitation near the rigid liquid–
glass interface, both in the near and far fields of the acoustic
source. The diffraction influences the temporal profile of the
acoustic stress wave and has important consequences when
determining optical properties of a medium by optoacoustic
methods. Depending on the optical penetration depth of the
laser radiation, the formation of cavitation can lead either to
a desired side effect by decreasing the threshold for ablation
or to an undesired one when the mechanical tissue damage
exceeds the extent of the thermal damage.
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A structure can simultaneously support different types of structural waves. For active control of
vibration in a beam structure, it is necessary to consider all wave types simultaneously. Thus it is
necessary to be able to measure the vibration amplitude associated with all wave types at any beam
cross section as well as the total vibratory power transmission associated with all wave types. In this
paper, the theoretical basis is outlined for a new method which allows measurement of all the
required quantities using appropriately oriented and located accelerometers. Experimental results
are also provided to illustrate the usefulness of this method. ©1998 Acoustical Society of
America.@S0001-4966~98!04408-7#

PACS numbers: 43.40.At, 43.40.Cw@CBB#

INTRODUCTION

The development of an accurate technique for the mea-
surement of vibratory power transmission in structures has
the potential to influence the field of structural acoustics in
much the same way that the development of the sound inten-
sity technique influenced the field of airborne acoustics. Un-
fortunately, the measurement of vibratory power transmis-
sion is often hampered by the simultaneous presence of
several structural wave types. However, in spite of the com-
plexity involved in its determination, the vibrational intensity
in a structure is a very useful cost function for active vibra-
tion control systems.1,2 The accurate measurement of vibra-
tory power transmission in a structure is directly related to
the controllability of the structure. Several studies3–6 have
shown that it is necessary to consider the total vibratory
power transmission due to all wave types when the active
control of beam vibration is considered.

There has been a significant amount of research under-
taken in the past on the measurement of structural intensity
which is directly related to vibratory power transmission.
However, most of the work has concentrated on the measure-
ment of only one wave type in beams, plates, and cylindrical
shells.7–14 A few related to the measurement of power flow
in coupled one-dimensional structures carrying more than
one wave type.15–18Horner and White15,16compared the the-
oretical predictions with the measured power flows carried
by longitudinal and flexural waves in a branched pipe with
anechoic terminations. Farag and Pan17,18 assessed the accu-
racy in the measurement of power flow of different wave-
types in coupled finite beams. They separately measured the

power flows carried by different wave types by using differ-
ent accelerometer configurations.

In this paper a new technique is demonstrated and its
theoretical basis is outlined for the simultaneous measure-
ment of the structural intensity of all wave types~bending,
quasilongitudinal, and torsional waves! in a one-dimensional
beam. The technique uses a number of accelerometers appro-
priately oriented and located around the beam at two~far
field! different axial locations to determine the vibration field
and stress field at these cross sections due to all wave types.
This information is then used to determine the vibratory
power transmission components for each wave type. Experi-
mental data is provided to validate the method for the mea-
surement of total power transmission and the methods for the
measurement of individual power flow components.

I. THEORETICAL BACKGROUND

Consider a uniform beam lying along theX direction of
a Cartesian coordinate system, as shown in Fig. 1. When the
beam is excited, the total vibratory power transmission in the
beam is, in general, carried by four wave types. These are
quasilongitudinal waves in theX direction, bending waves
vibrating in theY and Z directions, respectively, and a tor-
sional wave with rotational vibration around theX axis.

It is of interest to be able to determine the displacement
field of any beam cross section by using vibration measure-
ments on the beam surface, thus allowing the structural in-
tensity to be determined for each wave type simultaneously.

The beam surface displacement vectors can be measured
by using an accelerometer configuration as shown in Fig. 1.
Three displacement components at each location can be mea-
sured simultaneously by three accelerometers oriented alonga!Electronic mail: pan@mech.uwa.edu.au
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three orthogonal axes. However, to accurately interpret the
internal displacement field of the beam, the following two
factors must be taken into account.

~1! The measured displacements at each location on the
beam surface are the displacements contributed by all the
possible wave motion in the beam.

~2! The output of an accelerometer is not only related to
the main axis displacement, but also to the transverse axis
displacements. For a given acceleration in one direction, the
measured value would beaM if the main axis of the accel-
erometer is in the same direction as the acceleration. If the
transverse axis of the accelerometer is in the same direction
as the given acceleration, the measured value would beaC .
The transverse sensitivitya is thus defined as

a5aC /aM . ~1!

The transverse sensitivity is frequency dependent and may
be a complex value depending upon the relative phase be-
tween aC and aM . It is worth noting that the problem of
cross sensitivity is most acute in conventional piezoelectric
accelerometers.

A. Displacement components of a cross section

According to classical beam vibration theory
~Bernoulli–Euler beam theory! the beam displacement field
at any cross section can be described by six complex modal
displacement components denoted by a displacement matrix
@S0#5@u0 ,v0 ,w0 ,ux ,uy ,uz#

T. Three components are used
to describe the translations of the cross section along the
three orthogonal axes and the others are used to describe the
rotations of the section about the three axes. Once these
modal displacement components are known, the displace-
ment vector (u0 ,v0 ,w0) at any location (y,z) on that cross
section can be determined by:

S u
v
w
D 5S 1 0 0 0 z 2y

0 1 0 2z 0 0

0 0 1 y 0 0
D @S0#. ~2!

Note that the~u, v, andw! components are complex; that is,
they are characterized by an amplitude and phase, as are the
components of@S0#.

The measurement of~u, v, andw! at two or more loca-

tions on the beam surface of a particular cross section allows
the vector@S0# to be determined. This can then be used with
Eq. ~2! to calculate the displacements~u, v, and w! at any
point on the cross section, and not necessarily on the surface.

Two methods may be used to determine the vector@S0#.
The first method involves measuring the amplitude and
phase of the displacement componentsu, v, andw at a num-
ber of locations around the beam cross section. The complex
components of@S0# are then adjusted until the following
function e is minimized.

e5(
i 51

M

$@ui2u~yi ,zi !#
21@v i2v~yi ,zi !#

2

1@wi2w~yi ,zi !#
2%, ~3!

whereM is the total number of measurement locations on the
beam cross section;ui , v i , wi are the measured values at
location yi , zi , and u(yi ,zi), v(yi ,zi), w(yi ,zi) are the
values atyi , zi calculated using Eq.~2!. This method may be
useful for investigating the vibration field distribution on a
cross section of a structure. However, this method is not
suitable for the design of a sensor to determine the total
power transmission for use as a cost function in the active
control of beam vibration, because it may need many mea-
surement points to obtain accurate results.

The second method for determining@S0# involves the
use of a minimum number of measurement locations and a
minimum number of accelerometers. As will be discussed
latter, three accelerometers are needed to identify three true
acceleration components at each location. There are six un-
known components of@S0# in Eq. ~2!, and in general six
measurements are sufficient to uniquely determine@S0#. The
total acceleration measurement~three orthogonal axial com-
ponents! at two locations on the same cross section will pro-
vide six equations. These six equations can be written as:

S u1

v1

w1

u2

v2

w2

D 5S 1 0 0 0 z1 2y1

0 1 0 2z1 0 0

0 0 1 y1 0 0

1 0 0 0 z2 2y2

0 1 0 2z2 0 0

0 0 1 y2 0 0

D S u0

v0

w0

ux

uy

uz

D ,

~4!

whereu1 , v1 , w1 are measured at the first location (y1 ,z1)
andu2 , v2 , w2 are measured at the location (y2 ,z2). How-
ever, the determinant value of the coefficient matrix is zero,
which indicates that the configuration with six accelerom-
eters and two locations is not able to determine completely
all the elements in@S0#. Another set of measurements
(u3 ,v3 ,w3) at another location (y3 ,z3) is necessary to com-
pletely determine@S0#. The resultant equation can be written
as:

FIG. 1. Diagram of the accelerometer configuration being used in the mea-
surement of acceleration vectors on a beam.
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S u1

v1

w1

u2

v2

w2

u3

v3

w3

D 51
1 0 0 0 z1 2y1

0 1 0 2z1 0 0

0 0 1 y1 0 0

1 0 0 0 z2 2y2

0 1 0 2z2 0 0

0 0 1 y2 0 0

1 0 0 0 z3 2y3

0 1 0 2z3 0 0

0 0 1 y3 0 0

2 S u0

v0

w0

ux

uy

uz

D
5@A#@S0#, ~5!

where@A# is a 936 location matrix. The unique solution for
Eq. ~5! exists only when the matrix@A#T@A# is not singular.
If the locations of the accelerometers are selected so that
@A#T@A# is not singular,@S0# can be calculated by

@S0#5~@A#T@A# !21@A#T

3@u1 ,v1 ,w1 ,u2 ,v2 ,w2 ,u3 ,v3 ,w3#T. ~6!

In the following experiment the displacement components
were measured at four locations@(u1 ,v1 ,w1) at location
(0,Lz/2), (u2 ,v2 ,w2) at location (Ly/2,0), (u3 ,v3 ,w3) at
location (2Ly/2,0), and (u4 ,v4 ,w4) at location (0,2Lz/2)#.
Table I shows the numerical calculation of the determinant
values of matrix@A#T@A# for any three out of the four loca-

tions. The results show that the matrix@A#T@A# is not singu-
lar for this accelerometer arrangement.

B. Transverse sensitivity of the accelerometers

The nonzero transverse sensitivity of each accelerometer
indicates that the output of the accelerometer will be not only
related to its main axis acceleration but also to the transverse
axis accelerations. Usually, when three axial displacement
components are present, the displacement component mea-
sured by an accelerometer is related to all three axial dis-
placement components (u,v,w) at the accelerometer loca-
tion. Assuming that (um ,vm ,wm) are the displacements
measured by three accelerometers with their main axes di-
rected along theX, Y, andZ axes of the beam, respectively
~see Fig. 1!, then they are related to the local displacement
components (u,v,w) by:

S um

vm

wm

D 5S 1 axy axz

ayx 1 ayz

azx azy 1
D S u

v
w
D , ~7!

whereaxy is they component of the transverse sensitivity of
the accelerometer whose main axis is directed along theX
axis. The transverse sensitivity components of each acceler-
ometer can be determined experimentally; therefore,
(u,v,w) can be determined at each location from the mea-
sured displacements (um ,vm ,wm).

C. Total power transmission

The time average complex power transmissionP̄ in the
X direction evaluated on thex5xs plane is directly related to
cross-section displacement modal components@S0# by

P̄5@S0#H@L#@S0#, ~8!

where@ #H5@ #* T ~the complex conjugate and transpose of
a matrix! and @L# is a (636) matrix given by

@L#5
j v

2

¨

EA
]

]x

2EIzz

]3

]x3 0

2EIyy

]3

]x3

D
]

]x

0 EIyy

]

]x

EIzz

]

]x

©

, ~9!

where I yy and I zz are the moments of inertia of the cross
section around theY and Z axes, respectively,D is the tor-

sional rigidity of the beam,E is Young’s modulus, andA is

the area of the cross section. The real part ofP̄ represents the

TABLE I. Calculation of det(ATA) for given accelerometer configurations.

Locations det(ATA)

~1,2,3! 2.563531029

~1,2,4! 4.760731029

~1,3,4! 4.760731029

~2,3,4! 2.563531029
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power transmission through thex5xs plane. The imaginary
part of P̄ represents the local stored energy. Equations~8!
and~9! show that the total power transmission consists of six
components. Four are related to the first-order derivative
with respect tox of the cross section modal components.
These terms can be determined by the measurement of@S0#
at two closely spaced cross sections and by using the finite
difference relations to approximate their derivatives.7,8 The
remaining two power transmission components are related to
the third-order derivative of the cross-section components
v0 , w0 . In general the values ofv0 and w0 at four cross
sections have to be measured4 to approximate the third-order
derivative. However, if the measurement is conducted in the
far field of the vibration source, the power transmission mea-
surement process can be simplified. In this case, the power
transmission component of the bending waves vibrating in
the Z direction can be expressed as:

P̄Bz5
j v

2
EIyyS w0*

]3w0

]x3 2
]w0*

]x

]2w0

]x2 D . ~10!

If the near-field components of bending waves can be ne-
glected, the following relationship will hold

]2w0

]x2 52kw
2 w0 , ~11!

wherekw is thez-axial component of the bending wave num-
ber. Using the above expression, the real part ofP̄Bz can be
written as

PBz52ReH j v

2
EIyykw

2 S w0*
]w0

]x
2

]w0*

]x
w0D J

5v2AmbEIyy ImH w0*
]w0

]x J
52v2AmbEIyy Im$w0* uy%

5
2AmbEIyy

v2 Im$G~ayu ,aw ,v!%, ~12!

where mb is the mass per unit length of the beam;
G(auy ,aw ,v) is the cross spectral density of the rotational
accelerationauy in the y-axial direction and the translational
accelerationaw in the z-axial direction. Similarly, for the
bending vibration inY direction, the real part ofP̄By can be
expressed as

PBy5v2AmbEIzz Im$v0* uz%

5
2AmbEIzz

v2 Im$G~av ,auz ,v!%. ~13!

Therefore the two components of the far-field bending wave
power transmission can be determined using four elements
(v0 ,w0 ,uy ,uz) in @S0# at one beam cross section.

The quasilongitudinal and torsional wave powers can be
expressed as

P̄Lx52
j v

2
EA

]u0*

]x
u0 , ~14!

P̄Tx52
j v

2
D

]ux*

]x
ux . ~15!

The estimation of]ux /]x and]u0 /]x can be made from two
elements in@S0# in two closely spaced beam cross sections
on the basis of the finite difference principle.

II. EXPERIMENTAL RESULTS

A. Experimental arrangement

As shown in Fig. 2, a 4-m-long aluminum beam of cross
section dimensionsLz550 mm andLy525 mm was used in
the experiment. The beam was lying along theX direction of
a Cartesian coordinate system. One end of the beam was
bolted to the middle of a 1.5-m-long steel beam with the
cross section of 5036 mm and buried~0.8 m! in a box which
was full of dry sand. Each end of the steel beam was bolted
to one big steel mass. The use of the steel beam and the sand
box was intended to provide an effectively absorptive termi-
nation for all wave types. The other end of the beam was
supported by a piano wire and attached with a mechanical
shaker. The force from the shaker was oriented in an arbi-
trary direction~elevation and the azimuth angle of 45°, re-
spectively! and attached to the right corner of the beam end
cross section. The location and orientation of the shaker al-
low the excitation of all wave types~bending, quasilongitu-
dinal, and torsional waves! in the beam.

The shaker was driven with pseudorandom noise. The
frequency of analysis was up to 1.6 kHz because the exciting
force decayed rapidly after 1.1 kHz. To compare the power
transmission with the input power, an impedance head was
mounted at the driving location. The shaker and the imped-
ance head were connected by a steel rod of 30 mm in length
and 1 mm in diameter to avoid the transmission of possible
transverse force which would cause errors in the input power
measurement. The total input power can be calculated using
the force and acceleration signals,F anda, output from the
impedance head

Pinput5
1

2
Re$F* v%5

1

v
Im$G~F,a,v!%. ~16!

FIG. 2. Schematic diagram of experimental setup.
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To measure the acceleration vectors, three phase matched
~the phase differences were less than 0.3° at frequencies be-
low 2 kHz! B&K4375 accelerometers were mounted on one
aluminum cube of 10-mm side dimensions to construct a
triaxial accelerometer, as shown in Fig. 1. During the mea-
surement, the triaxial accelerometer was used to pick up the
acceleration signals in three axial directions at the measure-
ment positions @(y,z)5(0,Lz/2),(Ly/2,0),(2Ly/2,0),(0,
2Lz/2)# which were located at the beam cross sectionsx
51.8 m andx52.2 m, respectively. The measured signals
were free from the effects of decaying waves above 7 Hz.
Every acceleration component~both real and imaginary
parts! was recorded using the transfer function mode of an
FFT analyzer with the force signal from the impedance head
as the reference.

B. Determination of the transverse sensitivity of an
accelerometer

The transverse sensitivities of the accelerometers being
used in the measurements were measured using a B&K4294
Calibration Exciter and an aluminum cube. The measured
values ranged from 0.92% to 2.75% at 159 Hz. The bias
error associated with the transverse sensitivity depends on
the ratio of the main axial signal to its transverse axial signal.
For example, if the actual acceleration levels,La1 andLa2 ,
at two orthogonal directions are 80 and 60 dB, respectively,
the maximum variation of the measured acceleration levels
will be from 22.79 to 2.11 dB fora1 and60.024 dB fora2 .
Figure 3 shows the predicted bias error limits due to the
presence of transverse sensitivity~2.75%! in the measure-
ment of translational acceleration in the beam. It is shown
that the bias error can be neglected if the acceleration level in
the main axis of the accelerometer is larger than that in the
transverse axis, or less than 0.8 dB if the acceleration level in
the main axis of the accelerometer is less that 10 dB lower
than that in the transverse axis. The measured data could be
totally corrupted if the ratio of the main axial signal to its
transverse axial signal is close to the transverse sensitivity in
magnitude but different in sign. For example, if the ratiou/v
is close to2ax , the measured valueum will be approxi-

mately equal toaxw @seeing Eq.~7!# which is the contribu-
tion from the vibration in theZ direction rather than theX
direction.

C. Measurement of structural intensity

To verify the method proposed in this paper, the power
transmissions obtained were compared with those measured
using the structural intensity technique.8 As bending, quasi-
longitudinal and torsional waves were simultaneously
present in the beam, two phase-matched accelerometers were
used with a signal sum/difference preamplifier to reduce the
cross effects between different structural waves.9 Figure 4
shows the accelerometer configurations for measuring accel-
eration signals of different wave types in a beam. The accel-
erometer configuration shown in Fig. 4~a! is designed to
eliminate the effects of quasilongitudinal waves for the mea-
surement of bending wave acceleration. Care should be taken
to ensure that two accelerometers were located on the center
positions of opposite sides of the same beam cross section.
The difference between the signals output from the acceler-
ometers should not contain any contribution from torsional
waves, and it gives twice the bending wave acceleration
component in the direction parallel to the main axis of the
accelerometers. For the measurement of quasilongitudinal
wave acceleration, the accelerometer configuration described
by Verheij in Ref. 9 was used. The accelerometers were
mounted on the aluminum cubes and then placed parallel to
the beam surface along the beam (X) direction, as shown in
Fig. 4~b!. There should be no torsional wave contribution in
the measured data because the accelerometers were located
at the center points of opposite sides of the same beam cross
section. The contribution of bending waves measured by the
accelerometers should be the same in magnitude but opposite

FIG. 3. Predicted bias error limits due to the presence of transverse sensi-
tivity ~2.75%! in the measurement of translational acceleration in the alumi-
num beam. ———:a52.75%; –––––:a522.75%.

FIG. 4. Accelerometer configurations in the measurement of:~a! bending
wave acceleration;~b! quasilongitudinal wave acceleration;~c! torsional
wave acceleration, and~d! signal sum/difference preamplifier.
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in sign and thus should cancel when added together. For the
measurement of rotational acceleration, two accelerometers
were located on the edges of the same side of the beam cross
section, as shown in Fig. 4~c!. ~This is a modified acceler-
ometer configuration described by Verheij in Ref. 9.! The
difference between the two acceleration signals should not
contain any contribution from bending or quasilongitudinal
waves. It gives the rotational acceleration when it is divided
by the accelerometer separation~beam width!. However, the
accelerometer configurations shown in Fig. 4 cannot elimi-
nate the effects of the accelerometer transverse sensitivities
on the intensity measurements. Two orthogonal transverse
axes of each accelerometer were chosen. The corresponding
transverse sensitivity to each transverse axis is determined
prior to the measurements. During the intensity measure-
ments, attention has been paid to ensure that these two cho-
sen transverse axes were parallel to the coordinate axes of
the beam. The measured data were then theoretically cor-
rected during data processing using Eq.~7!.

To avoid the phase-mismatch error, structural intensity
can be estimated from the measured frequency response
function with reference to the force signal.10 In the far-field,
structural wave power transmission can be expressed as10

P5
amb

v3D
Im$H* ~F,a1 ,v!H~F,a2 ,v!%G~F,v!, ~17!

whereH(F,a1 ,v) represents the transfer function between
accelerationa1 and forceF; G(F,v) is the autospectral den-
sity of the input force;D is the separation between two beam
cross sections where the accelerometers were located;a1 and
a2 are the acceleration signals output from the signal sum/
difference preamplifier, respectively;a5cb

2/2 for bending
waves;a5cL

2/4 for quasilongitudinal waves;a50.3bcT
2 for

torsional waves;cb , cL , andcT are the bending, quasilongi-
tudinal, and torsional wave speeds, respectively; andb is the
accelerometer separation, as shown in Fig. 4~c!.

The quantityD should be kept within 5% to 15% of the
wavelength of interest. The error due to the finite difference
can be accurately predicted and corrected using the following
expression during data processing,19,20

Pcorrected5
kD

sin~kD!
Pmeasured, ~18!

where Pmeasuredand Pcorrectedrepresent the measured power
transmission and the power transmission free from the finite-
difference error;k is the wave number of interest.

D. Results and discussion

Figure 5 shows the bias errors due to the presence of
transverse sensitivity in the measurement of three axial com-
ponents of the vibrational acceleration in the aluminum
beam. The transverse sensitivities of the accelerometers be-
ing used in the orthogonal transverse axes were measured
and marked, respectively. The marked points were in the
axial directions during the measurement. It can be seen that
the bias error can be negligible for the measurement of bend-
ing wave acceleration components. This is because each of
the bending wave acceleration components is comparable or

larger than the acceleration components in the accelerometer
transverse axial directions. However, for the measurement of
quasilongitudinal wave acceleration, the bias error is not
negligible at most frequencies. This is because the quasilon-
gitudinal wave acceleration is much smaller than the bending
wave acceleration components in the accelerometer trans-
verse axial directions at most frequencies, especially at fre-
quencies below its first resonance frequency (f 15644 Hz).
The conclusion could be drawn from this figure that the
transverse sensitivity must be taken into account when the
acceleration component along the main axis of the acceler-
ometer is much smaller than the components along its trans-
verse axes.

Figure 6 shows the structural wave power transmissions
calculated using Eqs.~7! and~12!–~15! from two sets of data
measured at positions (y,z)5(0,Lz/2),(Ly/2,0),(2Ly/2,0)
and at positions (y,z)5(0,Lz/2),(Ly/2,0),(0,2Lz/2), re-
spectively. It can be seen that the results calculated using the
two different groups of data are different, but the difference
between them is very small at most frequencies. At most
frequencies below 150 Hz, the measured bending wave
power transmissions become negative~which are not shown
in Fig. 6 and also the reason for the discontinuity of the
curves! or very large, and the agreement between two sets of
measured results is very poor. This could be due to the errors
in the measurement of the rotational acceleration compo-
nentsaux andauy because they are small in comparison with
the background noise. For the measurement of quasilongitu-
dinal and torsional wave power transmissions, the negative
values and poor agreement at low frequencies could result
from very small power transmissions. For a simply supported
beam, the predicted first resonance frequency is about 644
Hz for quasilongitudinal waves and 400 Hz for torsional
waves. It is usually difficult to generate quasilongitudinal or
torsional waves at frequencies below the first resonance fre-
quency. Therefore the measurement error is large.

Figure 7 shows the comparison between the bending~vi-
brating in Y direction! wave power transmissions measured
at different beam cross sections (x51.8 and 2.2 m!. Two
results agree well and they can be considered to be identical.
This means that this proposed method can be used to mea-

FIG. 5. Measured bias errors due to the presence of transverse sensitivity in
the measurement of the quasilongitudinal wave acceleration inX direction
~———! and the bending wave acceleration components inY direction
~–––––! andZ direction ~----------!.
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sure structural wave power transmissions at any beam cross
section of the far field.

Figure 8 shows the comparisons of structural wave
power transmission components measured using the pro-
posed method and the structural intensity technique@calcu-
lated using Eq.~17!#. The error due to the finite difference
approximation has been theoretically corrected using Eq.
~18! during data processing. At frequencies below the first
resonance frequency, the results measured by the two tech-
niques are different. This is because the power transmission
is very small compared with background noises and it cannot
be measured using any of these two techniques in this fre-

quency range. However, when the power transmission in-
creases and can be accurately measured using the structural
intensity technique, the proposed method can also accurately
measure it. The proposed method and the structural intensity
technique give ‘‘identical’’ results.

Figure 9 compares the total vibratory power transmis-
sion measured using the proposed method with the results
directly measured using the impedance head@calculated us-
ing Eq. ~16!#. It can be seen that the agreement between two
measured results is quite good except at frequencies below
180 Hz. The reasons for the poor agreement at the low fre-
quencies could be that they- andz-axial components of the
rotational acceleration are small in comparison with the
background noise and cannot be accurately measured, and
that the measured values of the quasilongitudinal and tor-
sional wave power transmissions did not represent the actual
values. They were corrupted by background noise. The sum-
mation of actual bending wave power transmission and noise
~which were assumed to be quasilongitudinal and torsional
wave power transmissions! produced a wrong answer. At
frequencies above 1.1 kHz, both measured results decay with
frequency. This is because the exciting force decayed rapidly
with frequency. At frequencies above 1.27 kHz the direct
measurement gives slightly~less than 2 dB! higher values
than the proposed method, but the curve shapes are similar.
The reason could be that the total power transmission be-
came small and comparable with the energy losses in part of

FIG. 6. Power transmissions calculated using the data measured at positions@———: (y,z)5(0,Lz/2),(Ly/2,0),(2Ly/2,0)# and at positions@–––––:
(y,z)5(0,Lz/2),(Ly/2,0),(0,2Lz/2)#. ~a! Bending vibration inY direction;~b! bending vibration inZ direction;~c! quasilongitudinal vibration;~d! torsional
vibration.

FIG. 7. Bending~vibration in Y direction! wave power transmissions mea-
sured at beam cross sectionsx51.8 m ~———! andx52.2 m ~––––!.
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the beam~between the excitation position and the measure-
ment position! and the support.

III. CONCLUSIONS

A new method is proposed in this paper for the measure-
ment of structural wave power transmission. The outlined
theory is experimentally verified on a uniform aluminum
beam. The measured results showed that this new method
can be used to accurately measure the total vibratory power
transmission and its components. However, this method may
not be applicable at frequencies below the first resonance
frequency of the structure under study or at low frequencies

where the rotational acceleration is small in comparison with
background noise for the measurement of bending wave
power transmission.

This new method can provide detailed information of
both vibration and stress fields. It is suitable to apply in
active vibration control where the measured total vibratory
power transmission is used as a cost function. For the case of
bending waves only, the total vibratory power transmission
can be determined from the data measured at one cross sec-
tion of the structure under study. This means that this method
can be easily implemented.

Both theoretical predictions and experimental results
showed that the accelerometer transverse sensitivity becomes
important and must be taken into account when the signal in
the main axis of the accelerometer is much~more than 10
dB! lower than the signals in its transverse axes. When the
ratio of the main axial signal to its transverse axial signal is
close to the transverse sensitivity, the measured data could
be corrupted and the power transmission cannot be mea-
sured.
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Condenser microphone model. I. Application of the T-matrix
method of Waterman to acoustic scattering
from an elastic obstacle

Wolfgang Kainz
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Acoustic scattering of a plane wave from a condenser microphone is investigated and the
eigenfrequencies of this coupled acoustic system are calculated. The wave is incident parallel to the
axis of a rigid cylinder, closed at the bottom by an elastic membrane. To take into account the
normal modes inside the cylinder a Green’s function method is applied. Outside the scattering and
interaction of the incident plane wave with the microphone is treated analytically using the
transfer-matrix method of Waterman. Good agreement of the eigenfrequencies with measurement is
achieved, but only for obstacles which are not too small, i.e., the wavelength is comparable to the
dimensions of the microphone~radiusa of the microphone membrane is greater than 0.015 m!.
© 1998 Acoustical Society of America.@S0001-4966~98!05908-6#

PACS numbers: 43.40.Dx, 43.38.Bs@PJR#

LIST OF SYMBOLS

a radius of membrane
An expansion coefficients, Eq.~10!
an expansion coefficient, Eq.~18!
Ani expansion coefficients, Eq.~20!
A matrix with elementsAni

AT transpose ofA
Bni expansion coefficients, Eq.~20!
Bn expansion coefficients, Eq.~30!
ca speed of sound in air
C vector with elementCn , Eq. ~30!
Cn elements of vectorC
c wave velocity in membrane
d differential symbol
dS8 surface element
f frequency
f (r ) source term of a sound wave
f n,R expansion coefficient, Eq.~18!
G(r ,wur 8,w8) Green’s function of membrane
g(r ur 8) 5g(r ,0,0ur 8,0,0) Green’s function of in-

ner part of cylinder~Appendix A!
p(r ) pressure of sound wave
p2(r ) incoming plane wave
pm pressure in Eq.~15!
pu pressure inside the cylinder
Pn(cosu) Legendre polynom
r ,r 8 radial coordinate
r s coordinate of cylinder surface
S symbol for surface
T tension of membrane
t time
TT transpose of transfer matrix
Tpn elements of transfer matrix
u particle velocity
Umn def. in Eq.~23!
U matrix with elementsUmn

Vmn def. in Eq.~24!

V matrix with elementsVmn

Wmn def. in Eq.~24!
g(r ,w,zur 8w8,z8) Green’s function of cylinder~Appendix

A!
g(r ur 8) 5g(r ,w,zur 8w8,z8)
hn

(1)(kr) Hankel function of 1st order
i integer
u i & state vector,̂ i ur &5w i(r )
Jm(z) Bessel function of orderm
j n(z) spherical Bessel function of ordern
k 5v/c wave number of membrane
kmn zero of Bessel function, Eq.~2a!
kn zero of Bessel functionJ0(kna)50
ka 5v/ca wave number in air
l n 5zn05kna
L height of cylinder
m integer
n integer
Pinc incoming plane wave
P net pressure on membrane
Pi amplitude ofPinc

W matrix with elementsWmn

x 5cosu, integration variable
zmn Jm(zmn)50
an(r s) def. in Eq.~18!
bn(r s) def. in Eq.~18!
b 5Pia/T
D Laplacian
d i j Kronecker delta
d 5rv2a3/T
em 51, if m50,

52, if m.0
h displacement of membrane
l i 51/(ki

22k2)
m 5ka
Cn(kr s) solution of wave equation
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w,w8 angular coordinate
wmni(r ,w) eigenfunction of membrane, Eq.~2a!

r density of air
s mass density of membrane

INTRODUCTION

This is the first of a series of papers on condenser mi-
crophone models. The problem of the vibration of an elastic
membrane with air loading1–3 and coupled to a cavity4 was
treated some years ago. Some condenser microphone models
have been treated by the author,5,6 but the exact treatment of
acoustic scattering was not taken into account. In Refs. 5 and
6 the inner part of the microphone~electrode with a pattern
of small apertures! was treated and the eigenfrequencies cal-
culated. In this paper the inner part of the microphone is
simply an air-filled cylinder, closed at one side by an elastic
membrane. A more complicated inner part~electrode with an
aperture! will be considered in a forthcoming publication.
The essential topic is the scattering of a plane wave incident
parallel to the axis of a rigid cylinder with an elastic mem-
brane at on end~Fig. 1!. In a classical paper Waterman7

introduced the transfer-matrix approach for acoustic scatter-
ing. This method overcomes the difficulty of ill-conditioned
matrices which appear, when the problem is solved by a
series expansion of the incoming and scattered wave and the
displacement function of the membrane. Thus the problem is
reduced to handle infinite matrices. Using the method of Wa-
terman these ill-conditioned matrices will be conditioned and
then truncated. On the other hand, the matrices of the inner
part of the microphone are not ill-conditioned and can there-
fore be truncated without further manipulations.

The paper is organized as follows: After an Introduction,
Sec. I deals with the vibrations of a membrane coupled to a
rigid, air-filled cylinder. The Green’s function of the mem-
brane of the inner part of the cylinder are repeated from an
earlier publication. Section II introduces the transfer-matrix
method of Waterman applied to acoustic scattering from an
elastic obstacle, which in this case is the air-filled cylinder
with the elastic membrane. Section III is dedicated to the
calculation of the matrix elements of the problem, and Sec.

IV to the analytic solution of the problem, which consists of
calculating the mean displacement of the membrane as a
function of the frequency of the incident plane wave. In Sec.
V the results are presented and compared to the experimental
measurements and to other calculations with a membrane
with air loading in a rigid panel. A conclusion is given in
Sec. VI.

I. VIBRATION OF A MEMBRANE COUPLED TO A
RIGID AIR-FILLED CYLINDER

The wave equation of an elastic membrane is8

~D1k2!h52
1

T
P, k5

v

c
, v52p f , ~1a!

c5AT

s
. ~1b!

Because of perpendicular incidence of the wave the problem
has azimuthal symmetry. A factore2 ivt is omitted. IfP was
known, the solution of Eq.~1! would be

h~r ,w!5
1

T E G~r ,wur 8,w8!P~r 8,w8!r 8dr8dw8. ~2a!

G is the Green’s function of the membrane9 and is given by

G~r ,wur 8,w8!

5 (
n51,m50,i 51

n5`,m5`,i 52
1

kmn
2 2k2 wmni~r ,w!wmni~r 8,w8!,

Jm~kmna!50 ~2b!

which defines the zeros of the Bessel function of orderm:

wmni~r ,w!5
1

a
Aem

p
trig mw •

Jm~kmnr !

Jm21~zmn!
,

Jm~zmn!50,

em5 H 1,...,m50
2,...,m.0 , trig a5 H cosa,...,i 51

sin a,...,i 52 . ~3!

Equation~3! defines the eigenfunctions of the membrane of
radiusa. For azimuthal symmetry we have

G~r ,r 8!5 (
n51

`
wn~r !wn~r 8!

kn
22k2 ~4!

J0~kna!50, wn~r !5
J0~knr !

aApJ21~ l n!
, l n5z0n . ~5!

Equation ~5! defines an orthonormal system of eigenfunc-
tions. In realityP is not known, buth-dependent:

P~r !52Pi1rv2E g~r ur 8!h~r 8!r 8dr8dw8. ~6!
FIG. 1. Condenser microphone~kettledrum! with plane wave.
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Equation ~6! can be deduced from the Helmholtz integral
equation10

p~r !5E E E f ~r !g~r ur 8!dv1E E Fg~r ur 8!
]

]n8

3 p~r 8!2p~r 8!
]

]n8
g~r ur 8!GdS8. ~7!

Hereg is the Green’s function for the inner part of the cyl-
inder~see Appendix A! with ]g/]nuS50 and the source term
f 50. Also the acoustic equation

]p

]n
52r

]u

]t
, u5

]h

]t
~8!

is used. Equations~6! and ~2! give the following integral
equation for the displacement of the membraneh:

h~r !5
1

T E G~r ur 8!r 8dr8dw8

3F2Pi1rv2E g~r 8ur 9!h~r 9!r 9dr9dw9G . ~9!

The incident plane wave isp2(z)5Pie
ikaz, ka5v/ca . The

air loading in the outer space is not taken into account. This
will be done later. Equation~9! is solved by expansion of
h(r ) in terms of the eigenfunctions of the membrane vibra-
tion in vacuo:

h~r !5 (
n51

`

Anwn~r !. ~10!

Equation ~9! can be written in terms of Dirac-kets5,6 and
operatorsG,g in a Hilbert space with the same notation of
operators as the corresponding Green’s function:

uh&5
2

T
GuPi&1

rv2

T
Gguh&, ~11!

uh&5Anun&, ^r un&5wn~r !, ^r uPi&5Pi . ~12!

A summation over repeated subscripts is understood. More
about this notation will be explained in Refs. 5 and 6. Insert-
ing Eq. ~12! in Eq. ~11! gives

Ai u i &5
2

T
GuPi&1

rv2

T
GgAi u i &. ~13!

After multiplication by^ j u we get with

^ i u j &5d i j ,

Aid i j 5
2

T
^ j uGuPi&1

rv2

T
^ j uGgu i &Ai ,

Gu i &5l i u i &, l i5
1

ki
22k2 ,

Aid i j 5
2

T
.l j^ j uPi&1

rv2

T
.l j^ j ugu i &Ai .

Exchange ofi↔ j :

Ajd i j 5
1

ki
22k2 S 2

T
^ i uPi&1

rv2

T
^ i ugu j &Aj D ,

With

ka5m,
rv2a3

T
5d,

and

kma5 l m ,

i→m, j→n→

Fdmn~ l m
2 2m2!2d

1

a
^mugun&GAn5

2a2

T
^muPi&. ~14!

The matrix^mugun& will be given in Appendix B. Equation
~14! is an algebraic equation for the expansion coefficients
An .

II. RAYLEIGH METHODS AND T-MATRIX APPROACH
OF WATERMAN FOR ACOUSTIC SCATTERING

Equation~14! can be written shortly as

ZmnAn5
a2

T
pm , pm5E p2wn~r !rdrdw,

~15!

P5p22pu ,

with P the total pressure on the membrane,p2 the pressure
outside, andpu inside the microphone. From the acoustical
equation

]p

]n
52rv2h and h5Amwm , ~16!

we have from Eq.~15!

]p2

]n
52

rv2a2

T
wmZmn

21pn . ~17!

Following the paper of Kazandjian,11 who shows that the
Rayleigh methods are equivalent to the T-matrix approach of
Waterman, we write for the wave outside the microphone
~the first part at the right hand side ofp2 is the incoming
plane wave, the second the scattered wave!:

p2~r s!5an Re Cn~kr s!1 f n,RCn~kr s!,

]p2

]n
~r s!5anan~r s!1 f n,Rbn~r s!,

~18!

an~r s!5S ]

]n
Re Cn~kr ! D

r 5r s

,

bn~r s!5S ]

]n
Cn~kr ! D

r 5r s

.

From Eq.~17! we get
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anan1 f n,Rbn52
rv2a2

T

3E ~an Re Cn81 f n,RCn8!wn8Zmn
21wm . ~19!

The prime denotes an integration variable as argument with
prime. Projecting this equation onto an orthogonal system of
functions defined on the surface of the microphoneF i we get

anAni5 f n,RBni ,

Ani5E anF i1
d

a E E F iwmZml
21w l8 Re Cn8 ,

Bni52E bnF i2
d

a E E F iwmZml
21w l8Cn8 ,

wm5
1

aAp

J0S l m

r

aD
J21~ l m!

,

F i5a i5S ]

]n
Re C i D

r 5r s

, b i5S ]

]n
C i D

r 5r s

, ~20!

Cn5A2n11

4p
hn

~1!~kr !Pn~cosq!,

E ...dS5E Ar 21r q
2 r sin qdqdw;

]

]n
5

r

Ar 21r q
2 S ] r2

r q

r 2 ]qD ,

r q5
]r ~q!

]q
.

Summation over twice subscripts is always understood. The
usual symbols for Bessel-(J), Hankel-(h), and Legendre
functions (P) are used.r (q) describes the rotational sym-
metric surface of the microphone. From the above equations
the unknown expansion coefficientsf n,R of the scattered
wave can be calculated from the known coefficientsan of the
incoming plane wave

Pinc~r !5an Re Cn~kr !. ~21!

III. CALCULATION OF THE MATRIX ELEMENTS

The functionr (q) for the surface~the origin in in the
center of the cylinder! is given by

0,q,q1 : r 5
L

2 cosq
,

q1,q,q2 : r 5
a

sin q
, ~22!

q2,q,p: r 52
L

2 cosq
.

The matrix elements are

Umn5E bmFn5
A~2m11!~2n11!

2 H E
cosq1

1 dx

x FLka

2
hm

~1!8S kaL

2x D Pm~x!1~12x2!hm
~1! S kaL

2x D Pm8 ~x!G
3FLka

2
j n8 S kaL

2x D Pn~x!1~12x2! j nS kaL

2x D Pn8~x!G
1E

cosq2

cosq1 dx

A12x2 Fakahm
~1!8S aka

A12x2D Pm~x!2xA12x2hm
~1!S aka

A12x2D Pm8 ~x!G
3Fakaj n8S aka

A12x2D Pm~x!2xA12x2 j nS aka

A12x2D Pm8 ~x!G
1E

21

cosq2 dx

x FLka

2
hm

~1!8S 2
kaL

2x D Pm~x!2~12x2!hm
~1!S 2

kaL

2x D Pm8 ~x!G
3F2

Lka

2
j n8S 2

kaL

2x D Pn~x!1~12x2! j nS kaL

2x D Pn8~x!G J ; ~23!

Vmn5E Fmwn5
A2m11

J1~ l n!
E

21

cosq2 dx

2x2

L

a F2Lka

2
j m8 S 2Lka

2x D Pm~x!1~12x2! j mS 2Lka

2x D Pm8 ~x!GJ0S 2 l nA12x2

2ax D ,

Wmn5E wm

Cn

a
5

A2n11L2

J1~ l m!a2 E
21

cosq2 dx

4x3 J0S 2 l mLA12x2

2ax D hn
~1!S 2kaL

2x D Pn~x!. ~24!
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IV. ANALYTIC SOLUTION AND MEAN DISPLACEMENT
OF THE MEMBRANE

As now the expansion coefficients of the scattered wave
are known, we can evaluate the mean displacement of the
membrane as a function of the frequency of the incoming
plane wave. We start with Eq.~2! and insert the complete
wave
P5an ReCn1fn,RCn . ~25!

From Eqs.~20!, ~23!, and~24! we have the relation between
the coefficients of the incoming plane wave and the scattered
wave
ReATa52ATfR, Ta5fR, TT52ReA.A21. ~26!

T is the so-called transfer matrix of Waterman. Since matrix
A is ill conditioned ~the imaginary part of the matrix ele-
ments in the lower part of matrixA grow to infinity!, these
imaginary parts are set to zero by Gaussian elimination. This
can be thought to be done by a real triangular matrix, which
does not change the value ofTT. Then matrixTT can be
inverted by Schmidt orthogonalization, and also this step can
be done by a triangular matrix. It should be emphasized that
this last step is one of the most important steps in this paper
and has been introduced by Waterman. We have from Eqs.
~23! and ~24!

A52U2d~VZ21W!T. ~27!

Now the mean displacement of the membrane as a function
of the frequency is calculated. From the acoustic equation we
have for the displacement of the membrane

h52
1

rv2

]p2

]n
. ~28!

The mean displacement is obtained by integrating over the
area of the membrane and dividing by the area of the mem-
brane.

h̄52
1

rv2

1

a2p E ]p2

]n
dS

52
1

rv2a2p E ]

]n
~an Re Cn1 f R,nCn!dS

52
1

rv2a2p S anE Re
]Cn

]n
1TnlalE ]Cn

]n D

52
1

rv2a2p
an~Re B̄n1TlnB̄l !,

an5A2n11i nA4p, ~29!

B̄n5E ]

]n
A2n11

4p
@hn

~1!~kar !Pn~cosq!#dS,

h̄'
b

m2 C.~Re B1TT.B!,
~30!

Cn5 i n~2n11!,

Bn5E
j50

j51

djF L

2Aa2j21
L2

4

3hn
~1!8SAa2j21

L2

4
.kaD kaPnS 2

1

A11
4a2j2

L2
D

2
a2j2

Aa2j21
L2

4
3

hn
~1!S kaAa2j21

L2

4
D

3Pn8S 2
1

A11
4a2j2

L2
D G .

V. RESULTS

In Tables I–VII the results of Ref. 4 and of this paper
are presented and compared. Figures 3–6 show the mean
displacement of some kettledrums and some microphones.
Figure 2 gives the mean displacement of the membrane of a
kettledrum as a function of the frequency of the incoming

TABLE I. Here the eigenfrequencies of a kettledrum are given for compari-
son with experiment.n is the number of mode. Radius of the membrane is
a50.328 m, height of the cylinderL50.414 m. Column 1: experimental
values of the resonances in Hz of Ref. 4. Column 2: Calculated values in
Ref. 4. Column 3: Calculated eigenfrequencies by the author for a kettle-
drum in vacuo. Column 4: Calculated eigenfrequencies by the author for a
kettledrum with air loading in a rigid panel to avoid scattering. Column 5:
Calculated eigenfrequencies by the author of a kettledrum with scattering.
T53710 N/m.

T53710 N/m
n 1 2 3 4 5

0 128 126 160 126 128
1 235 244 276 244 232
2 383 405 431 407 400
3 ••• ••• 500 488 488
4 ••• ••• ••• 595 •••

TABLE II. Same as Table I.T51960 N/m.

T51960 N/m
n 1 2 3 4 5

0 94 ••• 138 110 110
1 179 181 205 181 172
2 286 302 328 312 312
3 ••• ••• 488 464 464
4 ••• ••• 595 566 513

TABLE III. Same as Table I.T55360 N/m.

T55360 N/m
n 1 2 3 4 5

0 140 138 177 138 141
1 284 291 320 297 269
2 467 ••• 476 442 442
3 ••• 511 552 512 539
4 ••• ••• ••• ••• •••
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FIG. 2. Mean displacement of the membrane of a kettledrum in dependence
of the frequency of the incoming plane wave. The curve is realistic fori
.50, because otherwise the wavelength is too large compared to the dimen-
sions of the obstacle. Resonance frequencies are at 141 Hz, 269 Hz, 442 Hz,
538 Hz.

FIG. 3. Mean displacement for a kettledrumin vacuo, i.e., without air load-
ing. Same geometry as in Fig. 2.T51960 N/m. Resonances at 138 Hz, 205
Hz, 328 Hz, 442 Hz, 488 Hz, 595 Hz.

FIG. 4. Kettledrum with air loading in a rigid panel to avoid scattering.
Same geometry as in Fig. 2.T55360 N/m. Resonances at 138 Hz, 297 Hz,
442 Hz, 512 Hz.

FIG. 5. Mean displacement of the membrane for scattering from a cylindri-
cal condenser microphone.T55360 N/m,a50.0328 m,L50.0414 m.r, s
andca are the same as in Fig. 2. The curve is realistic fori .20. Resonances
at 1602 Hz, 3714 Hz, 6094 Hz, 8202 Hz, 11040 Hz, 13458 Hz.

TABLE IV. Eigenfrequencies of a condenser microphone~with scattering!
calculated by the author. Radius of the membranea50.0328 m, height of
the cylinderL50.0414 m. TensionT53710 N/m.

T53710 N/m
n

0 1380
1 3047
2 4999
3 6728
4 9056
5 13458

TABLE V. Same as in Table IV.T51960 N/m.

T51960 N/m
n

0 1025
1 2263
2 4999

TABLE VI. Same as in Table IV.T55360 N/m.

T55360 N/m
n

0 1602
1 3714
2 4528
3 6094
4 8202
5 11040
6 13458

TABLE VII. Eigenfrequencies of a condenser microphone calculated by the
author. Radius of the membranea50.015 m, height of the cylinderL
50.02 m. TensionT55360 N/m. Column 1: With scattering. Column 2:
Microphone in a rigid panel to avoid scattering.

T55360 N/m
n 1 2

0 3580.5 3584
1 8129.5 8166

8743 8756
8769 8778

2 13 974 13 000
14 023 14 023
15 134
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plane wave;a50.328 m, L50.414 m, T55360 N/m, s
50.262 kg/m3, ca5344 m/s,r51.2 kg/m3. There is a loga-
rithmic scale on both axes. The valuesi 51,...,100 on the
abscissa correspond to the frequenciesf 54.4 Hz,...,624 Hz.
The correspondence is given by the formula

f5104.30103~30001100i !/20000.

This formula guarantees a logarithmic scale on the abscissa.
The ordinate is logh in dB. The curve is realistic fori
.45, which corresponds tof .41 Hz. This means that for
l.8.4 m the curve does not show the measured values. The
diameter of the membrane in this case isd50.66 m. One can
see that forl.10d the theory fails. The giant resonance at
141 Hz is compared in Table III with experimental values of
Ref. 4. This reference gives a value of 140 Hz, so that agree-
ment is very good. Also the calculated value of 138 Hz of
Ref. 4 shows good agreement. Column 3 of Table III gives
also the calculated eigenfrequencies of a kettledrumin vacuo
by the author:f 5177 Hz. This deviation of 21% can be
understood by the absence of air loading. Column 4 com-
pares with a kettledrum in a rigid panel~without scattering!.
The valuef 5138 Hz shows that there is only a 1.4% differ-
ence to the case with scattering. This means that for these
dimensions of the obstacle scattering does not play an im-
portant role. The second resonance in Fig. 2 is calculated at
f 5269 Hz~see Table III, Column 5!. The measured value of
f 5284 Hz shows a deviation of 5%. This means that forl

51.2 m, which is of order 2d ~diameter!, other effects must
be taken into account for complete agreement. The calcu-
lated value of Ref. 4 givesf 5291 Hz in good agreement
with the author’s calculation off 5297 Hz ~1% difference!.
Also the next resonance calculated atf 5442 Hz agrees with
the measured value off 5467 Hz fairly good~5% differ-
ence!. The effect of air loadingf 5476 Hz in vacuo ~2%
deviation! is much smaller at this frequency than forf
5140 Hz. Column 4 of Table III shows that scattering does
not play any role for this wavelength. Figure 5 shows the
mean displacement of a membrane for scattering from a con-
denser microphone of radiusa50.032 m. This is a large
microphone, but the theory is not accurate ifa,0.02 m. And
for a,0.015 m the theory completely fails. So one can
clearly see that the analytic solution of the scattering prob-
lem by the method of Waterman and the Green’s function
approach of the author is only possible if the length scale of
the obstacle is in the range of the wavelength of 0.03 m,l
,0.3 m.

VI. CONCLUSION

In this paper the scattering of a plane wave from a
kettledrum and from a condenser microphone model is in-
vestigated. The eigenfrequencies of these coupled acoustic
systems are calculated by applying the so-called transfer-
matrix method of Waterman and by a Green’s function ap-
proach. A comparison of the results is made with a calcula-
tion of the modal frequencies of a plane wave striking a
kettledrum~condenser microphone! in a rigid panel to avoid
scattering. As a result, the modal frequencies of these two
models show good agreement. The approach of Waterman
shows for scattering also good agreement with experiment.
For a small condenser microphone the agreement is only
good if the wavelength of the plane wave is comparable to
the dimensions of the microphone. So one can conclude that
the T-matrix approach of Waterman for scattering fails, if the
dimension of the obstacle is smaller than the wavelength of
the incoming plane wave. On the other hand, one can see that
the Green’s function approach and the eigenfunction expan-
sion to solve the coupled scattering problem leads to very
convincing results. Also the calculations of the wave striking
an obstacle in a rigid panel show nearly the same results as
the measurements and calculations of Ref. 4.

APPENDIX A

The Green’s function for the cylinder is with the notation of Ref. 5:

g~r,w,zur0,w0,z0!5 (
m,n,n8

en8em cosm~w2w0!Jm~krmnr!Jm~krmnr0!cos~kzn8z!cos~kzn8z0!

Lpa2~krmn
2 1kzn8

2
2ka

2!Jm
2 ~krmna!S 12

m2

krmn
2 a2D . ~A1!

APPENDIX B

The matrix elements of Green’s function~A1! are given by the following formula. As in Appendix A, the notation is
explained in Refs. 5 and 6:

FIG. 6. Mean displacement of the membrane for a small cylindrical con-
denser microphone in a rigid panel to avoid scattering.a50.015 m,
L50.02 m, T55360 N/m. Other parameters as in Fig. 5. The complete
curve is realistic. Resonance at 3584 Hz, triple resonance at 8166 Hz, 8756
Hz, 8778 Hz, double resonance at 13 000 Hz, 14 023 Hz, resonance at
17 803 Hz.
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Full numerical solution for the far-field and near-field scattering
from a fluid-loaded elastic plate with distributed mass
or stiffness inhomogeneity
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The scattering of a plane acoustic wave by a fluid-loaded thin elastic plate of infinite extent with a
distributed mass or stiffness inhomogeneity is investigated. This paper is a follow up to previous
work done by the same authors on the scattering from a fluid-loaded plate with a distributed mass
inhomogeneity. In this paper both stiffness and mass distributed inhomogeneities are considered and
a complete description of the full numerical solution is presented. Furthermore, both near-field and
far-field scattering results are presented in this paper. The presence of the distributed inhomogeneity
modifies the wave number transform of the equation of motion of the fluid-loaded plate to a
Fredholm integral equation. This integral equation has singularities at the roots of the dispersion
equation. To obtain a complete numerical solution of the Fredholm integral equation, a singularity
subtraction technique is used, which is similar in essence to the hybrid analytic/numerical approach
for the solution of the scattering from a fluid-loaded elastic plate@J. Acoust. Soc. Am.95, 1998–
2005 ~1994!#. The solution to the resulting Fredholm integral equation of the second kind is
obtained using the Nystro¨m approximation. The results for the far-field scattering are for an oblique
angle of incidence and for monostatic scattering. The results show that mass distributed
inhomogeneities are stronger scatterers than distributed stiffness inhomogeneities for frequencies
below the critical frequency of the plate. Above the critical frequency, both types of
inhomogeneities have similar scattering strengths. Also included are results for different types of
inhomogeneity distributions. This work was sponsored by ONR. ©1998 Acoustical Society of
America.@S0001-4966~98!01708-1#

PACS numbers: 43.40.Rj@CBB#

INTRODUCTION

The importance of the scale of an inhomogeneity on the
scattering from a fluid-loaded structure is a classical problem
in structural acoustics. The scale of the homogeneity relative
to the acoustic wavelength will determine whether the inho-
mogeneity can be modeled by a point~or line! load, or the
actual spatial-distribution of the inhomogeneity has to be
taken into account. Scale is important in determining the
accuracy by which the spatial distribution of the inhomoge-
neity must be known and modeled to capture the relevant
scattering and radiation characteristics. Also, of interest is
the influence of the type—stiffness or mass—of the inhomo-
geneity on the relative scattering strength. These issues of
scale and type can be investigated by analytically solving for
the response Green’s function and the scattered pressure
from a fluid-loaded structure with a distributed inhomogene-
ity. An approximate analytical solution to this problem is
presented in Ref. 1. In this paper, a complete solution is
presented. The fluid-loaded plate~Fig. 1! is assumed infinite
and the solution is obtained using wave number transforms.
In this paper, thin plate equations of motion are used. While
Mindlin plate equations of motion would have a more accu-
rate representation of the coincidence effects,2 the added
complexity would have detracted from the objective of this

paper, which is the analysis of the influence on the scattering
of the type and ‘‘smoothness’’ of the inhomogeneity.

In a previous paper,1 the scattering from a fluid-loaded
elastic plate with a distributed mass inhomogeneity was con-
sidered. In that paper the emphasis was on comparing the
results from a series solution, where only the first few terms
are considered, to a full numerical solution. However, very
little detail was provided on the full numerical solution. In
this paper a more complete description of the full numerical
solution is provided together with a generalization of the
formulation to consider the scattering from both stiffness and
mass distributed inhomogeneities. Results for the near-field
and far-field scattering are obtained. In the formulation of the
problem, the elastic plate is considered to lie in they50
plane and the inhomogeneity is of lengthl . Three different
forms of inhomogeneity distributions are considered together
with the special case of a line discontinuity, which can be
considered as a concentrated inhomogeneity, the same as in
Ref. 1. A schematic view of the problem is shown in Fig. 1.
The total net change in the mass or stiffness of the plate due
to the presence of the inhomogeneity is kept constant be-
tween all distributions, that is, the integral over the extent of
the inhomogeneity is a constant for both the mass or stiffness
inhomogeneities.
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The complete solution is obtained in two steps. The first
step consists of numerically solving the Fredholm integral
equation which describes the solution of the inhomogeneous
plate in the wave number domain. This first step gives the
response or the scattered pressure as a wave number func-
tion. In the second step, the inverse transform from the wave
number to the spatial domain is performed using the hybrid
numerical–analytical approach.3 This is an efficient way of
performing this inverse transform, as compared to a contour
integral approach,2 and it does not require the introduction of
structural damping. Response Green’s function and scattered
pressure results are obtained for spatial distributions that ex-
tend over a length equivalent to 20 times the thickness of the
plate. This is the only length of inhomogeneity considered.
In the case of the mass inhomogeneity, the special case of a
concentrated line distribution, which is equivalent to a line
discontinuity, is also considered. The distributions have
varying degrees of end ‘‘smoothness.’’1

The inhomogeneity distributions considered are: a con-
centrated line, a uniform distribution, a quadratic distribu-
tion, and a biquadratic distribution. The inhomogeneities’
functional forms were given in Ref. 1 and are repeated in
Eqs.~1!–~4!,

z1~x!5Z0d~x!, ~1!

z2~x!5
Z0

l
@H~x1 l /2!2H~x2 l /2!#, ~2!

z3~x!56
Z0

l 3 S l 2

4
2x2D @H~x1 l /2!2H~x2 l /2!#, ~3!

z4~x!530
Z0

l 5 S l 2

4
2x2D 2

@H~x1 l /2!2H~x2 l /2!#, ~4!

where l is the extent of the inhomogeneity andZ0 is the
impedance change introduced by the inhomogeneity. The
form of Z0 depends on the type—stiffness or mass—of the
inhomogeneity. These four distributions are shown in Fig. 2,
and Fig. 3 shows the wave number transform of the inhomo-
geneity distributions.

I. FORMULATION OF THE SOLUTION

If the plate is assumed to lie in thex-z plane, with the
inhomogeneity distributed along thex-direction, the equation
of motion of the plate when excited by an incident plane
wave, with angle of incidenceu to they-axis and moving in
the positivex-direction, using ane2 j vt time dependency, is
given by:

S ]2

]x2 F ~b81b!
]2

]x2G2~m81m!v2D n~x!

2 j v
1ps~x,0!

52pb~x,0!, ~5!

where m85rsh is surface mass density of the plate,b8
5Eh3/@12(12v2)# is the plate bending stiffness, andrs , E,
v, and h are, respectively, the plate material density,
Young’s modulus of elasticity, Poisson’s ratio, and thick-
ness.m5m(x) andb5b(x) are the inhomogeneity mass and
stiffness distributions, respectively. If the incident pressure is
given by

pi~x,y!5P0ejk0~x sin u2y cosu! ~6!

FIG. 1. Plate configuration with distributed mass or stiffness inhomogene-
ity. FIG. 2. Inhomogeneities distributions: : concentrated ~line!;

———: uniform; ––––: quadratic; ------: biquadratic. The inhomogeneity
amplitude is the normalized amplitude given by (z(x) l /Z0).

FIG. 3. Representation of the spatial Fourier transform of the distributed
inhomogeneities. ———: Uniform distribution;––––: quadratic distribu-
tion; ------: biquadratic distribution; — – —: concentrated line distribution.
The plotted amplitude is (Z(k)/Z0).
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then in Eq.~5!

pb~x,0!52P0ejk0x sin u ~7!

and the scattered componentps(x,0) must satisfy the conti-
nuity condition at the plate acoustic medium interface, given
as follows:

]ps

]y
~x,0!5 j rvv~x!, ~8!

wherek05v/c52p/l0 , is the acoustic wave number,c is
the sound speed in the acoustic medium,l0 is the acoustic
wavelength, andr is the density of the acoustic medium.

The solution to the above equations is sought using a
spatial Fourier transform over thex-domain. This procedure
transforms the equation of motion~5! from the spatial to the
wave number domain or the spectral domain. Following this
transformation, Eq.~5! becomes:

@ Z̃s~ k̄!1Z̃a~ k̄!#Ṽ~ k̄,v!14pd~ k̄2a sin u!

1
j k̄2

2p E
2`

`

k̄82FLb̃~ k̄2 k̄8!

lb8
G Ṽ~ k̄8,v!dk̄8

2
j

2p E
2`

` FLm̃~ k̄2 k̄8!

lm8
G Ṽ~ k̄8,v!dk̄850, ~9!

whereL is the length of the inhomogeneity normalized by
the elastic plate flexural wave numberg5A4 v2/(b8/m8),
that is,L5g l . Furthermore, it should be noted that the mass
and stiffness inhomogeneity distributions~b̃ andm̃! are also
scaled by the plate flexural wave numberg. It is shown later
on in this paper that this scaling will result in the normalized
magnitude of the inhomogeneity being a function of the nor-
malized frequency parametera, defined in the following
paragraph.

The tilde above the variables in Eq.~9! indicates that the
variable is defined in the wave number space. The expression
that relates the surface pressure to the normal velocity of the
plate when transformed to the wave number domain has the
form

P̃sc~ k̄,Y!5Z̃a~ k̄!Ṽ~ k̄!ejYAa22 k̄2
. ~10!

In Eqs. ~9! and ~10!, the following parameters have been
introduced.Y is the normalized distance along the normal to
the plate defined byY5gy, Z̃s( k̄)52 j (12 k̄4) is the plate
spectral impedance,Z̃a( k̄)5(e/a)/Aa22 k̄2 is the acoustic
spectral impedance,Ṽ( k̄)5 ñ( k̄)/@P0 /(m8v)# is the normal-
ized surface velocity response,P̃sc( k̄,Y)5 p̃s( k̄,Y)/P0 is the
normalized scattered pressure,e is the fluid-loading param-
eter as defined in Ref. 4 and given bye5(rc)/(m8vc),
which is equal toe50.129 for a water-loaded steel plate,k̄
5k/g is the normalized wave number,a5k0 /g5Av/vc is
the Mach number also defined in Ref. 4 and (rv2)/(b8g5)
5e/a.

II. NUMERICAL SOLUTION

Rearranging Eq.~9!, a Fredholm integral equation of the
third kind is obtained, for which a solution is sought to ob-

tain the wave number spectral response of the surface veloc-
ity. Equation~9! can be reduced to a Fredholm integral equa-
tion of the second kind by using the substitution,

W̃~ k̄!5Z̃~ k̄!Ṽ~ k̄!14pd~ k̄2a sin u!, ~11!

where Z̃( k̄)5@ Z̃s( k̄)1Z̃a( k̄)#. From Eq. ~11! the solution
for the normal spectral velocity response can be obtained
from the relationship,

Ṽ~ k̄!52
4pd~ k̄2a sin u!

Z̃~ k̄!
1

W̃~ k̄!

Z̃~ k̄!
, ~12!

where the first term on the RHS of Eq.~12! is the velocity
response of the homogeneous plate induced by the incident
acoustic wave, while the second term is the velocity response
due to the presence of the inhomogeneity. Substituting Eq.
~12! into Eq. ~9! and rearranging,

W̃~ k̄!1
1

2p
E

2`

`

Z̃d~ k̄,k̄8!
W̃~ k̄8!

Z̃~ k̄8!
dk̄8

5
2

Z̃~a sin u!
Z̃d~ k̄,a sin u!, ~13!

where Z̃d( k̄,k̄8) is either @ j k̄2k̄82Lb̃( k̄2 k̄8)/( lb8)# for a
stiffness inhomogeneity or@2 jLm̃( k̄2 k̄8)/( lm8)# for a
mass inhomogeneity. The kernel of the integral in Eq.~13!
has singularities at the zeros, and branch points~if a contour
integral approach is used!, of the denominator Z̃( k̄)
5@ Z̃s( k̄)1Z̃a( k̄)#, which is the dispersion equation of the
fluid-loaded plate. The integrals cannot therefore be directly
evaluated.2 A solution is developed using a singularity sub-
traction technique,5,6 which is very similar in essence to the
hybrid approach presented in Ref. 3. The zeros of the disper-
sion equation cannot be located analytically and a numerical
approach has to be used.3 Thus if singularities exists atk̄
56 k̄a , then

1

2p
E

2`

` Z̃d~ k̄,k̄8!

Z̃~ k̄8!
W̃~ k̄8,v!dk̄8

5
1

2p E
2`

` F Z̃d~ k̄,k̄8!

Z̃~ k̄8!
2S Z̃d~ k̄,k̄a!~ k̄81 k̄a!

2k̄ag̃~ k̄a!~ k̄822 k̄a
2!

1
Z̃d~ k̄,2 k̄a!~ k̄82 k̄a!

2~2 k̄a!g̃~ k̄a!~ k̄822 k̄a
2!
D GW̃~ k̄8!dk̄8

1
j

2 FW̃~ k̄a!Z̃d~ k̄,k̄a!

k̄ag̃~ k̄a!
1

W̃~2 k̄a!Z̃d~ k̄,2 k̄a!

~2 k̄a!g̃~ k̄a!
G , ~14!

where

g~ k̄a!5 lim
k̄→ k̄a

Z̃~ k̄!

~ k̄22 k̄a
2!

5
]~ Z̃~ k̄a!!/] k̄

2k̄a

. ~15!

The singularities~zeros! of Z̃( k̄)5@ Z̃s( k̄)1Z̃a( k̄)# occur in
pairs. If Z̃( k̄)5@ Z̃s( k̄)1Z̃a( k̄)# has more than one pair of
singularities on or close to the real axis, which would be the
case at frequencies above the critical frequency, then the
procedure is repeated until all pairs of singularities close or
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on the real axis are removed. Having removed the singulari-
ties from the integral, the integral can be evaluated numeri-
cally using a Gauss quadrature approach. Substituting for the
integral in Eq.~13! by its numerical equivalent, including the
singularity subtraction of Eq.~14!, then Eq.~13! results in

W̃~ k̄!1
1

2p
(
i 51

N

wiF Z̃d~ k̄,k̄i !

Z̃~ k̄i !
2S Z̃d~ k̄,k̄a!~ k̄i1 k̄a!

2k̄ag̃~ k̄a!~ k̄i
22 k̄a

2!

1
Z̃d~ k̄,2 k̄a!~ k̄i2 k̄a!

2~2 k̄a!g̃~ k̄a!~ k̄i
22 k̄a

2!
D GW̃~ k̄i !

1
j

2
F W̃~ k̄a!Z̃d~ k̄,k̄a!

k̄ag̃~ k̄a!
1

W̃~2 k̄a!Z̃d~ k̄,2 k̄a!

~2 k̄a!g̃~ k̄a!
G

52
Z̃d~ k̄,a sin u!

Z̃~a sin u!
, ~16!

where wi are the Gauss quadrature weights andk̄i are the
Gauss nodes. This expression can be evaluated at the discrete
valuesk̄n , that is,

W̃~ k̄n!1
1

2p
(
i 51

N

wiF Z̃d~ k̄n ,k̄i !

Z̃~ k̄i !
2S Z̃d~ k̄n ,k̄a!~ k̄i1 k̄a!

2k̄ag̃~ k̄a!~ k̄i
22 k̄a

2!

1
Z̃d~ k̄n ,2 k̄a!~ k̄i2 k̄a!

2~2 k̄a!g̃~ k̄a!~ k̄i
22 k̄a

2!
D GW̃~ k̄i !

1
j

2
F W̃~ k̄a!Z̃d~ k̄n ,k̄a!

k̄ag̃~ k̄a!
1

W̃~2 k̄a!Z̃d~ k̄n ,2 k̄a!

~2 k̄a!g̃~ k̄a!
G

52
Z̃d~ k̄n ,a sin u!

Z̃~a sin u!
. ~17!

If the discrete valuesk̄n take the same values as the Gauss

quadrature nodesk̄i , then a set ofM linear equations are
obtained, whereM5N1Np , N being the number of Gauss
nodes andNp being the number of singularities. This set of
M linear equations can be represented in a matrix format,

3
W̃~ k̄1!

W̃~ k̄2!

W̃~ k̄3!

W̃~ k̄4!

W̃~ k̄5!

]

W̃~ k̄N!

W̃~ k̄a!

W̃~2 k̄a!

4
13

K̃ ~ k̄1 ,k̄1! K̃ ~ k̄1 ,k̄2! K̃ ~ k̄1 ,k̄3! K̃ ~ k̄1 ,k̄4! ... K̃ ~ k̄1 ,k̄N! Z̃~ k̄1 ,k̄a! Z̃~ k̄1 ,2 k̄a!

K̃ ~ k̄2 ,k̄1! K̃ ~ k̄2 ,k̄2! K̃ ~ k̄2 ,k̄3! K̃ ~ k̄2 ,k̄4! ... K̃ ~ k̄2 ,k̄N! Z̃~ k̄2 ,k̄a! Z̃~ k̄2 ,2 k̄a!

K̃ ~ k̄3 ,k̄1! K̃ ~ k̄3 ,k̄2! K̃ ~ k̄3 ,k̄3! K̃ ~ k̄3 ,k̄4! ... K̃ ~ k̄3 ,k̄N! Z̃~ k̄3 ,k̄a! Z̃~ k̄3 ,2 k̄a!

K̃ ~ k̄4 ,k̄1! K̃ ~ k̄4 ,k̄2! K̃ ~ k̄4 ,k̄3! K̃ ~ k̄4 ,k̄4! ... K̃ ~ k̄4 ,K̄N! Z̃~ k̄4 ,k̄a! Z̃~ k̄4 ,2 k̄a!

K̃ ~ k̄5 ,k̄1! K̃ ~ k̄5 ,k̄2! K̃ ~ k̄5 ,k̄3! K̃ ~ k̄5 ,k̄4! ... K̃ ~ k̄5 ,k̄N! Z̃~ k̄5 ,k̄a! K̃ ~ k̄5 ,2 k̄a!

] ] ] ] ] ]

K̃ ~ k̄N ,k̄1! K̃ ~ k̄N ,k̄2! K̃ ~ k̄N ,k̄3! K̃ ~ k̄N ,k̄4! ... K̃ ~ k̄N ,k̄N! Z̃~ k̄N ,k̄a! Z̃~ k̄N ,2 k̄a!

K̃ ~ k̄a ,k̄1! K̃ ~ k̄a ,k̄2! K̃ ~ k̄a ,k̄3! K̃ ~ k̄a ,k̄4! ... K̃ ~ k̄a ,k̄N! Z̃~ k̄a ,k̄a! Z̃~ k̄a ,2 k̄a!

K̃ ~2 k̄a ,k̄1! K̃ ~2 k̄a ,k̄2! K̃ ~2 k̄a ,k̄3! K̃ ~2 k̄a ,k̄4! ... K̃ ~2 k̄a ,k̄N! Z̃~2 k̄a ,k̄a! Z̃~2 k̄a ,2 k̄a!

4
33

W̃~ k̄1!

W̃~ k̄2!

W̃~ k̄3!

W̃~ k̄4!

W̃~ k̄5!

]

W̃~ k̄N!

W̃~ k̄a!

W̃~2 k̄a!

4 53
R̃~ k̄1!

R̃~ k̄2!

R̃~ k̄3!

R̃~ k̄4!

R̃~ k̄5!

]

R̃~ k̄N!

R̃~ k̄a!

R̃~2 k̄a!

4 , ~18!
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where

K ~ k̄n ,k̄i !5
1

2p
wiF Z̃d~ k̄n ,k̄i !

Z̃~ k̄i !
2S Z̃d~ k̄n ,k̄a!~ k̄i1 k̄a!

2k̄ag̃~ k̄a!~ k̄i
22 k̄a

2!

1
Z̃d~ k̄n ,2 k̄a!~ k̄i2 k̄a!

2~2 k̄a!g̃~ k̄a!~ k̄i
22 k̄a

2!
D G , ~19!

Z~ k̄n ,k̄a!5
j

2

W̃~ k̄a!Z̃d~ k̄n ,k̄a!

k̄ag̃~ k̄a!

and ~20!

Z~ k̄n ,2 k̄a!5
j

2

W̃~2 k̄a!Z̃d~ k̄n ,2 k̄a!

~2 k̄a!g̃~ k̄a!
,

and

R~ k̄n!52
Z̃d~ k̄n ,a sin u!

Z̃~a sin u!
. ~21!

Equation~18! represents a set ofM linear equations which
can be solved for the variableW̃( k̄n) at the Gauss nodes and
the singularities. That is, the solution of the Fredholm inte-
gral equation degenerates into a solution of the matrix equa-
tion ~18!. From the solution of the above matrix equation,
other values forW̃( k̄), apart from those at the Gauss nodes,
can be obtained by interpolation. This interpolation process
to obtain the value of the function at any value ofk̄ is gen-
erally referred to as the Nystro¨m interpolation and details on
its features and convergence properties can be found in Ref.
5.

From the solution for the spectral domain surface veloc-
ity response, the spatial domain response is obtained by in-
verse Fourier transforming the spectral domain solution. The
inverse Fourier transform is performed using the hybrid
numerical/analytic techniques,3 since from Eq.~12! the spec-
tral domain velocity response has singularities at the roots of
the dispersion equation.

The normalized scattered pressure (P̃s5 p̃s /P0) is given
by combining Eqs.~10! and~12!, which after substituting for
the spectral domain velocity response is inverse Fourier
transformed to obtain the spatial domain scattered pressure.
That is, starting from

P̃s~ k̄,Y,v!5
e/a

Aa22 k̄2
ejYAa22 k̄2

3F2
4pd~ k̄2a sin u!

Z̃~ k̄!
1

W̃~ k̄!

Z̃~ k̄!
G , ~22!

the inverse Fourier transform of the first term in the square
parenthesis represents the specular component of the scat-
tered pressure,1 which when combined with the normalized
reflected component from Eq.~7!, can be written in the
form,1

P̃sp~X,Y!5R~u!ej a~X sin u1Y cosu!, ~23!

where

R~u!5
Z̃s~a sin u!2Z̃a~a sin u!

Z̃s~a sin u!1Z̃a~a sin u!
. ~24!

The inverse Fourier transform of the second term in the
square parenthesis is the nonspecular component,

Psc~X,Y!5
1

2p
E

2`

` e/a

Aa22 k̄2

W̃~ k̄!

Z̃~ k̄!
ejYAa22 k̄2

ejk̄X dk̄

~25!

for which a numerical or hybrid numerical–analytical in-
verse Fourier transform has to be used. In Eqs.~23! and~25!,
X is the normalized distance along the surface of the plate
defined byX5gx.

III. FAR-FIELD AND NEAR-FIELD SCATTERING

The normalized~with respect toP0! far-field scattered
pressure, neglecting the specular component, can be obtained
from Eq. ~25! using a stationary phase approximation,1–3

P̃sc~R,f! f 5
a3

e
A 2

paR
ej ~aR2p/4!D~u!D~f!

3Z̃d@a~sin f2sin u!#

2
a

2p
A 1

2paR
ej ~aR2p/4!D~f!

3(
i 51

N

ai

Z̃d~a sin f2 k̄i !

Z̃~ k̄i !
W̃~ k̄i !, ~26!

where

D~u!5
cosu

@12~a2/e! j cosu~12a4 sin4 u!#
. ~27!

The near-field scattered pressure is not possible to obtain
using a stationary phase approach, hence a solution to the
inverse Fourier transform of Eq.~25! is required. The inverse
Fourier transform is obtained using the hybrid technique,3

that is,

P̃sc~X,Y!5
1

2p
E

2`

` F e/a

Aa22 k̄2

W̃~ k̄!

Z̃~ k̄!
2W̃~a!G

3ejAa22 k̄2Yejk̄X dk̄1
j aYW̃~a!

2AX21Y2

3H1
~1!@aAX21Y2#. ~28!

IV. RESULTS

Scattering results are generated for the four distribu-
tions, for both mass and stiffness inhomogeneities. The re-
sults are presented in the form of contour plots, one for each
inhomogeneity type and distribution. The abscissa of these
plots represents the angle of scatter while the ordinate repre-
sents the normalized frequency, where the maximum fre-
quency considered is five times the critical frequency. The
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extent of the inhomogeneity is 20 times the thickness of the
plate, which when nondimensionalized, the extent of the in-
homogeneity satisfies the relationship:

L5g l 5
20h ra

em8
519.8a. ~29!

The characteristics of the inhomogeneity at two selected fre-
quencies are summarized in Table I.

The magnitude of the inhomogeneities is selected such
that the following ratios are satisfied:

FLb̃~ k̄50!

lb8
G51⇒F b̃~ k̄50!

lb8
G5

1

19.8a
, ~30!

FLm̃~ k̄50!

lm8
G51⇒F m̃~ k̄50!

lm8
G5

1

19.8a
. ~31!

Using this representation, the magnitude of the nondimen-
sionalized inhomogeneity changes with frequency and as ob-
served from Table I decreases to about a 4% change at a
normalized frequency of 2.0. Figure 4 shows the variation of
the extent and normalized magnitude of the inhomogeneity
as a function of normalized frequency.

Figure 5 shows the far-field scattering from a mass in-
homogeneity for an incidence angle of 45 degrees. This fig-
ure has similar features to the scattering results presented in
Ref. 1 for normal angle of incidence, mainly that at low
frequencies, where the length of the inhomogeneity is less
than or on the order of an acoustic wavelength, the inhomo-
geneity scattered field is nondirective, while at high frequen-
cies a highly directive field with a lobe structure dependent
on the smoothness of the distributions at their end points, is
observed. At low frequencies, the scattering from each dis-
tribution does not significantly vary as one progresses from
the uniform distribution to the biquadratic distribution. That

is, smoothness does not seem to play a significant role. How-
ever, the scattering is different from that of the concentrated
line inhomogeneity. Furthermore, a coincidence peak, char-
acteristic of high frequency radiation from a plate above the
critical frequency, is observed, and the amplitude of this
peak is enhanced by the less smooth distributions. In fact, the
scattering along the coincidence angle is masking some of
the features observed in Ref. 1 for normal incidence. As will
be shown later, in the monostatic results, for oblique angles
of incidence, the peak along the coincidence direction domi-
nates the scattering pattern.

For a stiffness inhomogeneity, and for normal incidence,
a stiffness inhomogeneity will not have any scattering
strength because of the presence ofk̄2k82 in the distributed
impedance termZ̃d( k̄,k8). For normal incidenceu50 and
a sinu50. Thus the RHS of Eq.~13!, which is the forcing
term associated with the inhomogeneity impedance, is equal
to zero, resulting in no additional response~apart from that
associated with the homogeneous plate! in the behavior of
the plate from the presence of the inhomogeneity. The physi-
cal interpretation of this result is as follows. At normal inci-
dence the waves induced in the plate originate from the area
of the inhomogeneity. Since the inhomogeneity has no iner-
tia associated with it, the response of the plate will follow the
excitation. The consequence of this is that no perturbation in
the surface response of the plate is induced, apart from the
component associated with the response of the homogeneous

FIG. 4. Variation of the extent and nondimensionalized magnitude~as a
percentage of the plate impedance! of the inhomogeneity. ———: Inhomo-
geneity extentL; ––––:Ratio ~in percent! of total mass or stiffness intro-
duced by inhomogeneity to the plate nominal mass or stiffness within the
extent of the inhomogeneity.

FIG. 5. Bistatic far-field scattering for 45 degree incidence for mass inho-
mogeneities,~a! line concentrated distribution;~b! uniform distribution;~c!
quadratic distribution;~d! biquadratic distribution.

TABLE I. The characteristics of the inhomogeneity at two selected frequen-
cies.

V a L l /ls l /l0 1/(19.8a)

0.2 0.45 8.85 1.41 0.63 11%
2.0 1.41 28.0 4.46 6.29 4%
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plate which has the same trace wave number as the incident
wave. This component, part of the specular component@Eq.
~23!#, is not included in the far-field scattering results. This
result is also consistent with the fact that the stiffness inho-
mogeneity has a quadrupolelike scattering while the mass
inhomogeneity has a dipolelike scattering due to the fact that
the inertia of the inhomogeneity generates a reaction force on
the fluid.

Figure 6 shows the far-field scattering from a stiffness
inhomogeneity for a 45 degree incidence angle. In the case
of a stiffness inhomogeneity, a concentrated line inhomoge-
neity does not contribute to the scattering and hence only
three scattering plots are shown in Fig. 6, corresponding to
the uniform, quadratic, and biquadratic distributions. The
quadrupolelike characteristics are clearly evident in these
scattering plots, due to the presence of the null in the far-
field pressure in the normal direction.

Clearly observable in Fig. 6 is the strong scattering at
the coincidence frequency ofV52.0. Because of the null in
the scattered pressure, the scattering along the coincidence
direction is more evident in this case. At high frequencies,
the lobe structure associated with the distribution end
smoothness becomes apparent and the scattering becomes
more directive, with reduced side lobe levels. Similar to the
mass inhomogeneity, at low frequencies, the scattering from
each distribution does not significantly vary between distri-
butions.

The significance of the scattering at the coincidence fre-
quency can be seen from the far-field monostatic scattering
results shown in Figs. 7 and 8, for, respectively, mass and
stiffness inhomogeneities. As can be observed from these
figures, above the critical frequency (V51.0), there is very
little difference in the monostatic scattering between mass
and stiffness inhomogeneities. There is somewhat of a dif-
ference in the normal direction between the different distri-
butions, but this difference is masked by the strong scattering
along coincidence. Furthermore, stiffness and mass inhomo-
geneities are equally strong scatterers for frequencies above
the critical frequency. Below the critical frequency, stiffness
inhomogeneities are generally weaker scatterers. This is also
observable from the near-field scattering results.

Near-field scattering results and velocity response
Green’s functions are presented for two representative nor-
malized frequencies of 0.2 and 2.0, that is, one below and
one above the critical frequency. The black strip along the
bottom axis of each of the scattering plots shows the extent
but not shape of the inhomogeneity. Figure 9 shows the near-
field scattering and response Green’s function for the four
distributions of a mass inhomogeneity for normal incidence
at V50.2. The response Green’s function plots show the
magnitude, real, and imaginary components of the velocity
response. The inhomogeneity distribution plays a significant
role in the shape of the scattering and as the smoothness of
the inhomogeneity increases, the closer is the similarity of
the scattering pattern to that of a piston in a baffle. The

FIG. 6. Bistatic far-field scattering for 45 degree incidence for stiffness
inhomogeneities,~a! uniform distribution;~b! quadratic distribution;~c! bi-
quadratic distribution.

FIG. 7. Monostatic far-field scattering mass inhomogeneities,~a! line con-
centrated distribution;~b! uniform distribution;~c! quadratic distribution;~d!
biquadratic distribution.
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nondirective quality of the scattering can also be observed in
these results. Figure 10 shows the near-field scattering and
response Green’s function for a uniform, quadratic, and bi-
quadratic mass inhomogeneities for a 45 degree angle of in-
cidence forV50.2. The scattering pattern does not signifi-
cantly change except that it gets skewed in the direction of
the angle of incidence. The dipolelike characteristics are still
preserved.

Figure 11 shows the scattering and the response Green’s
function for the same three distributions as in Fig. 10 but this
time for stiffness inhomogeneities. The differences in the
scattering and the response patterns between the stiffness and
mass inhomogeneities at low frequencies are clearly evident
from comparison of Figs. 10 and 11. The far-field null near
normal is somewhat masked in the stiffness inhomogeneity
results by the near-field scattered pressure contributions.
However, one can observe the starting of the null toward the
top end (Y510.0) of the scattering diagram. The much
lower scattering strength at low frequencies of the stiffness
inhomogeneities, when compared to the mass inhomogene-
ities, can also be clearly observed.

In Fig. 12 the near-field scattering and velocity Green’s
function response from a mass inhomogeneity at a frequency
of twice the critical frequency (V52.0) for normal inci-
dence is shown for the four inhomogeneity distributions in-
cluding the concentrated line inhomogeneity. It should be
noted that the scale of the scattering plot for the concentrated
line inhomogeneity is 20 dB higher than for the scattering

from the other distributions. For a concentrated line inhomo-
geneity, the scattering along the coincidence direction, which
for V52.0 are at 45 degrees is clearly evident. The increased
directivity of the scattering due to the extent of the inhomo-
geneity which is consistent with the far-field scattering re-
sults is also evident for the uniform, quadratic, and biqua-
dratic distributions. The dependency on the smoothness of
the ends of the inhomogeneity can be clearly seen in these
near-field scattering plots. For the uniform inhomogeneity,
the abrupt changes at the inhomogeneity endpoints gives rise
to a stationary wave-type pattern, which can be attributed to
the predominant influence, hence scattering, from the ends of
the inhomogeneity. As the smoothness of the inhomogeneity
increases, the scattering becomes less directive, with the as-
sociated reduction in the significance of the scattering from
the inhomogeneity ends. This is analogous to the radiation
from a shaded array, where the increased end smoothness of
the shading widens the main lobe but reduces the side lobes.

Figures 13 and 14 show the near-field scattering and
response Green’s function at a frequency above the critical
frequency (V52.0) for a 45 degree angle of incidence for,
respectively, mass and stiffness inhomogeneities. There is
not much of a difference between these two scattering pat-
terns, which reinforces the observation made from the analy-

FIG. 8. Monostatic far-field scattering for stiffness inhomogeneities,~a!
uniform distribution;~b! quadratic distribution;~c! biquadratic distribution. FIG. 9. Bistatic near-field scattering and associated response Green’s func-

tion for normal incidence for mass inhomogeneities, at a normalized fre-
quency of 0.2.~a! Line concentrated distribution;~b! uniform distribution;
~c! quadratic distribution;~d! biquadratic distribution. The response plots
show the ———: magnitude; ------: real; and––––:imaginary components
of the velocity response.
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sis of the monostatic scattering results. Above the critical
frequency, the scattering strength of mass and stiffness inho-
mogeneities are comparable. Furthermore, the smoothness of
the inhomogeneity only plays a role away from the coinci-
dence angle. The scattering pattern is, however, dominated
by the scattering along the coincidence direction and there-
fore for oblique incidence the smoothness of the inhomoge-
neity ends plays only a minor role, unlike for normal inci-
dence.

V. CONCLUSION

A full numerical solution has been obtained for the re-
sponse and near-field and far-field scattering from a fluid-
loaded plate with a distributed mass or stiffness inhomoge-
neity. The distributions considered for the mass
inhomogeneity are concentrated line, uniform, quadratic, and
biquadratic. For the stiffness inhomogeneity, the concen-
trated line distribution is not considered since this type of
inhomogeneity distribution has no scattering strength. Far-
field bistatic scattering results are presented for a 45 degree
incidence angle, together with monostatic far-field scattering.
Furthermore, near-field scattering for normal and 45 degree
incidence are also presented.

The scattering results show that for both types of inho-
mogeneities, the scale of the inhomogeneity is not very im-

portant when the extent of the inhomogeneity is much less
than an acoustic wavelength. However, when the extent of
the inhomogeneity is larger than an acoustic wavelength, the
shape of the inhomogeneity distribution becomes significant.
Also, for normal incidence, only the distributed mass inho-
mogeneity contributes to the scattering. Distributed stiffness
inhomogeneities do not induce any forces on the fluid-loaded
plate structure, resulting in no scattered waves. For oblique
angles of incidence, both mass and stiffness inhomogeneities
generate a scattered acoustic field. The mass inhomogene-
ities generate a dipolelike acoustic scattering pattern, while
the stiffness inhomogeneities generate a quadrupolelike scat-
tering pattern. In general, for frequencies below the critical
frequency, the stiffness inhomogeneities are weaker scatter-
ers compared to the mass inhomogeneities, while above the
critical frequency both types of inhomogeneities have similar
scattering strength. The relative scattering strength between
mass and stiffness inhomogeneities have also been consid-
ered by Steinberg and McCoy.7,8 In their work they consider
the influence of microstructure within the inhomogeneity. In
the absence of the microstructure within the macrostructure
of the inhomogeneities, their conclusion that a mass inhomo-
geneity is generally a stronger scatterer when compared to a
stiffness inhomogeneity agrees with the results obtained
here.

At low frequencies, the scattering from the mass inho-
mogeneities decreases with increased smoothness, while the

FIG. 10. Bistatic near-field scattering and associated response Green’s func-
tion for 45 degree incidence for mass inhomogeneities, at a normalized
frequency of 0.2.~a! Uniform distribution; ~b! quadratic distribution;~c!
biquadratic distribution. The response plots show the ———: magnitude;
------: real; and––––: imaginary components of the velocity response.

FIG. 11. Bistatic near-field scattering and associated response Green’s func-
tion for 45 degree incidence for stiffness inhomogeneities, at a normalized
frequency of 0.2.~a! Uniform distribution; ~b! quadratic distribution;~c!
biquadratic distribution. The response plots show the ———: magnitude;
------: real; and––––: imaginary components of the velocity response.
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scattering from the stiffness inhomogeneities is predomi-
nantly at grazing angles, with most of the scattering propa-
gating close to the plate surface. At high frequencies the
scattering mainly occurs from the edges of the inhomogene-
ities. The scattering from either the stiffness or mass inho-
mogeneities are very similar and the scattering increases with
decreased smoothness.

Regarding directivity, at very low frequencies and for
angles of incidence other than normal, both the far-field and
near-field scattering patterns are generally nondirective, that
is, the scattering is not along any specific scattering angle.
Inhomogeneity end ‘‘smoothness’’ in this case plays only a
minor role in the directivity of the scattered field, with in-
creased smoothness resulting in somewhat less directionality.
This result has also been observed in Ref. 1 and in the near-
field scattering for normal incidence. As the frequency in-
creases, but still below the critical frequency, the near- and
far-field scattering are slanted toward the angle of incidence.
At high frequencies~above the critical frequency! and ob-
lique incidence, the far-field scattering, for both the mass and
stiffness inhomogeneities, is predominantly along the coinci-
dence angles. This is different from the results obtained in
Ref. 1 for normal incidence, where the predominant direction
of far-field scattering was in the normal direction, along the
incidence angle. The near-field scattering results are for an
incidence angle of 45 degrees and a normalized frequency of
2.0, which corresponds to a coincidence angle of 45 degrees.
Hence, for these results the incidence and scattering angle
are the same. Furthermore, the near-field scattering from
both mass and stiffness inhomogeneities predominantly
comes from the discontinuities at the ends of the inhomoge-
neity. Apart from the scattering along the coincidence angle,
the far-field scattering has a lobe structure which is depen-
dent on the end point ‘‘smoothness’’ of the inhomogeneity

FIG. 12. Bistatic near-field scattering and associated response Green’s func-
tion for normal incidence for mass inhomogeneities, at a normalized fre-
quency of 2.0.~a! Line concentrated distribution;~b! uniform distribution;
~c! quadratic distribution;~d! biquadratic distribution. The response plots
show the ———: magnitude; ------: real; and––––:imaginary components
of the velocity response.

FIG. 13. Bistatic near-field scattering
and associated response Green’s func-
tion for 45 degree incidence for mass
inhomogeneities, at a normalized fre-
quency of 2.0.~a! Uniform distribu-
tion; ~b! quadratic distribution;~c! bi-
quadratic distribution. The response
plots show the ———: magnitude;
------: real; and ––––: imaginary
components of the velocity response.
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distribution. This lobe structure, and its dependence on the
inhomogeneity distribution smoothness, was also observed in
Ref. 1 for normal incidence. The near-field scattering from
the uniform mass inhomogeneity, for normal incidence, ex-
hibits a form of a standing wave pattern within the region of
the inhomogeneity. This is attributed to the sharp termina-
tions of the uniform inhomogeneity distribution, and is re-
lated to the strong lobe structure of the far-field scattering.1
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A multi-level optimization approach for the design of feedforward active structural acoustic control
~ASAC! systems is presented. The formulation takes advantage that both the structural response and
the acoustic radiation from a controlled structure can be completely defined in the modal domain.
All the physical parameters that define the control inputs and the error sensors are defined in the
modal domain in terms of the unit modal control forces and the modal error sensor components,
respectively. The upper level of the optimization solves for the optimum modal parameters that
minimize the total radiated acoustic power. Then, these optimum modal parameters are used in a set
of lower level or physical domain optimization problems to determine the physical characteristics of
the actuators and sensors to be implemented. Since the response of the system is evaluated in the
upper level using a modal approach, the formulation permits the implementation of numerical
techniques and/or experimental data during the design process. Therefore, the proposed
methodology can be used for the design of control systems for realistic structures with complex
disturbances in an efficient manner. The design formulation is illustrated for the case of a simply
supported plate excited by an off-resonance disturbance. ©1998 Acoustical Society of America.
@S0001-4966~98!03707-2#

PACS numbers: 43.40.Vn@PJR#

INTRODUCTION

An approach for the attenuation of structurally radiated
noise consists in modifying the vibration behavior of the
structure by applying control force inputs directly to the
structure. This technique is known as Active Structural
Acoustic Control ~ASAC! and was first introduced by
Fuller.1 The combination of this technique in conjunction
with new developments in specialized actuators and sensor
materials have permitted the implementation of the concept
of ‘‘smart’’ or adaptive systems where the transducers being
an integral part of the structure. At present, such advanced
control systems have been successfully implemented to con-
trol sound radiation from plates and cylinders; sound
transmission/radiation from single and double panels; and
interior noise from cylindrical structures among others.2

Although the concept of ASAC systems along with
‘‘smart’’ structures has been successfully tested, the design
aspects of such systems is still under much investigation. A
formal optimization approach in ASAC implementations was
first introduced by Wang and co-workers.3 This investigation
consisted in the direct optimization of the location of rectan-
gular piezoelectric~PZT! actuators to minimize the sound
radiation from a simply supported plate. The results demon-
strated that optimally located actuators provided a far better
sound reduction, at both on- and off-resonance excitations,
than actuators whose position were chosen based in some
physical consideration. More recently, other optimum design
approaches for structural-acoustic control systems have been

proposed such as using subset selection techniques,4 cluster
analyses,5 eigenproperty assignments,6 and genetic
algorithms.7 These previous works have demonstrated that
optimally designed actuators and sensors can have a signifi-
cant impact on the performance of active control systems to
reduce both sound radiation and acoustic fields inside enclo-
sures. They have shown that significant levels of attenuation
can be obtained with far fewer optimally located transducers,
thus reducing the dimensionality and complexity of the con-
trol system. However, there are still limitations that prevent
the same approaches from being implemented in the design
of complex realistic structures.

For the case of minimizing sound radiation from com-
plex structures, the design approach of ASAC systems is
virtually nonexistent. In most of the previous optimization
approaches, the design formulation consisted of using a non-
linear optimization algorithm to minimize an expression re-
lated to the total radiated acoustic power as a function of the
physical characteristics~i.e., location, size, etc.! of the actua-
tors and sensors. The main problem with this straightforward
approach is that the computation of the acoustic response for
complex structural systems as a function of the physical
characteristics of the actuators and sensors results in a com-
putationally expensive procedure.

In this work an efficient formulation for the design of
feedforward ASAC systems to suppress acoustic radiation
from complex structural systems under light fluid loading
~i.e., no acoustic feedback! is presented. The approach con-
sists in a two-stage multi-level optimization scheme. The for-
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mulation takes advantage of the fact that both the structural
response and the acoustic radiation from a controlled struc-
ture can be completely defined in terms of modal quantities.
All the physical parameters that define the control inputs and
the error sensors have their counterpart in the modal domain
through the unit modal control forces and the modal error
sensor components, respectively. Therefore, the upper level
of the optimization is defined in the modal domain and
solves for the optimum unit modal control forces and modal
error sensor components that minimize the total radiated
power. Then, these optimum modal parameters are used in a
set of lower level optimization problems to determine the
physical characteristics of the actuators and sensors to be
implemented. Since in the formulation the response is evalu-
ated in the upper level or modal domain, it permits the
implementation of numerical techniques and/or experimental
data during the design process. In addition, since the upper
level optimization problem is universal for any type of
structure/transducer combination, a previously developed
general analytical sensitivity formulation8 is implemented to
improve the performance of the optimization algorithm dur-
ing the solution process. Therefore, the formulation is ca-
pable to handle complex structures with complex distur-
bances~e.g., multiple frequencies! in an efficient manner.
Once the optimum modal parameters are obtained, different
types of transducers can be investigated with a minimum
computational effort. The proposed approach is illustrated
for the case of a simply supported plate excited by an off-
resonance disturbance. The study of a plate will serve as a
benchmark to implement the design methodology for more
complex systems.

I. STRUCTURAL-ACOUSTIC RESPONSE

A. Structural response

The response of a structure can be obtained by modal
superposition once the eigenproperties of the system~i.e.,
natural frequencies and mode shapes! are known. These
eigenproperties can be estimated using numerical techniques
such as the finite element method~FEM! or experimentally
using modal analysis techniques. For the case of sound ra-
diation from structures submerged in light fluids such as air,
it is necessary to consider only the vibration in which the
response normal to the radiating surface is dominant.9 The
Fourier transform~FT! of the response in the direction nor-
mal to the structural surface can be obtained as a linear com-
bination of the modes as

w~r s ,v!5 (
n51

N

qn~v!fn~r s!

5 (
n51

N

F~v! f nHn~v!fn~r s!, ~1!

wherev is the excitation frequency,fn(r s) is thenth mode
shape,N is the total number of modes included in the analy-
sis, r s is a point on the structure, andqn(v)
5F(v) f nHn(v) is the FT of thenth modal displacement
whereF(v) is the amplitude of the external excitation and
f n is thenth unit modal force defined as

f n5E
S
fn~r s! f ~r s!dS, ~2!

where the integral is extended over the structural domainS
and f (r s) is a function that defines the spatial distribution
of the excitation. Finally,Hn(v) is the nth modal fre-
quency response function defined asHn(v)5(vn

22v2

12 j bnvnv)21, wherej is the imaginary number andbn is
the nth modal damping ratio.

B. Acoustic response

The acoustic radiationp(r ,v) from a harmonically vi-
brating structure can be obtained after solving the Helmholtz
wave equation10

¹2p~r ,v!1k2p~r ,v!50 ~3!

in conjunction with the boundary conditions

“p~r s ,v!5v2rw~r s ,v! ~4a!

and

lim
ur u→`

p~r ,v!→0, ~4b!

wherer is a field point location;“~.! is the Laplacian opera-
tor; k5v/c is the acoustic wave number; andc andr are the
phase speed and density in the fluid that surrounds the struc-
ture, respectively. Equation~4a! relates the structural re-
sponse with the acoustic pressure at the structural surface
while Eq. ~4b! represents the Sommerfeld far-field condition
that requires that the acoustic pressure decreases as the field
point is moved away from the structure. Equations~3! and
~4! do not possess closed-form solution for any but very
simple cases. For the case of structures with complex geom-
etries, they are solved using numerical techniques such as the
boundary element method~BEM!.11

The strategy in this work is to obtain the acoustic re-
sponse by considering the contributions of each of the struc-
tural modes separately. By substituting the modal expansion
in Eq. ~1! into Eq. ~4!, the acoustic pressure field can be
obtained as a linear contribution of the structural modes as

p~r ,v!5 (
n51

N

qn~v!pn~r ,v!, ~5!

wherepn(r ,v) is the acoustic pressure atr due to thenth
mode shape, i.e., modal pressure.

The total acoustic radiated power can be estimated by
integrating the far-field acoustic intensity over a sphere of
surface areaA that surrounds the structure as

P~v!5E
A

up~r ,w!u2

2rc
dA. ~6!

Replacing Eq.~5! into Eq. ~6!, the acoustic power can be
written in a general quadratic form as
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P~v!5 (
n51

N

(
m51

N

qn~v!qm* ~v!E
A

pn~r ,v!pm* ~r ,v!

2rc
dA

5$q~v!%H@K~v!#$q~v!%, ~7!

where the superscripts~* ! and H imply complex conjugate
and conjugate transpose, respectively; and the elements of
matrix @K(v)# are given by the integral in Eq.~7!.

The diagonal elements of the matrix@K(v)# represent
the power radiated due to the direct contributions of the
modes, while the off-diagonal terms contain the power radi-
ated due to the coupling of the modes. In particular, the
off-diagonal terms could be either positive or negative de-
pending if the interaction between the modes is constructive
or destructive. For the case of complex structures, this matrix
has to be evaluated by numerical techniques and therefore
represents the highest computational effort during the evalu-
ation of the acoustic response. Finally,$q(v)% is the vector
of modal displacements.

Equation~7! defines the total radiated power at a single
frequency. The general case of multiple frequency excita-
tions is expressed as a linear combination of the contribu-
tions due to each frequency as

PT~v!5(
i 51

NF

~$q~v i !%
H@K~v i !#$q~v i !%!5(

i 51

NF

P~v i !,

~8!

whereNF is the total number of frequencies.
Inspection of Eqs.~7! and ~8! show that the relative

contributions to the acoustic power due to the modes depend
on two factors: the complex amplitudes of the modal dis-
placements$q(v i)% and the relative values of the modal
power matrices@K(v i)#. The modal displacements$q(v i)%
depend on the dynamics of the structure under a particular
disturbanceF(v). In the same way, the matrices@K(v i)#
depend on the capacity of the structural modes to generate
sound and their coupling characteristics. For a mode excited
on-resonance, its modal displacement will be significantly
larger than the other ones and therefore this mode will most
likely dominate the acoustic field. On the other hand, at off-
resonance conditions the acoustic field will probably be
mainly due to the radiation of the modes with the higher
radiation efficiency.

C. Optimum feedforward control inputs

Equation~1! represents the steady-state or frequency do-
main structural response due to an external disturbance
F(v). The response due to this disturbance can be controlled
by applying Nc secondary control forcesUk(v) where k
51,...,Nc . The response of the controlled system can be ex-
pressed as6

wc~r s ,v!5 (
n51

N

qn
c~v!fn~r s!, ~9!

where, using the principle of superposition, thenth modal
displacement of the controlled system is

qn
c~v!5qn~v!1Hn~v!(

k51

Nc

Uk~v!unk , ~10!

where Uk(v) and unk are the amplitude and thenth unit
modal control force of thekth control input, respectively. As
can be seen in Eq.~10!, the unit modal control forcesunk

dictate the relativecontrollability of the different modes by
the control inputsUk(v). Similarly to the unit modal distur-
bances, the unit modal control forces are given as

unk5E
S
fn~r s!uk~r s!dS, ~11!

where uk(r s) defines the spatial distribution of the control
forces. Similar to the unit modal disturbances, the unit modal
control forces depend completely on the physical implemen-
tation of the actuators, e.g., shakers, PZT ceramics, etc.

In feedforward control, the complex amplitude of the
control inputsUk(v) are obtained by ‘‘feeding forward’’ a
reference signalx(v), fully coherent to the original distur-
banceF(v), through an array of compensators. The com-
pensators are designed such that a measurable control cost
function is minimized. This cost function is usually obtained
as the sum of the mean-square-value~msv! of the response at
the error sensors as

J5(
s51

Ns

uEs~v!u2, ~12!

whereEs(v) is the FT of the response due to thesth error
sensor output andNs is the total number of error outputs.

In ASAC applications, the error signals could be ob-
tained by measuring directly the acoustic field using micro-
phones or the structural vibration using structural sensors. In
many applications the use of far-field microphones as error
sensors is not practical. Since one of the objectives in this
work is to eliminate the need for the use of microphones and
design a completely adaptive system with the actuators and
sensors integrated to the structure, only structural sensors are
considered here. For the case of such sensors, the response
can always be expressed as a linear combination of modal
terms as6

Es~v!5 (
n51

N

qn
c~v!jns , ~13!

wherejns is thenth modal component of thesth error sen-
sor. Again, the modal error components are related to the
physical implementation of the sensors and they dictate the
relativeobservabilityof the different modes

By differentiating Eq.~13! with respect to the real and
imaginary part of the control inputsUk(v) and setting them
to zero, it can be shown that the set of the optimum control
inputs is the solution of the following linear system of equa-
tions

@Tce~v!#$U~v!%52F~v!$Tde~v!%, ~14!

where vector$Uk(v)% contains theNc control inputs, the
elements of matrix@Tce(v)# are the transfer functions be-
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tween the control inputs and the error outputs and the ele-
ments of vector$Tde(v)% contain the transfer functions be-
tween the disturbances and the error outputs.

Once the optimum feedforward control inputsUk(v)
are obtained from the solution of Eq.~14! they are substi-
tuted into Eq.~10! to compute the modal displacements of
the controlled systemqn

c(v). Finally, the controlled modal
displacements can be substituted for the uncontrolled modal
displacements in Eq.~7! to yield the total radiated power of
the controlled system as

Pc~v!5$qc~v!%H@K~v!#$qc~v!%, ~15!

where $qc(v)% is the vector of controlled modal displace-
ments. In the same way, the total controlled radiated power
due to the contribution ofNF frequencies is given as

PT
c~v!5(

i 51

NF

~$qc~v i !%
H@K~v i !#$q

c~v i !%!

5(
i 51

NF

Pc~v i !. ~16!

Equation~16! describes the acoustic response of a feed-
forward controlled structure. This equation clearly shows the
advantage of evaluating the response as a combination of
modal contributions, especially in terms of the computational
effort. This advantage is specially critical during the design
of the control system. This design procedure involves a sys-
tematic update of the physical characteristics of the transduc-
ers~i.e., type, size, number, location, etc.! and the evaluation
of the acoustic response for each configuration. This process
is continued until the desired attenuation is obtained. Using
Eq. ~16!, the evaluation of the acoustic response is just a
matter of simple algebraic manipulations once the elements
of matrices@K(v i)# are known.

II. CONTROL SYSTEM DESIGN BY MULTI-LEVEL
OPTIMIZATION

As shown in Eq.~16!, the total radiated power from the
controlled system is a function of the forcesUk(v) which in
turn are defined from the modal characteristics of the uncon-
trolled system, i.e.,F(v) f n andHn(v), and of the actuators
and sensors, i.e.,unk andjns . The unit modal control forces
unk and modal error sensor componentsjns are directly re-
lated to the physical implementation of the actuators and
sensors, respectively. Therefore, the design of the control
system consists in finding the transducers that, when imple-
mented, yield the proper unit modal control forcesunk and
modal error sensor componentsjns . The significance of the
unit modal control forces and the modal error sensor compo-
nents in the response of the controlled system is that they
represent the relativecontrollability andobservabilityof the
modes by the control actuators and the error sensors, respec-
tively. Regardless of the type of actuators and sensors, the
unit modal control forces and the modal error sensor compo-
nents play the role of weighting coefficients that can be nor-
malized between61.

The fact that the response of the controlled system can
be obtained without the knowledge of the physical character-
istics of the transducers but from their effect on the different
modes brings out the opportunity of designing the control
system using a multi-level optimization approach. In multi-
level optimization a complex problem is broken into a set of
simpler problems that offers computational advantages. The
process of decomposition consists of separating the optimi-
zation process in an upper level problem, in which a global
cost function is minimized with respect to global design vari-
ables, and a set of lower level problems, in which a set of
local design variables are related to all the global design
variables or a subset of them. The upper level or modal do-
main optimization consists in finding the optimum unit
modal control forces and modal error sensor components that
minimize the total radiated acoustic power. Therefore, at the
upper level optimization, the global cost function is the total
radiated acoustic power as presented in Eq.~16! and the
global design variables are the modal quantitiesunk andjns .
Once the optimum modal parameters are obtained, a set of
lower level or physical domain optimization problems can be
solved in which the actuators and sensors that yield the op-
timum unit modal control forcesunk and modal error sensor
componentsjns are obtained. Therefore, the local design
variables at the lower level are the physical parameters that
define the actuators and sensors, i.e., number, size, location,
etc., while the local cost functions are the sum of the squares
of the differences between the optimum modal quantities and
the ‘‘actual’’ modal parameters due to the implementation of
a particular transducer. The outcome of this procedure is an
optimally designed control system.

The main advantages of the proposed design approach
can be listed as:

~1! The design process is broken into the solution of two
simple problems. The modal domain or upper optimiza-
tion problem consists in the minimization of a continu-
ous function of the modal control parameters. On the
other hand, the physical domain or lower level formula-
tions consist in a set of much simpler problems that in-
volves matching the ‘‘actual’’ modal parameters of the
transducers as closely as possible to the ‘‘ideal’’ modal
parameters. The simplicity in the solution in this two-
level approach should be contrasted to the difficulty in
solving a straightforward optimization problem in which
the acoustic response is directly expressed in terms of
the physical characteristics of the transducers.

~2! Since the upper level is solved in the modal domain, the
formulation is applicable to the design of any complex
structure modeled using FEM/BEM codes or using ex-
perimental modal analysis data. The highest computa-
tional effort at this level is in computing the matrices
@K(v i)# using Eq.~7!. The computation of these matri-
ces has to be carried out only once for each disturbance
frequency during the design process.

~3! Since the modal domain is universal for any type of
structure, a sensitivity analysis of the cost function and
the constraints can be developed in this stage. The use of
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analytical sensitivities instead of numerical approxima-
tions greatly improves the performance of optimization
algorithms.8

~4! Since the response of the controlled system is com-
pletely defined in the modal domain, the upper level for-
mulation can be used to investigate and evaluate the per-
formance of different control system configurations. At
this level, the designer can decide with relative ease the
required number of control inputsNc and error outputs
Ns that are necessary to obtain a desired attenuation.

~5! Since the design of the transducers to be implemented in
the control system is carried out after solving simple sets
of optimization problems, different models of actuators
and sensors can be easily investigated at the lower level
without the need to recompute the response of the struc-
ture.

A. Upper level or modal domain optimization

The modal domain or upper level optimization problem
is posed as follows:

Min R~unk ,jns!5
PT

c~v!

PT~v!
~17a!

such that

gm
c ~unk ,jns!5 (

n51

N uUk~unk ,jns ,v i !•unku2

uF~v i !• f nu2
<lm ,

i 51,...,NF m5Nc3NF ~17b!

gk
n~unk!5 (

n51

N

unk
2 51, k51,...,Nc ~17c!

gs
j~jns!5 (

n51

N

jns
2 51, s51,...,Ns . ~17d!

The optimization problem stated in Eq.~17! seeks to
minimize the ratioR(unk ,jns) of the total radiated power of
the controlled systemPT

c(v) to the total radiated power of
the uncontrolled systemPT(v). The inequality constraints
in Eq. ~17b! impose restrictions on the effort, through the
penalty parameterlm . By setting the penalty parameterlm

to less than one, Eq.~17b! implies that the modulus square of
each one of the modal control forces,uUk(v i)unku2, will be
in a weighted average sense less than the modulus square of
the modal disturbances,uF(v i) f nu2. Therefore, by satisfying
these constraints the control force applied to each mode will
be less than the modal force due to the disturbance. There is
an inequality constraint of this type for each one of theNc

control inputs at each one of theNF frequencies. It is impor-
tant to mention that the constraints in the control effort Eq.
~17b! could also be implemented as a penalty in the cost
function. Finally, the equality constraints in Eqs.~17c!, ~17d!
imply a normalization of the design variables since the only
relevant information is their relative values, which defines
the relativecontrollability and observabilityof the modes,
respectively. This continuous optimization problem in the
upper level or modal domain can be solved by any con-

strained optimization algorithm in conjunction with previ-
ously developed analytical sensitivity formulations.8

B. Lower level or physical domain optimization

Once the optimum modal parameters are obtained they
are used as goals to reach in a set of physical domain opti-
mization problems. The purpose of the optimization prob-
lems at this level is to find the physical characteristics of the
desired actuators and sensors that when implemented in the
real structure induce unit modal control forces and modal
error sensor components as close as possible to the optimum
values obtained from the upper level optimization. For the
sake of clarity, from now on the optimum modal parameters
obtained in the upper level are denoted as ‘‘ideal’’ while the
modal parameters of the physical transducers are denoted as
‘‘actual.’’ The ‘‘actual’’ modal parameters are functions of
the physical design parameters of the transducers such as
type, location, dimensions, etc. Hence, the first requirement
at this level is to have mechanical models for the transducers
that relate the modal parameters to the physical design vari-
ables. In addition, a single control input~error output! can be
implemented using multiple actuators~sensors! wired in- or
out-of-phase. Therefore, the cost functions at this level are a
measure of the difference between the ‘‘ideal’’ and ‘‘actual’’
modal parameters while the design variables are the physical
characteristics of the implementation of the transducers~i.e.,
size, location, relative phases, etc.!.

1. Optimum actuator design

The set of lower level or physical domain optimization
problems to obtain the optimum physical design parameters
$a% for the control actuators can be expressed in formal op-
timization notation as

min Ck~$a%!5 (
n51

N

uunk2Ĉnk~$a%!u2, ~18!

where the cost functionCk($a%) represents a measure of the
error between the ‘‘ideal’’ optimum unit modal control
forcesunk and the ‘‘actual’’ unit modal control forces given
by the functionĈnk($a%) for thekth control input. Then, the
nth component of the ‘‘actual’’ unit modal control force
Ĉnk($a%) driven by thekth control signal is obtained by
including the contributions of all thenth unit modal forces
produced by each one of theNA actuators as

Ĉnk~$a%!5(
i 51

NA

Cni~$a% i !, ~19!

whereCni($a% i) is the mechanical model that defines thenth
unit modal force produced by thei th actuator and vector$a% i

contains the design variables for thei th actuator.

2. Optimum sensor design

Similarly, the set of lower level or physical domain op-
timization problems to obtain the optimum physical design
parameters for the error sensors can be expressed as

930 930J. Acoust. Soc. Am., Vol. 104, No. 2, Pt. 1, August 1998 H. M. Rodriguez and R. A. Burdisso: Control system design



min Cs~$b%!5 (
n51

N

ujns2V̂ns~$b%!u2, ~20!

whereCs is the cost function relating the difference between
the optimum modal error sensor componentsjns and the
‘‘actual’’ modal error sensor components given byV̂ns($b%)
connected to thesth error channel. Similar to the case of the
unit modal control forces, thenth component of the ‘‘ac-
tual’’ modal error sensor component due to thesth error
signal V̂ns($b%) can be obtained by including the contribu-
tions of all thenth modal error sensor components due to
each one of theNE error sensors as

V̂ns~$b%!5(
j 51

NE

Vn j~$b% j !, ~21!

whereVn j($b% j ) is thenth modal error sensor component of
the j th error sensor and vector$b% j contains the design vari-
ables for thej th sensor.

Equations~18! and ~21!, solved for each one of theNc

control andNs error channels, define completely the set of
lower level or physical domain optimization problems. As
can be seen, once the optimum modal parameters are ob-
tained in the upper level optimization different actuators and
sensor models can be investigated with a minimum compu-
tational effort.

III. NUMERICAL RESULTS

This section illustrates the implementation of the pro-
posed multi-level optimization design approach for the de-
sign of an optimum control system for a baffled simply sup-
ported plate. Since both the structural and acoustic responses
of a simply supported plate can be obtained analytically, the
study of this structure is ideal as a benchmark for more com-
plex systems. The plate is made of steel with a modulus of
elasticity E5231011 N/m2, mass density rs57800
Ns2/m4, and Poisson’s ration50.28. The dimensions of the
plate areLx50.38 m, Ly50.30 m, and thicknessh50.002
m. The plate is assumed to be vibrating in air with a density
r51.21 kg/m3 and phase speedc5343 m/s. The disturbance
is assumed to be a point force with amplitudeF(v)51N
and frequencyv53454 rad/s~i.e., 550 Hz! and located atxf

50.24 m, yf50.13 m. The case of multiple frequency exci-
tations has already been studied12 and will be reported in a
future publication.

A. Uncontrolled system response

For the case of a simply supported plate, the natural
frequency and mass normalized mode shape, identified by
their modal indices (nx ,ny), are easily computed.10 In the
present case, it is assumed a modal damping ratio of 1%~i.e.,
bn50.01! for all the modes. A total of 11 modes~i.e., N
511! are considered in the analysis. The natural frequencies
and unit modal disturbance force,f n , are summarized in the
second and third column in Table I. From the values of the
natural frequencies, it can be seen that the disturbance exci-
tation is off-resonance between the~1,3! and the~4,1! modes.
In addition, the values of the unit modal disturbances indi-
cate that the disturbance couples well with modes~4,1!,
~1,1!, ~1,3!, and ~1,2! while is less effective in driving, for
example, modes~3,2! and ~3,3!.

Similarly, the far-field acoustic response due to thenth
mode of a baffled simply supported plate can also be ob-
tained analytically from the solution of the Raleigh integral
as9

pn~r ,u,g,v!

52v2r
LxLy

2prnxny
A 4

rshLxLy
S ~21!nxe2 j t121

~t1 /nxp!221 D
3S ~21!nye2 j t221

~t2 /nyp!221 De2 jkr , ~22!

where k5v/c; t15kLx sinu cosg and t25kLy

3sinu sing; andu andg are the angles defining the far-field
direction.

Using Eq.~22!, the contribution due to the modes, both
direct and cross terms, to the total radiated power at 550 Hz
including the dynamics of the system can be presented
graphically. To this end, each one of the elements in the
double summation in Eq.~7! is shown in Fig. 1. The results
are presented in decibels (dB ref 1310212 W) where the
negative contributions~i.e., light shaded columns! are in-
cluded in the figure as the dB of the absolute value. This
figure shows that mode~4,1! is the highest contributor to the

TABLE I. Modal properties of simply supported plate and modal control components.

Mode
(nx ,ny)

Nat. freq.
Hz f n

‘‘Ideal’’
unl

‘‘Ideal’’
jnl

‘‘Actual’’
unl

‘‘Actual’’
jnl

~1,1! 85.9 1.370 20.070 0.161 0.144 0.380
~2,1! 184.9 21.100 20.166 20.235 20.290 20.069
~1,2! 244.8 0.570 0.005 0.359 20.022 20.146
~2,2! 343.8 20.460 20.002 20.102 0.050 20.274
~3,1! 349.9 20.480 20.002 0.186 20.048 0.096
~3,2! 508.5 20.200 0.001 0.094 20.053 20.295
~1,3! 509.5 21.130 20.154 20.143 20.122 20.124
~4,1! 581.0 1.490 0.963 20.460 0.927 0.451
~2,3! 608.5 0.910 0.127 0.455 0.130 0.500
~4,2! 739.8 0.620 0.002 0.534 20.036 20.218
~3,3! 773.5 0.400 0.001 20.110 0.030 0.380
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total radiated power in spite of having low radiation effi-
ciency. This is due to the fact that the force strongly drives
this mode. These results demonstrate the significant effect
that the disturbance plays in the modal contributions to the
total radiated power, in particular for spectrally white inputs.
On the other hand, the effect of the radiation efficiency can
be observed in the fact that even though the excitation fre-
quency is far away from the resonance of the~1,1! mode the
power due to this mode is only about 6 dB below the power
produced by mode~4,1!. Thus this shows that both the dy-
namics and the radiation properties of the modes are impor-
tant in the modal breakdown of the total acoustic power.

B. Control system design: Results and discussion

1. Modal domain design

The goal in the upper level or modal domain optimiza-
tion is to find the optimum values of the unit modal control
forces and modal error sensor components that minimize the
total radiated power of the controlled systemPT

c(v) in the
presence of designer selected constraints in the modal con-
trol effort. In the present example, this optimization problem
has been solved using the Goal Attainment Method.13 Six
different control configurations were studied: 1I1O, 1I2O,
1I3O, 2I2O, 2I3O, and 3I3O where ‘‘I’’ and ‘‘O’’ denote
control and error channels, respectively. The acoustic power
reduction for each of the six control configurations as a func-
tion of the penalty in the control effort are shown in Fig. 2.
Each one of the configurations in the figure represents a set
of optimum unit modal control forcesunk and optimum
modal error sensor componentsjns . It can be observed that
for a particular number of control channels, there is no in-
crease in the reduction in the total radiated power by increas-
ing the number of error outputs. For that reason, the curves
for configurations with identical number of control inputs are
overlapped in the figure~e.g., curves 1I1O, 1I2O, and 1I3O!.
As can be seen in the figure, the reduction in the total radi-
ated power can be accomplished by relaxing the constraint in
the control effort and/or increasing the number of control
channels. The results in Fig. 2 are very useful during the

design process since the designer can decide at a very early
stage how many control channels are needed and what rela-
tive expense~modal control effort! is required to accomplish
a desired attenuation. Since the acoustic response~before and
after control! is expressed in terms of modal parameters, the
same reductions will be expected for any type of actuator/
sensor configuration that yields the same unit modal control
forces and modal error sensor components as the optimum
ones. This is one of the main advantages of the present ap-
proach versus optimizing directly the physical characteristics
of the transducers.

In order to investigate in detail the optimum results, the
values for the optimum modal parameters for the 1I1O con-
figuration with al51.0 are also presented in the fourth and
fifth columns of Table I. As shown in the table, the optimum
unit modal control forces,unk , suggest that most of the con-
trol effort should be dedicated to mode~4,1! with signifi-
cantly less effort into modes~2,1!, ~1,3!, ~2,3!, and ~1,1!.
This behavior is explained by plotting the modal contribu-
tions to the controlled total radiated power. This is shown in
Fig. 3. Comparison of this figure and Fig. 1 shows that the
mechanism of control is by mainly reducing the contribution
due to mode~4,1!. As shown in Fig. 1, mode~4,1! is the

FIG. 1. Modal contributions to total radiated power. Total radiated power:
101.8 dB.

FIG. 2. Reductions in total radiated power.

FIG. 3. Modal contributions to controlled power using the 1I1O configura-
tion andl51.0. Total radiated power: 91.8 dB.
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highest contributor to the uncontrolled sound field and there-
fore it is trivial that this mode has to be highly controlled as
implied in Table I. On the other hand, modes~1,1! and~1,3!
are virtually left unaffected by the control system as indi-
cated by the low values of the unit modal control forces for
these modes in Table I. This is because in the uncontrolled
system the direct power radiated by these modes is canceled
by their negative cross-radiation terms as shown in Fig. 1.
On the other hand, Fig. 1 also shows that modes~2,1! and
~2,3! do not have a significant direct term contribution to the
total power. However, these modes couple acoustically with
the ~4,1! mode as shown by the important positive cross
terms in the same figure. Thus the control system attenuates
the ~2,1! and ~2,3! modes to reduce these cross terms.

The previous results show that the optimization process
is successful in identifying only those modes that had to be
controlled to reduce the total radiated power. On the other
hand, the optimum modal error sensor components in Table I
do not seem to observe the more important modes in the total
radiated power, where the highest value of the modal error
components is for mode~4,2! which is barely excited by the
disturbance and do not contribute at all to the acoustic field.
This is explained by looking once more at the form of Eq.
~10!. If the values of the control inputsUk(v) are fixed in
this equation, as is the case when the modal control effort
constraints are active, the only control parameters that
change from mode to mode are the unit modal control forces
unk . Therefore, the selection of the correct unit modal con-
trol forces has a direct impact on the total radiated acoustic
power. On the other hand, the relevance of the optimum
modal error sensor components stands in providing the cor-

rect complex amplitudes for the control inputs and not in
observing a particular mode due to its radiation characteris-
tics. This also explains why there is no improvement in the
reduction in the radiated power by simply increasing the
number of error signals. Having more error signals will only
provide different means to satisfy the required control effort
constraints.

At this point, the major aspects of the modal domain
optimization results have been covered. In a typical imple-
mentation of the proposed design approach, the designer in-
vestigates at the modal domain level many configurations, as
shown in Fig. 2, and selects the one that best fits the particu-
lar situation ~i.e., attenuation, number of control channels,
control effort, etc.!. Then, the optimum unit modal control
forces and modal error sensor components of the selected
configuration are used in the physical domain level to design
the physical characteristics of the actuators and sensors.

2. Physical domain design

The first step in the lower level or physical domain de-
sign is the selection of the type of transducers to be used.
One of the advantages of the present design approach is that
different models of actuators and sensors can be investigated
with a low computational effort. In the present work, the
design formulation is demonstrated only for one type of ac-
tuator and one type of sensor. The control actuators will be
PZT patches while the error sensors are assumed to be ac-
celerometers.

FIG. 4. Performance of optimum actuator configurations~using ‘‘ideal’’ sensor!.
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a. Optimum actuator design.A mechanical model for
the PZT elements that relates the physical to the modal pa-
rameters is required. As shown in the literature, if two PZT
patches are symmetrically bonded to both sides of the struc-
ture and wired out-of-phase, their effect can be approximated
as line moments applied to the middle surface of the struc-
ture along the edges of the patches.12 In the present example,
this configuration~i.e., a PZT pair wired out-of-phase! is
denoted as a single actuator. For the case of a simply sup-
ported plate, the line moments along the edges of thei th PZT
actuator will yield annth unit modal force in the form of14

Cni~xci ,yci ,l xi ,l y i ,Pi !

5PiC0

kxn
2 1kyn

2

kxnkyn
~cos„kxn~xci2 l xi!…

2cos„kxn~xci1 l xi!…!~cos„kyn~yci2 l y i!…

2cos„kyn~yci1 l y i!…!, ~23!

where Pi561 is the relative phase between actuators; the
constantC0 is a function of the thickness and material prop-
erties of the plate and the PZT elements;kxn5nxp/Lx and
kyn5nyp/Ly ; and (xci ,yci) and (l xi ,l y i) are the coordinates
of the central location and dimensions of thei th PZT pair,
respectively. Using this configuration for the unit modal con-
trol forces, the optimum control inputsUk(v) will be the
voltages to be applied to the actuators. The properties of the
PZT patches used in this example are: piezoelectric strain
coefficientd315171310212 m/V, Poisson’s ratiovp50.31,
Young’s modulusEp56.131010 N/m2, and thicknesshp

50.0002 m. Finally, Eq.~23! is used to obtain thenth unit
modal force due toNA actuators driven in- or out-of-phase
by the control input.

As implied in Eq. ~23!, the actuator design variables
@i.e., the elements of$a% i in Eq. ~18!# are the central location
(xci ,yci), the dimensions (l xi ,l y l), and the relative phasePi

for the i th PZT pair. In the present example, up to three PZT
pairs ~i.e., NA51, 2 or 3! were considered in the design
formulation. A genetic algorithm15 ~GA! was used to solve
this problem. Ten different GA analyses were carried out for
each one of the PZT configurations. The best solution from
each analysis was selected that yielded a final set of thirty
possible control implementations.

The performance of these thirty control configurations is
summarized in Fig. 4. The ‘‘actual’’ modal error sensor com-
ponents are not known at this stage, therefore the results
shown in this figure are obtained out using the ‘‘ideal’’ val-
ues of the modal error componentsjns given in Table I. In
this figure, the horizontal axis represents the 30 control con-
figurations, e.g., the first ten are the best solutions for each
one of the GA analyses with a single actuator and so forth.
The columns represent the power reduction achieved for
each configuration. For comparison purposes, the solid hori-
zontal line represents the predicted power attenuation from
the modal domain optimization@i.e., DP~v!59.9 dB#. The
control effort constraint given in Eq.~17b! is also plotted
~dotted line! to illustrate the performance of the actuator con-
figurations. The limit of this constraint~i.e., l51.0! is indi-
cated by the horizontal dotted line. Thus any value higher
that 1.0 indicates that the constraint is violated.

The results in Fig. 4 show that good attenuation in the
total radiated power is obtained even when using a single
PZT. The fifth case gives an increase in the power~i.e., clear
column implies negative reduction! but since there are many
other alternate solutions, the designer just needs to discard
that one. The good performance of the single PZT is at the

FIG. 5. Performance of optimum sensor configurations~using ‘‘ideal’’ control forces!.
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expense of a significant violation in the control effort pen-
alty. On the other hand, the control effort is reduced~i.e., the
value of the constraint approaches the ‘‘ideal’’ value of 1.0!
as the number of PZT patches is increased. This is because as
the number of actuators is increased the match between the
‘‘ideal’’ and ‘‘actual’’ unit modal control forces is better and
the control spillover to undesired modes is reduced.

From the 30 available solutions, the ninth configuration
when using two PZTs is selected to be implemented in this
example. In this configuration both actuators are driven in-
phase which yields a reduction of 9.9 dB in the total radiated
power and a small violation in the control effort limit of 1.5.

b. Optimum sensor design.The mechanical model of
accelerometer sensors is simply given as the value of the
mode shape at the sensor location. The design variables in
this optimization problem@i.e., the elements of$b% in Eq.
~20!# are the coordinates of the sensors (xs j ,ys j) for j
51,...,NE . The physical domain optimization problem to de-
sign the sensors is again exactly in the same form as the case
of the actuator design using the GA. Results are obtained for
sensing configurations consisting of one, two, and three ac-
celerometers~i.e., NE51,...,3!. The performance of the best
solutions of ten GA analyses is again evaluated in the same
way as for the case of the actuators. Figure 5 shows the
power reduction and control effort constraint for the 30 sens-
ing configurations. To obtain these results, the ‘‘ideal’’ unit
modal control forces found in the modal domain optimiza-
tion are used~see Table I!. The results in the third figure
show that using only one sensor~i.e., minimizing the error at
only one location! does not yield enough amplitude to the
control inputUk(v) to induce a significant attenuation in the
total radiated power. The attenuation for this case is about 4
dB. It can also be observed that the control effort constraint
is not active@i.e., g1

c(unl ,jnl)50.5,1.0#. As can be seen, as
the number of sensors is increased there is an increase~in the
average! in the reduction of the total radiated power. On the
other hand, the modal control effort is very low with one
sensor and also increases with the number of sensors. Based
on these results the ninth configuration with three accelerom-
eters is selected. This configuration~in conjunction with the
‘‘ideal’’ control forces! yields a power reduction of 11.0 dB
and again a small control effort violation@i.e., g1

c(unl ,jnl)
51.2.1.0#.

3. Optimum actuator/sensor configuration

A schematic of the selected actuator/sensor configura-
tion @i.e., 2-PZT~9! and 3-ACC~9! in Figs. 10 and 11# is
shown in Fig. 6. The ‘‘actual’’ modal control and modal
error sensor components are again presented in Table I. As
can be seen, the ‘‘actual’’ unit modal control forces show a
very good agreement to the ‘‘ideal’’ values. The most sig-
nificant discrepancy between the ‘‘actual’’ and ‘‘ideal’’ val-
ues is the change in phase in the first component. On the
other hand, when compared to the ‘‘ideal’’ values, the ‘‘ac-
tual’’ modal error parameters show some differences in
terms of the relativeobservabilityof the modes and phases.
From the results in the previous section, these differences do
not seem to affect the performance of the control system.
Once the actuators and sensors are designed, the perfor-
mance of the complete ‘‘actual’’ system is then compared to
the performance of the ‘‘ideal’’ one obtained in the modal
domain optimization.

The magnitude of the control input using the selected
‘‘actual’’ configuration is 19.1 V. This configuration yields a
total reduction in the radiated power of 10.7 dB that is very
close to the ‘‘ideal’’ attenuation predicted in the modal do-
main of 9.9 dB. The modal contributions to the total radiated
power when implementing the ‘‘actual’’ control system are
shown in Fig. 7. This figure can be compared to the ‘‘ideal’’
reductions previously shown in Fig. 3. As can be seen, both
results are very similar. Note that the selected actuators/
sensor configuration is only one of the 900 available combi-
nations. In practice, the designer could check the perfor-
mances of several configurations. Here, only one
configuration was investigated to illustrate the method.

IV. CONCLUSIONS

A new approach for the optimum design of actuators and
error sensors to be implemented in ASAC applications has
been developed. The formulation is based in a multi-level
optimization procedure. The upper level is defined in the
modal domain and solves for the optimum relativecontrol-
lability andobservabilityof the modes that the control sys-
tem should implement in order to minimize the total radiated

FIG. 6. Optimum actuator/sensor configuration~coordinates in meter!.

FIG. 7. Modal contributions to controlled power using the 1I1O ‘‘actual’’
configuration. Total radiated power: 91.1 dB.
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acoustic power. The optimum results at the upper level are
used in the lower level or physical domain optimization
problems in order to find the actuators and sensors to be
implemented in the structure. The formulation allows the use
of either numerical techniques or experimental results during
the design process. Therefore, the proposed design approach
can be readily applied for the design of control systems for
complex structures with complex excitations. In this paper,
the developed optimum design formulations were imple-
mented for the case of a simply supported plate. The simply
supported plate was studied because both its structural and
acoustic responses are well understood which permitted to
obtain a better understanding of results and the evaluation of
the performance of the design method.
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Matching pursuits is a nonlinear algorithm which iteratively projects a given signal onto a complete
dictionary of vectors. The dictionary is constructed such that it is well matched to the signals of
interest and poorly matched to the noise, thereby affording the potential for denoising, by adaptively
extracting an underlying signature from a noisy waveform. In the context of wave scattering and
propagation, there are basic constituents that can be used to construct most measured waveforms. A
dictionary of such constituents is used here, in the context of wave-based matching-pursuit
processing of acoustic waves scattered from submerged elastic targets. It is demonstrated how
wave-based matching pursuits can be utilized for denoising as well as to effect a detector, the latter
being parametrized via its receiver operating characteristic~ROC!. Results are presented using
measured aspect-dependent~orientation-dependent! scattered waveforms, for the case of a
submerged elastic shell. ©1998 Acoustical Society of America.@S0001-4966~98!05707-5#

PACS numbers: 43.60.Pt, 43.60.Gk, 43.30.Wi@SAC-B#

INTRODUCTION

The acoustic waves scattered from a complex sub-
merged elastic target are generally strongly dependent on the
orientation ~aspect! of the target relative to the sensor,
thereby significantly complicating target detection and iden-
tification. Consequently, prohibitive computational resources
are required to effect matched-filter detection, since this re-
quires storing all of the aspect-dependent scattered wave-
forms. To mitigate this problem, a set of eigenvectors~or
other basis! could be derived which spans the space of all
such waveforms,1 and this~hopefully smaller! set of vectors
could be used to perform detection. Alternatively, or addi-
tionally, compression algorithms~e.g., wavelets2–4! could be
used to reduce the storage requirements, thereby significantly
reducing the memory constraints incurred in utilizing all
aspect-dependent target signatures. However, in practice, it is
difficult to havea priori knowledge of all aspect-dependent
scattered waveforms for targets of interest. This issue is ex-
acerbated by the fact that the signature is often strongly de-
pendent on the surrounding environment, which is generally
not known in advance.

Alternatively, instead of requiring knowledge of all
aspect-dependent waveforms that can be scattered from a
given target, one could simply useany complete basis. For
example, a Gabor or wavelet2–5 basis could be employed for
such purposes. If one has noa priori knowledge of the
target-signature properties, such a procedure reduces to an
energy detector for the case of additive white Gaussian noise.
However, if one had knowledge of whichsubsetof the basis
are most important for a given class of targets, a detector that
exploits this information effectively can be realized.5 Unfor-
tunately, as demonstrated subsequently, the scattered signa-
tures from complex elastic targets are often too complicated
and aspect dependent to admit robust detection based on a
subset of filter elements.

To ameliorate these difficulties, adaptive algorithms

which decompose the unknown scattered waveform into ba-
sic constituent features have been investigated. One could,
for example, devise a model to which a general scattered
waveform could be fit,6 and then perform a maximum like-
lihood ~ML ! parameter estimation. In the context of detec-
tion, this results in a generalized likelihood ratio test
~GLRT!.6 However, the appropriate model is often difficult
to know a priori and the ML search can be computationally
intensive. As an alternative, Altes7 has considered the devel-
opment of a detector based on reflections of the incident-
pulse shape, as well as differentiations and integrations
thereof. Detectors based on the incident-pulse shape are of-
ten used in classical matched-filter detectors and range-
compression algorithms,6 which assume that the target or
target features behave as point scatterers. The additional set
of differentiated and integrated incident waveforms, how-
ever, are based on the characteristics of scatterings from lo-
cal features on the target, taking proper account of the wave-
shape distortion incurred by such diffraction.

In this paper, we formalize some of the concepts origi-
nally proposed by Altes7 and develop a new wave-based
matching-pursuits scheme in which these ideas are exploited,
thereby effecting an efficient and flexible signal-processing
algorithm. In particular, Altes’ concept of building a detector
which utilizes differentiated and integrated versions of the
incident-pulse shape was based on insight garnered by study-
ing biological underwater sensing systems~animals!. How-
ever, based on previous forward modeling, it is well known
that scattering from and propagation along several elastic
and inelastic structures can yield significant pulse distortion
~dispersion!. For example, the geometrical theory of diffrac-
tion ~GTD!8,9 analysis of scattering from inelastic edges, tips,
and finite flat surfaces yields diffraction coefficients~reflec-
tion coefficients! which are proportional to (j v)21/2, 1/j v,
and j v, respectively, wherev represents the angular
frequency–the two latter expressions representing integration
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and differentiation, respectively. Moreover, Lamb
waves10–12 propagating along an elastic plate can also expe-
rience significant dispersion, depending on material proper-
ties and the frequency of operation. To account for such
distortion, we have constructed a dictionary composed of
wavefronts wat(t) with Fourier transforms given by
ŵat(v)5ĝ(v)( j v)a exp(2jvt), whereĝ(v) represents the
Fourier transform of the incident pulseg(t). Altes7 consid-
ered integer values ofa, while we generalize this to account
for a more-general class of dispersive phenomena. Thus our
dictionaryD is composed of the incident pulse and appropri-
ate distortions thereof~dictated by physically motivated dis-
persion!, each of which are shifted in time by the parameter
t.

To efficiently utilize the physically based dictionaryD
in a detector, we have developed what we have termed a
‘‘wave-based matching pursuits’’ algorithm. In particular,D
is used here as the dictionary for the matching-pursuits
scheme developed originally by Mallat and Zhang.13 This
algorithm projects a given waveform onto each element in
D, selecting that dictionary element with which there is the
highest correlation. The selected component is subtracted
from the signal, and the procedure is then repeated on the
remaining waveform. If the dictionary is complete, as is our
wave-based dictionary,14 the algorithm is guaranteed to con-
verge ~fully represent the signal in terms of dictionary ele-
ments! after sufficient iterations. It is important to note, how-
ever, that our motivation is not to fully reconstruct a
waveform that is already known~measured!. Rather, by
building a dictionary that is closely matched to the underly-
ing wave physics, we anticipate that the dictionary will ini-
tially be most correlated with the underlying target signature,
rather than to the noise. Thus by stopping the algorithm
properly~to be discussed further below!, one ideally can ex-
tract the target signature, while leaving behind~in the re-
mainder! the noise/clutter. Thus, instead of storing all the
aspect-dependent signatures from a set of targets, we use the
wave-based matching-pursuits algorithm to adaptively ex-
tract such waveforms from measured data~with no a priori
knowledge of whether a target is present or, if so, the target
orientation!.

The wave-based matching-pursuits algorithm is driven
by the design of a dictionaryD that is matched to the under-
lying wave phenomenology. Therefore, when a target is
present, we expect the algorithm to initially extract the target
signature from noisy data, in a highly convergent manner
~with a precipitous decline in the energy of the aforemen-
tioned remainder!. After the target response has been so re-
moved, the algorithm proceeds with the slowly convergent
task of reconstructing the noise~because our dictionary is
complete!, and it is at this point that the algorithm is~ideally!
stopped. However, if there is no target present, there will be
no initial precipitous decline in the energy of the remainder,
since the algorithm is processing noise/clutter from the out-
set. This dichotomy between the signal-plus-noise and noise-
only cases is exploited here in the context of detection. It is
important to note that, in addition to providing detection, the
matching-pursuits scheme also extracts the underlying wave-

form, which can be used subsequently in the context of iden-
tification.

The remainder of the paper is organized as follows. In
Sec. I we give a summary of the matching-pursuits algo-
rithm, with emphasis on its applicability and limitations with
regard to noisy data and its use in the context of detection. In
Sec. II we demonstrate algorithm performance by consider-
ing measured data for acoustic scattering from a submerged
elastic shell. Issues addressed include denoising, criteria with
which to stop the iterative matching-pursuits scheme, and
detector performance@presented in the form of receiver op-
erating characteristic~ROC!#. Finally, in Sec. III we con-
clude by summarizing the results of this work, limitations of
the algorithm, and future directions.

I. WAVE-BASED MATCHING-PURSUITS DENOISING
AND DETECTION

A. Basic algorithm

The matching-pursuits algorithm was developed origi-
nally in Ref. 13 and is summarized here, wherein the unique
feature of using a wave-based dictionary is highlighted. Let
D represent a finite set~dictionary! of normalized vectors
which are complete~and possibly redundant!. We project a
measured~noisy! waveformf (t) onto all elements inD, and
choose that function, denotedb1(t), which is best matched
to the signalf (t):

f ~ t !5^ f ub1&b1~ t !1R1~ t !, S~ f ,b1!>S~ f ,bk!;bkPD,
~1!

whereS( f ,bk) is a selection criterion,

^ f ubk&[E f ~ t !bk~ t !dt, ~2!

and R1(t) is the remainder after the first matching-pursuits
iteration. The measured waveform and the dictionary ele-
ments are assumed to be real-valued functions. The original
selection criterion13 was S( f ,bk)5u^ f ubk&u. However, this
criterion emphasizes large-amplitude portions off (t) over
other regions off (t) which have smaller amplitudes but may
be better correlated to a member ofD. Therefore, as an
alternative, we have foundS( f ,bk)5u^ f ubk&u/Ek

1/2 to be use-
ful, whereEk represents the energy inf (t) over the nominal
support ofbk(t). This latter criterion emphasizes those por-
tions of the waveformf (t) that are most correlated with
elements inD, independent of their excitation strength. The
procedure in Eq.~1! is repeated onR1(t), and afterN itera-
tions

f ~ t !5 (
n51

N

^Rn21ubn&bn~ t !1RN~ t !, R0~ t ![ f ~ t ! ~3!

and

^ f u f &5 (
n51

N

^Rn21ubn&
21^RNuRn&. ~4!

As alluded to above, whenD is complete,̂ RNuRN&→0 as
N→`.13 Additionally, although the decomposition is imple-
mented in a nonlinear fashion@dictated by the criterion
S( f ,bk)#, the energy decomposition in Eq.~4! is analogous
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to that of an orthonormal basis. In the above discussion, as in
the rest of the paper, we usebk(t) to denote a general dic-
tionary element andbn(t) to represent that element selected
on thenth matching-pursuit iteration.

Any complete dictionaryD can be used in the above
algorithm. However, as will be discussed further subse-
quently, the utility of matching pursuits to provide effective
denoising ~and therefore detection! is predicated on
u^subk&u2.s2 for one or morebkPD, where f (t)5s(t)
1n(t), with s(t) denoting the signature scattered from the
target andn(t) representing additive~assumed! noise/clutter
with variances2. It is therefore essential to compose the
dictionary in terms of elements that can parsimoniously and
robustly represent general scattered waveformss(t) ~such
that the waveforms inD selected for representation ofs(t)
have sufficient energies relative tos2!. While the Gabor rep-
resentation proposed in Refs. 5 and 13 is attractive for gen-
eral signals for which noa priori knowledge is available, in
the case of acoustic scattering from elastic and inelastic
structures, tremendous insight is available and should be ex-
ploited. In particular, from decades of forward
modeling8–12,15,16 it is known that the scattered waveform
from general targets can always be represented as a summa-
tion of ~possibly distorted! wavefronts scattered from local-
ized scattering centers on the target and/or wavefronts radi-
ated by multiple creeping-wave circumnavigations along
smooth elastic or inelastic surfaces.17,18 Each of these is lo-
calized in time and nonlocalized in frequency. At late times,
multiple reflections or circumnavigations can be repackaged
in the form of damped oscillations~resonances!,17,18 which
are localized in frequency and nonlocalized in time. Which
of these two representations is most appropriate is dictated in
large part by convenience~and the degree ofa priori knowl-
edge available!. While the wavefront representation is al-
ways valid, the resonant parametrization is appropriate only
at late times.17,18 Moreover, the particular resonant frequen-
cies are determined by the detailed target properties and may
be subject to change within a variable environment. We have
exploited resonant signatures when appropriate,14 but here
we assume very littlea priori knowledge of the target, and
our dictionary is therefore composed exclusively of shifted
versions of the incident waveform and several distortions
thereof ~each of which is based on a physical scattering
mechanism!.

Distortion of the incident pulse can occur due to diffrac-
tion at localized scatterers~edges, corners, tips, etc.!, struc-
tural dispersion, and/or dispersive material parameters. The
latter case can often be ignored. Over the last several decades
the geometrical theory of diffraction~GTD!8,9 has been used
to catalogue the diffraction coefficients for scattering from a
wide class of localized scattering centers. Frequency-
dependent~dispersive! diffraction coefficients imply a corre-
sponding distortion of the incident-pulse shape, and here we
utilize several important GTD-derived frequency dependen-
cies to account for dispersion incurred at localized scattering
centers. With regard to structural dispersion, such as elastic
propagation along a thin~possibly curved! plate,10–12 the
sensor will only detect such when the plate modes are fast
waves with respect to the surrounding media~water!, such

that energy can be leaked back to the observer at the appro-
priate angle.19,20 Moreover, such modes are dispersed con-
tinuously as they propagate, and therefore the degree of
pulse distortion will depend on the size of the target, as well
as on the number of possible target circumnavigations in-
curred. Thus it is difficult to account in the dictionary for all
possible forms of structural-dispersion-induced distortions,
but we endeavor to build as much flexibility inD as possible
to accommodate such physics.

As discussed in the Introduction, our dictionaryD is
composed of shifted wavefronts. In particular, ifg(t) repre-
sents the incident pulse, with Fourier transformĝ(v), the
basis elements are represented by the dual-parameter wave-
fronts

ba,t~ t !5
1

2p E
2`

`

ĝ~v!~ j v!a exp@ j v~ t2t!#dv, ~5!

which is a detailed representation of the generalizedbk(t)
used in Eq.~1!. Although Eq.~5! is expressed in terms of
continuous timest and t, in practice both parameters are
discretized~with discretization significantly smaller than the
Nyquist rate!. To accommodate the breadth of wave phe-
nomenology discussed above, we consider all half-integer
increments ofa between22.5 and 2.5. This dictionary is
compact enough such that all variables~a,t! are tested on
each matching-pursuits iteration~using a personal com-
puter!; however, if one desired, coarse sampling could be
used fort, to find temporal regions of interest, followed by a
localized search~e.g., Newton method13! for the optimal
shift.

B. Denoising

As discussed above, the dictionary has been designed to
be well matched to a waveforms(t) scattered from a general
underwater target. We demonstrate the importance of this for
denoising and detector applications. Assume we measure a
waveform f (t)5s(t)1n(t), where n(t) is additive zero-
mean white Gaussian noise with variances2. Considering
the first matching-pursuit iteration, the dictionary elements
have projectionŝ f ubk&5^subk&1^nubk&, ;bkPD, and the
expectationE$^ f ubk&%5^subk& with variances2. If there is
no scattered waveform,s(t)50 andE$^ f ubk&%50 with vari-
ances2, ;bkPD. We see that it is only possible for the
matching-pursuits algorithm to consistently distinguish be-
tween the signal-plus-noise and the noise-only cases if
u^subk&u is large relative tos, for some bkPD. Therefore, it
is essential that the dictionary represents(t) in as compact a
manner as possible, such that significant energyu^subn&u2 is
associated with eachbn selected for its representation. For
subsequent matching-pursuits iterations, one subtracts from
f (t) the selected̂ f ubn&bn(t), which complicates matters
slightly. Nevertheless, similar signal-to-noise-ratio~SNR! re-
quirements still apply for matching-pursuits iterationsn.1.

For perspective, recall that the performance of a
matched-filter-based detector is dictated exclusively by the
figure of merit ^sus&/s2, independent of the shape of the
scattered signals(t). Unfortunately, for complex elastic tar-
gets, it is very difficult~if not impossible! to havea priori

939 939J. Acoust. Soc. Am., Vol. 104, No. 2, Pt. 1, August 1998 M. McClure and L. Carin: Wave-based matching-pursuits detection



knowledge of the complicated, aspect-dependent scattered
signaturess(t), necessitating the matching-pursuits scheme
presented here. However, it is important to note that one
pays a price for the flexibility of the matching-pursuits algo-
rithm. In particular, while a matched-filter detector works
well for large ^sus&/s2, the matching-pursuits algorithm re-
quires largeu^subn&u2/s2. Except for very simple special
cases,u^subn&u2!^sus&, such that smallers2 will be required
for the matching-pursuits scheme, relative to the matched
filter.

C. Detection statistic

Below we derive a test statistic which is used subse-
quently in a matching-pursuits detector. Throughout this dis-
cussion, approximations are made such that a compact~but
suboptimal! statistic can be realized. We consider a binary
hypothesis test, lettingH0 denote f (t)5n(t) ~noise only!
and H1 denote f (t)5s(t)1n(t) ~unknown signal plus
noise!, where n(t) represents zero-mean white Gaussian
noise with variances2.

We first address the case of hypothesisH1 , and assume
that s2 is sufficiently small such that the matching-pursuits
scheme works properly~see Sec. I B!. Moreover, we assume
that the dictionary elementsselectedby the algorithm are
relatively invariant to the particular noise realization, the lat-
ter only influencing theamplitudeof the elements selected,
^ f ubn&. Therefore, if the algorithm is stopped afterN itera-
tions, the probability densityp(c,muH1) is

p~c,muH1!5
1

A2pNuLu1/2
expF2

1

2
~c2m!TL21~c2m!G ,

~6!

wherec is an N31 dimensional vector, thenth element of
which representŝf ubn&; m is anN31 dimensional vector,
the nth element of which represents^subn&, the mean of the
nth element selected from the dictionary; andL represents
the N3N covariance matrixE$(c2m)(c2m)T%. It is
straightforward to demonstrate that the components ofL sat-
isfy Lnm5s2*bn(t)bm(t)dt. The principal assumption
~simplification! used in deriving Eq.~6! is that the same dic-
tionary elementsare always selected for the noise variance
s2 under consideration~with variable amplitudes, denoted
by the vectorc!; this assumption allows us to consider a
fixed covariance matrixL.

Under hypothesisH0 , there is no underlying signals(t)
in f (t) for the matching-pursuits algorithm to home in on.
For simplicity, we assume that the matching-pursuits selec-
tion criterion in Eq.~1! is S( f ,bk)5u^ f ubk&u. Therefore, on
the first matching-pursuits iteration, the algorithm chooses
from ND(ND@N) random variablesu^nubk&u, whereND is
the total number of shifted-wavefront dictionary elements in
D. Note that, unlike underH1 , underH0 the algorithm will
not select the same dictionary elements for each noise real-
ization, since there is no underlying signals(t) to guide the
algorithm. On iteration one, the probability thatz15^nub1&
will be selected is the probability thatu^nub1&u>u^nubk&u,
;bkPD, or21

p~z1uH0 , iteration one!

5
1

2

uLDu21/2

A2pND

d

duz1u E2uz1u

uz1u
dz1E

2uz1u

uz1u
dz2¯E

2uz1u

uz1u
dzND

3exp@2 1
2z

TLD
21z#, ~7!

whereLD is theND3ND matrix E$zzT%, where theND31
dimensional vectorz has zero-mean elementszk5^nubk&.
Because of the narrow temporal support of the wavefronts
composingD, most of thezk will be uncorrelated. Therefore,
to yield a usable result weapproximateLD as a diagonal
matrix with LDkk5s2. Subsequently,

p~z1uH0 , iteration one!

'
ND

A2pNDsND
expS 2

1

2

z1
2

s2D F E
2uz1u

uz1u
dz

3expS 2
1

2

z2

s2D GND21

. ~8!

Continuing this process forN iterations, and denoting theN
componentszn by theN31 vectorz, we have

p~zuH0!'F ND

A2pNDs ND
GN

expS 2
1

2

zTz

s2 D
3F E

2uz1u

uz1u
dz expS 2

1

2

z2

s2D GND21

3F E
2uz2u

uz2u
dz expS 2

1

2

z2

s2D GND21

3¯F E
2uzNu

uzNu
dz expS 2

1

2

z2

s2D GND21

. ~9!

We reiterate the distinction betweenc andz in Eqs.~6! and
~9!, respectively. Under hypothesisH1 , we assume that the
same dictionaryelementsc are selected for each noise real-
ization, with randomamplitudes; while under hypothesis
H0 , there is no underlying signals(t) to guide the matching
pursuits, soz represents a vector ofN random variables~am-
plitudes! selected by the algorithm, with no distinction attrib-
uted for the particular~random! dictionary elements they
represent. In both cases, however,c andz represent the first
N elements selected by the matching-pursuits algorithm. For
a given realization, one does not know whether the wave-
form under consideration corresponds toH0 or H1 , and
therefore, to simplify notation, for the general case we de-
note the firstN elementŝ f ubn& selected by the matching-
pursuits algorithm by theN31 dimensional vectorr .

To derive a detector test statistic, we consider the ratio
p(r ,muH1)/p(r uH0).6 Unfortunately, to obtainm, one re-
quitesa priori knowledge of the unknown signals(t). The
maximum-likelihood~ML ! estimate ofm is m5r , which
yields p(r ,muH1)51, a natural consequence of the fact that
we assume no knowledge of the underlying signal. Alterna-
tively, one could use a fixed basis~e.g., Gabor or wavelet3,5!
that is the same for each waveform tested~as compared to
the adaptive nature of the matching-pursuits algorithm!. In
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this case,a priori knowledge of the signals(t) is not re-
quired; rather, one can exploit information on whichsubset
of bases functions5 in the ~fixed! complete set can robustly
represents(t). While detector performance is improved by
such a scheme, for the case of scattering from a submerged
elastic target, the signature will often be too aspect- and
environment-dependent to be represented robustly by a fixed
subset of basis elements. Moreover, as discussed in the In-
troduction, it is unlikely in practice that one will havea
priori access to all the aspect-dependent signatures from a
complex elastic target.

Using the ML estimatep(r ,muH1)51, the log of the
likelihood ratiop(r ,muH1)/p(r uH0) yields the statistic

l 5
1

2

rTr

s2 2~ND21! (
n51

N

lnF E
2ur nu

ur nu
dz expS 2

1

2

z2

s2D G
H1

.

,
H0

t,

~10!

wheret is a threshold. While this result is relatively simple
in form, it does require knowledge of the noise variance.
Therefore, in the subsequent results, we have used the sim-
pler, suboptimal statisticl N5rTr , where againr is a vector
representing the firstN dictionary elementŝ f ubn& selected
by the matching-pursuits algorithm~independent of whether
f representsH0 or H1!.

It should be pointed out that the choice of the statistic
l N5rTr is motivated by more than just simplifying Eq.~10!.
As discussed in Sec. I A, the dictionaryD is designed to be
matched to a waveform scattered from a general submerged
elastic/inelastic target. Thus when an underlying target sig-
natures(t) is present (H1) and the SNR is appropriate~see
Sec. I B!, then one expects a precipitous increase inl N

5rTr as the underlying signal is extracted~with matching-
pursuits iteration!. However, for the case of noise only (H0),
the dictionary is poorly matched to the noise (E$^nubk&%
50), and therefore one would expectl N5rTr to be rela-
tively small, compared to the latter case~assumings2 is
sufficiently small!. Thus the statisticl N5rTr , which has
been derived above on mathematical grounds, based on sev-
eral simplifying assumptions, could easily be justified on
physical grounds, due to the relative match and mismatch of
the dictionary to hypothesesH1 andH0 , respectively.

D. Model order

In Sec. I C we derived the test statisticl N5rTr , based
on the firstN elements selected by the wave-based matching-
pursuits algorithm. It is therefore of interest to choose the
model orderN judiciously. When a target is present,l N

5rTr will increase quickly as the underlying signal is ex-
tracted~assuming sufficient SNR!. After the scattered signal
is largely extracted from the measured waveform, the
matching-pursuits algorithm will undertake the slowly con-
vergent reconstruction of the noise~recall that our dictionary
is complete!, characterized by a relatively slow increase in
l N5rTr . By comparison, for the case of noise only, the al-
gorithm will perform the noise reconstruction from the out-
set. Thus one method of selectingN involves tracking the
increase inl N5rTr as a function of matching-pursuits itera-

tion, and stopping the algorithm~thereby selectingN! when
the ratio DN5( l N2 l N21)/ l N is sufficiently small. As dis-
cussed when presenting the results below, we have found it
useful to use a simple ARMA filter to smoothDN as a func-
tion of N, and then the stop point is then selected based on
the smoothed statistic.

Assume that the appropriate stop point~for an unknown
signal! is iterationNs . This implies that afterNs iterations
the statisticl N5rTr is sufficiently distinct statistically, for
H1 and H0 , to provide useful discrimination. If the
matching-pursuits algorithm is run for iterationsn.Ns , the
algorithm will ~ideally! be operating on noise alone under
both H1 andH0 . Thus forN.Ns , l N5rTr should increase
in a similar manner statistically forH1 and H0 , and there
should therefore be little change in detector performance
~relative to stopping the algorithm atNs!. Consequently, we
have found it prudent to bias the selection ofNs to be larger
than what otherwise might seem necessary, to assure that all
of s(t) has been extracted prior to stopping the algorithm.
This said, it may appear wise to makeNs as large as pos-
sible. However, while this may improve detector perfor-
mance slightly, it will cause a significant increase in compu-
tation time, and therefore a balance must be reached between
detector performance and algorithm run time. Finally, we
note that one might also consider a sequential detector,22

with which the algorithm is terminated after reaching a cer-
tain threshold. Although not investigated here, this is a po-
tentially useful direction of future research.

II. EXAMPLE RESULTS

We consider acoustic scattering from anL5154.7 cm
long ~end to end! cylindrical steel shell ofa59.43 cm outer
radius and plate thicknesst50.229 cm~Fig. 1!. The scatter-
ing data were measured at the Naval Research Laboratory
~see, for example, Refs. 23, 24!, in the 1<ka<16 range,
wherek represents the acoustic wave number in water. The
scattered waveforms were measured using a chirped input
pulse, and, in the subsequent processed data, we replace this
experimentally transmitted waveform with the Raleigh
wavelet25 shown in Fig. 2 ~using standard deconvolution
techniques!. Although algorithm performance is independent
of the input-pulse shape, we use the Raleigh wavelet because
it is compact temporally, and therefore the various wave spe-
cies are generally nononverlapping and thus easily discern-
able.

A. Denoising results

As discussed in Secs. I A and I B, the wave-based
matching-pursuits algorithm employs a dictionary which is

FIG. 1. Schematic of steel shell used in underwater acoustic-scattering mea-
surements. Dimensions:L5154.7 cm, a59.43 cm, and plate thicknesst
50.229 cm.
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matched to the underlying wave physics, thereby providing
the potential for denoising. In particular, if the SNR is suffi-
ciently high ~to be quantified below!, the matching-pursuits
scheme will initially extract the underlying waveform, rather
than the additive noise. Therefore, by stopping the iterative
algorithm appropriately, match pursuits can be utilized to
separate an underlying scattered waveform from noise/
clutter.

To illustrate the denoising performance achieved by
wave-based matching pursuits, consider the backscattered
waveform shown in Fig. 3~a!, which corresponds tou i575°
~see Fig. 1!. The initial scattered signal in Fig. 3~a! repre-
sents the specular response, followed subsequently by a se-
ries of strong waveforms due to helical-wave excitation. We
corrupt the scattered waveform in Fig. 3~a! by additive zero-
mean white Gaussian noise, with variances2 @see Fig. 3~b!#.
The scattered waveforms(t) in Fig. 3~a! is discretized with

Np data points, and Fig. 3~b! corresponds to an SNR of 18
dB, with SNR defined here as^sus&/s2. As discussed in Sec.
I B, effective matching-pursuit denoising is dictated by the
signal-component SNR~denoted SC-SNR! being relatively
large, i.e.,u^subk&u2.s2, for somebk(t)PD. If we assume
bn(t), n51→N represent theN elements ofD which prin-
cipally constitute s(t), we can estimate the SC-SNR,
u^subn&u2/s2, by first applying the wave-based matching-
pursuits algorithm on the noiseless waveform in Fig. 3~a! ~to
compute^subn&!. In Table I we list the SC-SNR for the five
principal elements extracted by the matching pursuits algo-
rithm, for SNRs of 18 and 12 dB. The temporal location of
these components are denoted in Fig. 3~a!.

For an SNR of 18 dB@Fig. 3~b!#, we have found the
results of the denoising procedure to be very repeatable, with
example results plotted in Fig. 3~c! and ~d! for N55 and
N515 iterations, respectively. In Fig. 3~c!, we see that the
principal constituents have been extracted in the first 5 itera-
tions, while after 15 iterations@Fig. 3~d!# noise contributions
@not seen in Fig. 3~a!# are becoming evident. After the prin-
cipal components ofs(t) have been extracted~after the first
Ns55 iterations!, for iterationsn.Ns the algorithm will ide-
ally process noise alone. Thus the energyu^ f ubn&u2 in the
elements selected forn.Ns will be dictated by the noise
variances2, since the expectationE$u^nubk&u2%5s2, ;bk

PD. The results in Fig. 3~c! and ~d! demonstrate the diffi-
culty of stopping the algorithm properly for denoising pur-
poses, under the case of large noise variance. However, as
discussed in Sec. II B, this is less of an issue for detection.
Our experience with the data set examined here indicates
that, after detection, one can generally have confidence that
the first several dictionary elements selected to represent
f (t)5s(t)1n(t) are representative ofs(t), while elements
selected subsequently are more tenuous. An issue for future
study involves the development of schemes to put confidence
bounds on the accuracy of elements selected from the dictio-
nary D, as a function of matching-pursuits iterationn. Fi-
nally, we note that the relatively high noise case addressed in
Fig. 3 has been selected because in Sec. II B detector perfor-
mance is examined at such SNRs. For higher SNRs, at which
the denoising is less sensitive to the stop point, the detector
false alarm rate is too low to be quantified accurately with a
reasonable number of Monte Carlo realizations.

FIG. 2. Rayleigh wavelet~Ref. 25! used as the incident pulse for all scat-
tering data~imposed after deconvolving the chirped pulse used in the mea-
surements!, with spectrum shown inset. The time and frequency are normal-
ized with respect toa and v, where a is shown in Fig. 1 andv
51500 m/s is the sound speed in water.

FIG. 3. Example results for denoising waveforms scattered from the target
in Fig. 1 ~with the addition of white Gaussian noise!. ~a! Backscattered
waveform from target in Fig. 1, at angleu i575°. ~b! Waveform in~a!, with
one realization of 18-dB additive white Gaussian noise.~c! Signal extracted
from ~b! after five wave-based matching-pursuits iterations.~d! Signal ex-
tracted from~b! after 15 matching-pursuits iterations.

TABLE I. Relative energies in the first five dictionary elements selected via
matching pursuits, for representation of the signal in Fig. 3~a! @wavefront
positions are labeled A–E in Fig. 3~a!#. Additionally, for 18-dB and 12-dB
SNR, the signal-component SNR~SC-SNR! for each of the five wavefronts
A–E is given, defined aŝsubn&/s

2, wherebn represents thenth wavefront
selected ands(t) represents the signal in Fig. 3~a!.

Label
Relative energy

~dB!

SC-SNR~dB!

18-dB SNR 12-dB SNR

A 24.23 13.85 7.85
B 27.98 10.10 4.10
C 28.08 10.00 4.00
D 28.19 9.89 3.89
E 215.52 2.56 23.44
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Denoising results have only been presented for the case
of u i575°. This angle was selected because it demonstrates
the interesting effects of helical-wave excitation~which are
only seen over a limited range of incident angles!. However,
we have tested the denoising scheme for incident angles over
the complete range ofu i50° to 359°, and our investigations
indicate that the results in Fig. 3 are representative of what is
found for a generalu i . In the detection examples considered
in the next section, we examine algorithm robustness as a
function of incident angleu i .

B. Detection

Assume under hypothesesH1 ~signal plus noise! that
there is a stop pointNs at which, on average, the underlying
signal s(t) is largely extracted. If (rTr uH0) representsrTr
under hypothesisH0 ~noise only!, with (rTr uH1) represent-
ing the same underH1 , afterN5Ns iterations, the expecta-
tion E$(rTr uH1)2(rTr uH0)% is approximatelŷ sus&1Nss

2

2ENs , where ENs represents the mean noise energy ex-
tracted afterNs iterations, underH0 . Moreover, forN.Ns

the matching-pursuits algorithm will ideally be processing
noise only, for both hypothesesH0 and H1 . Thus one would
expect thatE$(rTr uH1)2(rTr uH0)% will remain relatively
constant for stop pointsN.Ns . This explains the results in
Fig. 4, in which the difference inrTr betweenH0 andH1 is
relatively constant for sufficiently largeN ~results are shown
for u i575°, although similar results were found for allu i

considered!. The performance of a detector based on the sta-
tistic rTr will be relatively insensitive to the stop pointN for
N.Ns @assuming that thedistributions of (rTr uH1) and
(rTr uH0) are relatively constant forN.Ns#, and therefore it
is this regime in which we wish to operate the detector. Fi-
nally, we note that at relatively high SNRs there is generally
a pronounced difference betweenE$(rTr uH1)% and
E$(rTr uH0)%,13,14 since E$u^nubk&u2%5s2!u^subn&u2 for n
<Ns . Again, the relatively high noise cases considered here

were selected such that ROC curves could be calculated ac-
curately with a reasonable number of Monte Carlo realiza-
tions.

The parameterNs is dependent on the particular scat-
tered waveforms(t), which, for complex submerged elastic
targets, can vary substantially as a function of aspect angle.
However, it is reasonable to assume that one might havea
priori knowledge of the range ofNs required to robustly
represent the waveform scattered from a given target. Alter-
natively, to adaptively sense when the matching-pursuits al-
gorithm has decomposed the signal, we can observe, for ex-
ample, the change~gradient! in rTr as a function ofN, as
described in Sec. I D. Definingl N5rTr as the test statistic
calculated afterN matching-pursuits iterations, we define
DN5( l N2 l N21)/ l N . To smoothDN we employ the simple
ARMA filter b0DN1a1DN21 , with coefficientsb050.8 and
a150.2. Many more sophisticated filters could be used to
smoothDN ; however, the very simple one used here was
selected because it does not exploita priori information that
might unfairly bias the detector performance~i.e., one may
be able to design a more complex filter that optimizes per-
formance for a particular target; however, the results may be
misleading, since the filter may not be relevant to a general
class of targets!.

To quantify detector performance, we first plot in Fig. 5
the receiver-operating characteristic~ROC! for the u i575°
case examined in Fig. 3, for SNRs of 18, 15, and 12 dB. The
matching-pursuit characteristics were computed via 1000
Monte Carlo realizations, with the stop point fixed atNs

515. These results demonstrate that at SC-SNRs for which
the matching-pursuits-based detector is appropriate, there is
substantially improved detector performance relative to an
energy detector ~the ROC for which are calculated
analytically6!. The matching-pursuits-based detector and the
energy detector employ the same underlying assumptions: no
a priori knowledge of the particular scattered signals(t).
Although the matching-pursuits employs an energy-based
statisticl N5rTr , the algorithm yields improved performance
relative to a classical energy detector by utilizing a dictio-
nary based on the underlying wave physics, for scattering
from ageneralsubmerged target. Finally, we also computed
ROCs for stop pointsN520, 30, and 40, in addition to the
N515 considered in Fig. 5. As expected from the previous
discussion, the detector performance was nearly invariant to
N for N.15.

The ROC results plotted in Fig. 6 were computed by
applying the adaptive stop criterion discussed above, for the
u i575° scattered waveform, with the algorithm stopped
when b0DN1a1DN21,ts . We arbitrarily set the stop
threshold asts50.01, with better results expected for smaller
ts ~to assure the algorithm stops in the regionN.Ns!. How-
ever, the numberts50.01 was selected as what we deemed
to be a reasonable stop criterion, if noa priori knowledge
were available~in an effort, as above, to not bias algorithm
performance too favorably, based ona priori information
one may not have in practice!. Nevertheless, despite the con-
servativets , we note by comparing Figs. 5 and 6 that the
adaptive scheme only suffers a small degradation in perfor-
mance, relative to the fixed stopped criterionN515, which

FIG. 4. Expectation ofrTr as a function of matching-pursuits stop pointN.
Results are shown for the waveform in Fig. 3~a!, with 18-dB additive white
Gaussian noise, and for the case of noise alone. The standard deviations for
each of these results are depicted via the dashed curves. In both cases, 1000
Monte Carlo realizations were utilized.
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exploiteda priori knowledge ofNs . As a comparison with
the fixed stop point considered in Fig. 5, themeanstop point
for the adaptive stop procedure wasE$Ns%517.9, with a
variance of 3.0.

Thus far all results have been presented for the particular
backscatter angle ofu i575°. However, as discussed in the
Introduction, the matching-pursuits algorithm requires noa
priori knowledge of the particular scattered waveforms(t)

under consideration, and therefore algorithm performance
should be largely independent of the backscattered angleu i .
After testing our algorithm on most of the 720 aspect angles
~0.5° angular discretization! measured by the Naval Research
Laboratory, we have found the expected aspect-independent
property generally realized in practice. As an example, in
Fig. 7 we plot the waveforms scattered from the target in Fig.
1 for u i560° and 90°~the signals scattered at these angles,
along with 75°, are representative of typical waveforms scat-
tered from the target in Fig. 1!. The 90° angle of incidence,
for example, is characterized, after the initial strong re-

FIG. 5. Receiver operating characteristic~ROC!, using the target signature
in Fig. 3~a!. A comparison is shown between results of the matching-
pursuits detector and an energy detector. With regard to the former, the
algorithm is stopped afterNs515 iterations.~a! 18-dB SNR, ~b! 15-dB
SNR, and~c! 12-dB SNR.

FIG. 6. As in Fig. 5, but now the adaptive stop criterion in Secs. I D and
II B is applied.
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sponse, by a series of decaying wavefronts, sequenced nearly
periodically. This latter phenomenon is due to energy leaked
to the observer, from multiple circumnavigations of curved-
plate leaky waves.19,20 This physical phenomenon is funda-
mentally different than that of the helical wave seen foru i

575°, but both waveforms can be represented compactly in
terms of the wave-based elements inD.

A comparison of detector performance is shown in Fig.
8 for u i560°, 75°, and 90°, using the adaptive stop criterion,
at SNRs of 18 and 15 dB. The results in Fig. 8 were com-
puted using 1000 Monte Carlo iterations. At both 18-dB and
15-dB SNR, the detector performs essentially the same for
each waveform. This substantiates the relative aspect-
independent performance of the matching-pursuits detector,
despite the fact thats(t) may depend strongly on aspect.
Moreover, at both these SNRs the matching-pursuit detector
well out performs an energy detector.

Finally, a comment should be made concerning the
noisy waveforms processed in Fig. 8. By normalizing the
scattered waveforms, we considered identical SNRs for each

of the angular-dependent scattered signalss(t). However, in
practice, the actual SNR will also be aspect dependent, since
theamplitude~strength! of the scattered waveforms will vary
with angleu i ~in addition to the shapes, as was considered in
Fig. 8!. For example, the peak scattered field atu i50° ~not
considered here! is considerably smaller than that atu i

590°. This underscores the necessity for an adaptive algo-
rithm, which does not exploita priori knowledge of the
SNR, the latter being strongly aspect dependent and thus not
known in advance.

III. CONCLUSIONS

A wave-based matching-pursuits algorithm has been de-
veloped for denoising and detecting waveforms scattered
from general submerged targets. The algorithm has been
demonstrated through the processing of measured acoustic
data scattered from a submerged elastic shell. Algorithm per-
formance for noisy data is dictated by the signal-component
signal-to-noise ratio, denoted here as SC-SNR. The
matching-pursuits algorithm iteratively decomposes the gen-
eral scattered signals(t) into componentsbk(t) catalogued
in a dictionaryD. For the case of additive noisen(t) with
variances2, the matching-pursuits algorithm operates as de-
signed when at least some of thebn(t) selected fromD for
representation of the noisy waveforms(t)1n(t) are charac-
terized by ‘‘large’’ SC-SNRu^subn&u2/s2. In the context of
the research reported here, we have found effective denois-
ing and detector performance when theu^subn&u2/s2 are in
excess of approximately 5 dB. This underscores the need for
a dictionaryD which can represent the scattered field in a
compact, parsimonious manner~such that as much energy as
possible is contained in eachu^subn&u2 extracted by the algo-
rithm!.

As discussed in the Introduction, all waveforms scat-
tered from general submerged targets can be decomposed in
terms of a series of~generally! dispersed wavefronts, moti-
vating the wavefront-based dictionary applied here. How-
ever, often successive wavefronts can be repackaged com-
pactly in terms of resonances and/or chirps. Such wave
objects generally require somea priori knowledge of the
target, which we sought to avoid in the context of the re-
search presented here. However, by so repackaging such suc-
cessive wavefronts into resonances/chirps, the composite
basesbn8(t) will necessarily have a largeru^subn8&u

2/s2 than
any of the wavefronts alone, thereby improving robustness in
noise. In future work, we will explore such repackaging, in a
manner that minimizes the extent ofa priori knowledge one
must possess.

Finally, the examples presented here considered mea-
sured acoustic scattering data from a submerged elastic shell,
with the shell placed in a uniform, time-independent back-
ground. The effects of a shallow-water waveguide and of
time-varying and inhomogeneous sound speeds have not
been considered. While such effects will clearly complicate
matters and must be addressed for many applications of in-
terest, the purpose of the present paper was simply to present
a new algorithm, wave-based matching pursuits, and demon-
strate its applicability for scattering from submerged elastic

FIG. 7. Waveforms scattered from the target in Fig. 1, at anglesu i560° and
u i590°.

FIG. 8. Comparison of the receiver operating characteristics using the
matching-pursuits detector, for waveform scattered fromu i560°, 75°, and
90°. Results are shown for SNRs of 18 dB and 15 dB.
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targets. The efficacy of this algorithm has been examined
particularly in the context of target detection~and subsequent
identification!. Shallow-water waveguide effects and time-
varying media represent significant escalations in problem
complexity, and future research is underway to handle such
in the context of the general matching-pursuits paradigm.
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Minimum variance distortionless response beamforming
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An array of hydrophones is towed below the sea surface so as to sample the underwater acoustic
pressure field in both space and time, while a land-based array of microphones is used to sense the
atmospheric acoustic environment which, at the time, was dominated by a single source of
broadband energy. After transformation from the time domain to the frequency domain, the sensor
outputs from each array are weighted and combined in the spatial domain~beamformed! so as to
produce a frequency–wave number power spectrum, which displays the power spectral density
distribution of the various signal and noise sources as a joint function of frequency and wave
number. The frequency-domain beamforming~or spatial filtering! process enables both
conventional and optimal estimation of the frequency–wave number power spectrum. The optimal
spatial filtering technique used here is commonly referred to as the Minimum Variance
Distortionless Response~MVDR! beamformer which requires inversion of the observed
narrow-band cross-power spectral matrix at each frequency of interest. A comparison of the
frequency–wave number power spectra estimated by the two spatial filtering techniques shows that
the MVDR beamformer enables the various sources of acoustic energy to be more clearly delineated
in frequency–wave number space. The MVDR beamformer is a data-adaptive spatial filter which is
observed to suppress sidelobes, to enhance the spatial resolution of an array through narrower
beamwidths, and to provide superdirective array gain at frequencies well below the design
frequency of an array. By extending the processing to include the data from another type of towed
array, it is shown that frequency–wave number analysis, when incorporated with MVDR
beamforming, constitutes a powerful diagnostic tool for studying the self-noise characteristics of
towed arrays. ©1998 Acoustical Society of America.@S0001-4966~98!02108-0#

PACS numbers: 43.60.Gk, 43.30.Yj@JLK#

INTRODUCTION

Arrays of acoustic sensors are used to detect weak sig-
nals, to resolve closely spaced sources and to estimate the
bearing and other properties of a signal source. The array of
sensors samples the acoustic field at different~discrete!
points in space, then a beamformer appropriately weights the
sensor outputs prior to summation so as to enhance the de-
tection and estimation performance of the acoustic system by
improving the output signal-to-noise ratio. The outputs of a
spatially distributed array of sensors are combined by the
beamformer so that signals from a chosen direction are co-
herently added while the effects of noise and interference
from other directions are reduced by destructive interference.

The arrays considered in this paper consist of a line
array of microphones, which formed part of an experimental
land-based acoustic surveillance system, and a horizontal
line array of hydrophones towed below the sea surface. In
addition, another type of towed array is considered briefly to
highlight the general utility of the techniques presented in
this paper for analyzing the self-noise in towed arrays.

Rather than restricting the beamforming process to real
angles of arrival, the spatial filtering of the acoustic array
data is extended to include the whole of wave number space
~real angles of arrival form a subspace within wave number
space! so that the wave vectork is used here instead of
angular coordinates. Note that the term ‘‘wave number’’ re-

fers to the magnitude of the wave vector, the direction of
which is orthogonal to the wavefront of the incident plane
wave. The wave number is the number of wavelengths per
unit distance~that is, the spatial frequency! in the direction
of propagation.

The total power incident on an array may be estimated
as a function of both the frequencyf and the wave vector
componentskx , ky , andkz . For the linear arrays considered
here, only the component of the wave vector in the direction
of the array’s axis ~denoted kx) is required where
kx5(sinu)/l5(f sinu)/c; u is the angle of incidence~mea-
sured from the normal to the array axis:290°<u<
190°), f andl are the frequency and wavelength~respec-
tively! of the plane-wave arrival, andc is the speed of sound
propagation in the medium. The parameterkx represents the
spatial frequency of the incident plane wave in the direction
of the array axis.~Note that alternate definitions ofkx include
a factor of 2p.!

If plane waves of different frequencies~emanating from
a broadband source located in the far field! arrive at the array
from the same direction, sayu0 , then the frequency–wave
number coordinates for these waves lie on a straight line that
runs radially outward from the origin of the frequency–wave
number plot with a slope (dkx /d f ) of sinu0 /c ~see Fig. 1!.
The area of the frequency–wave number plot for which
ukxu< f /c ~that is, usinuu<1) is referred to as the ‘‘physical
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region.’’ ~Note that the physical region is also commonly
referred to as the ‘‘acoustic region.’’! Figure 1 shows that the
physical region~unhatched area! is bounded by the forward
endfire direction (u5190°) and the aft endfire direction
(u5290°). Plane waves traveling with a velocityc that are
incident on the array at angles between the aft and forward
endfire directions ~that is, 290°<u<190°) have
frequency–wave number coordinates that are restricted to
this region. The remaining~hatched! areas in Fig. 1 represent
the ‘‘nonphysical region,’’ waves propagating in an axial
direction along the array with a speed less thanc have
frequency–wave number coordinates that lie in this region.

In Fig. 1, f andkx have been treated as continuous vari-
ables. However, for sampled data, a matrix of discrete data
points is superimposed on the diagram in which the vertical
and horizontal spacings between adjacent points correspond
to the respective wave number and frequency bin widths
~Dkx andD f !; a subset of these points is represented by the
rectangular grid of points in Fig. 1.

I. FREQUENCY–WAVE NUMBER TRANSFORM

The acoustic pressure field in which the array of sensors
is immersed is assumed to consist of a superposition of trav-
eling waves that sweep across the array as plane wavefronts.1

The frequency–wave number power spectral density pro-
vides the mean square value for the amplitudes of these
waves as a function of both frequency and wave number. In
other words, frequency–wave number analysis assumes that
the acoustic pressure field can be decomposed into a sum of
complex exponentials that are mathematically equivalent to
plane waves. For a linear array of equispaced sensors, the
decomposition of the acoustic pressure field into a wave
number spectrum of plane-wave components is mathemati-
cally equivalent to the Fourier transformation of a sampled
time series into a spectrum of single-frequency components.
Thus an isomorphism exists between the time–frequency
transform and the space–wave number transform.

For a linear array of equispaced sensors, the frequency–
wave number spectrum can be evaluated by using a two-
dimensional discrete Fourier transform of a matrix having
the spatial samples of the acoustic pressure field as rows and
the temporal samples as columns.2,3 The frequency–wave
number power spectral densityS(mDkx ,nD f ), denoted
Smn , is given by

Smn5XmnXmn* , ~1!

where Xmn5( j 50
N21( l 50

M21xjl exp(2i2pmj/N)exp(2i2pnl/M),
Xmn* is the complex conjugate ofXmn , m is the wave number
index, n is the frequency index,j is the sensor~or spatial
sample! index, N is the number of sensors,l is the time
sample index,M is the number of time samples,xjl

5xj ( l t0) is thel th time sample from thej th sensor,t0 is the
temporal sampling period,D f is the frequency bin width,
andDkx is the wave number bin width.

The quantitySmnDkxD f represents the power incident
on the array within a frequency range of (n61/2)D f and the
wave number range of (m61/2)Dkx . Now X(mDkx ,nD f ),
denotedXmn , is a two-dimensional discrete Fourier trans-
form that represents the decomposition of the matrix$xjl %
into a set of orthogonal plane waves. IfX(kx , f ) is a con-
tinuous function ofkx and f , then not all the values of
X(kx , f ) will be independent. The value ofX(kx , f ) for an
arbitrarykx and f can be expressed as a linear combination
of a set of orthogonal vectors consisting ofM /2 sine and
cosine waves having temporal periods that are integer subdi-
visions of the observation interval andN complex spatial
frequencies whose spatial periods are integer subdivisions of
the array aperture.

II. ESTIMATION OF THE FREQUENCY–WAVE
NUMBER POWER SPECTRUM

In this paper, the frequency–wave number power spec-
trum is estimated using both conventional and optimal spa-
tial filtering techniques, which are implemented in the fre-
quency domain. The conventional method, which
corresponds to unshaded delay-and-sum beamforming in the
time domain, uses a fixed wave number window, and its
resolution in wave number space is determined by the beam-
width of the main lobe of the array’s beam pattern.~The
secondary lobes of the beam pattern are called ‘‘sidelobes.’’!
Alternatively, with the optimal method of estimation, a vari-
able wave number window is used whose shape is a function
of the wave number at which the estimate is obtained.

The output power of the optimal spatial filter is mini-
mized subject to the constraint of a unity power response at
the wave number of interest. This spatial filter is commonly
referred to in the literature as the Minimum Variance Distor-
tionless Response~MVDR! beamformer, or the Capon
beamformer. Thus a traveling wave with the wave number of
interest is considered to be a ‘‘signal’’ by the spatial filter
and is unaffected as it passes through the spatial processor,
whereas traveling waves with other wave numbers are con-
sidered as ‘‘noise’’ and are suppressed by spatial filtering.
The optimal filter senses the wave number distribution of the

FIG. 1. Generic frequency–wave number plot, wheref d is the design fre-
quency of the array. The design frequency of an array with equally spaced
sensors is the frequency whose corresponding wavelength is equal to twice
the separation distance between adjacent sensors, that is,f d5c/(2d).
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FIG. 2. Frequency–wave number power spectrum for the microphone array estimated using the conventional frequency-domain beamforming technique. The
dominant feature in the spectrum shows the variation with frequency and wave number of the acoustic energy received by the array from a stationary jet
engine operating near the forward endfire direction. The orientation of the axes is shown in Fig. 4 and the frequency–wave number power spectral density is
in logarithmic units. The maximum frequency is equal to twice the design frequency of the array. The discontinuity in the line of constant bearing is due to
spatial aliasing.

FIG. 3. Same as Fig. 2 but the MVDR beamforming technique is used instead of the conventional method.
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noise sources and then adjusts its spatial response~beam pat-
tern! so that the beamformer’s output noise power is a mini-
mum. The performance of such a beamformer is optimum in
the sense that the output signal-to-noise ratio~or equally, the
array gain! is a maximum.~Note that the array gain is de-
fined as the beamformer’s output signal-to-noise ratio di-
vided by the signal-to-noise ratio of a single sensor.! This
technique of wave number filtering has proven to be ex-
tremely useful for the estimation of frequency–wave number
spectra when the incoherent noise power is relatively small
compared with the power of the propagating waves.4 In an
incoherent noise field, the optimal technique is equivalent to
the conventional technique.

Since the spatial filtering is implemented in the fre-
quency domain, the time waveform of each sensor is decom-
posed into its complex spectral components by using a fast
Fourier transform routine. WithXj ( f ) denoting the complex
narrow-band output of thej th sensor, then the observed
cross-power spectral matrix, denoted byR( f ), is given by5

Ri j ~ f !5^Xi~ f !Xj* ~ f !&, for i , j 51,2,...,N, ~2!

whereN is the total number of sensors in the array and^ &
indicates that the direct segment, or block averaging, method
is used to estimateRi j .

The conventional estimate of the wave number spectrum
for an unshaded array is given by

Pc~kx , f !5wc
H~kx!R~ f !wc~kx!, ~3!

where wc(kx)5v(kx)/N is the conventional weight vector,
wc

H(kx) is the complex conjugate transpose ofwc(kx), and
v(kx) is the vector of phase delays required to bring into
phase those spectral components of the sensor outputs that
have the same wave numberkx at a given frequencyf . For
the present case of a linear array with equispaced sensors, the
j th element ofv(kx) is given by

v j~kx!5exp~2 i2pkxjd !, ~4!

whered is the intersensor spacing~or the spatial sampling
interval, which is equal to the reciprocal of the spatial sam-
pling frequency!.

The optimal estimate of the wave number spectrum is
given by

P0~kx , f !5w0
H~kx , f !R~ f !w0~kx , f !

5$vH~kx , f !R21~ f !v~kx , f !%21, ~5!

where w0(kx , f )5R21( f )v(kx)/„v
H(kx)R

21( f )v(kx)… is
the weight vector for the constrained optimal~or MVDR!
beamformer. This equation is derived either by minimizing
the output noise power, or by maximizing the array gain,
subject to the constraint

vHw051. ~6!

The cross-power spectral matrix plays an important role
in frequency domain beamforming. Conceptually, the opti-
mal beamformer may be thought of as using the cross terms
(Ri j ,iÞ j ) to sense the wave number distribution of the noise
sources and then shading the array by multiplying the sensor
outputs by a set of complex weights prior to summation so
that the array gain is maximized.

Note that for an unconstrained optimal beamformer, the
set of weights that maximizes the output signal-to-noise ratio
by minimizing the beamformer’s output noise power is given
by6

wu~kx , f !5Q21~ f !v~kx , f !, ~7!

FIG. 4. Rectangular Cartesian coordinate system showing the orientation of
the axes for the frequency–wave number power spectra displayed in this
paper.

FIG. 5. Frequency–wave number plot showing the effect of spatial aliasing
for a broadband source at forward endfire when the frequency of interest
( f ) exceeds the design frequency of the array (f d); f 5 f d marks the onset
of spatial aliasing for the endfire directions, that is, it is impossible to dis-
tinguish between a plane-wave arrival at forward endfire and one at aft
endfire. The maximum frequency corresponds to twice the design frequency
of the array.
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FIG. 6. Frequency–wave number power spectrum for the towed array of hydrophones estimated using the conventional frequency-domain beamforming
technique. The orientation of the axes is shown in Fig. 4 and the frequency–wave number power spectral density is in logarithmic units. Acoustic energy
surfaces associated with the array self-noise, the tow vessel~both direct path and multipath propagation are evident!, and various surface ship contacts are
prominent. Spatial aliasing can also be observed. The maximum frequency corresponds to twice the design frequency of the array.

FIG. 7. Same as Fig. 6 but the MVDR beamforming technique is used instead of the conventional method.
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whereQ( f ) is the cross-power spectral matrix of the noise,
normalized so that all of its diagonal elements are unity. The
unconstrained optimal beamformer uses prior knowledge of
the noise cross-power spectral matrix to suppress the noise.
Unfortunately,Q( f ) is not usually known and needs to be
estimated when the signal is absent. However, if the estimate
of Q( f ) inadvertently contains a contribution due to the
wanted signal, then the signal itself will be treated as noise
and will also be suppressed. The MVDR beamformer, which
is a constrained optimal~or adaptive! beamformer, over-
comes this difficulty by selecting the set of weights,
w0(kx , f ) given above, so that the output power of the
beamformer is minimized while the spatial response at the
wave number of interest is constrained to unity. In practice,
the observed cross-power spectral matrix,R( f ), has both
signal and noise components.

III. FREQUENCY–WAVE NUMBER POWER
SPECTRUM ESTIMATION FOR THE MICROPHONE
ARRAY

The microphone array consisted of 15 equally spaced
sensors with the separation between adjacent sensors corre-
sponding to a half-wavelength at the array’s design fre-
quency of 190 Hz. The output for each sensor was sampled
at 7 kHz. The digital time series information was trans-
formed into the frequency domain using a 4096-point fast
Fourier transform routine. The transformed data were then
processed using both conventional and optimal spatial filter-
ing methods with the respective frequency–wave number
power spectra being displayed in Figs. 2 and 3; the abscissae
correspond to the wave number (kx) coordinates, the ordi-
nates correspond to the frequency (f ) coordinates, with the
power spectral density,P(kx , f ) comprising the third coor-
dinate. The orientation of the axes for the frequency–wave
number power spectral density displays presented in this pa-
per is shown in Fig. 4.

The dominant feature in the frequency–wave number
power spectrum is the surface associated with intense broad-
band acoustic energy emitted by a stationary jet engine op-
erating in a direction toward forward endfire. The upper fre-
quency of the display corresponds to twice the array’s design
frequency. The sidelobe structure of the conventional spatial
filter ~see Fig. 2! is suppressed by the optimal spatial filter
~see Fig. 3!. Also, the beamwidth of the main lobe is much
narrower in the case of the MVDR beamformer.

Both displays show the effect of the spatial aliasing as a
discontinuity in the line of constant bearing that occurs when
the wave number exceeds the spatial Nyquist frequency, that
is, kx.1/(2d). @The spatial Nyquist frequency,kc , is equal
to half the spatial sampling frequency, that is,kc51/(2d).#
With spatial aliasing, a wave number with magnitude greater
than 1/(2d) is transformed so that its magnitude is below
1/(2d), and the sign of the wave number is reversed. Alias-
ing in the frequency domain is analogous in one respect: a
frequency above the temporal Nyquist frequency,f c , is
folded back into the frequency range from 0 tof c ; but it is
dissimilar in another respect: the sign is not reversed.@The
temporal Nyquist frequency is equal to half the temporal
sampling frequency, that is,f c51/(2t0).# Spatial aliasing
results in a line of constant bearing becoming discontinuous
at the point where the wave number is equal to half the
spatial sampling frequency, so that the line no longer runs
radially outward from the origin. Instead, the line is dis-
placed in wave number~by 1/d) but remains inclined at the
same characteristic angle~see Fig. 5!.

IV. FREQUENCY–WAVE NUMBER POWER
SPECTRUM ESTIMATION FOR THE HYDROPHONE
ARRAY

Figures 6 and 7 show the conventional and optimal es-
timates of the frequency–wave number power spectrum for
the towed array data. The upper frequency corresponds to
twice the design frequency of the array. Each of the surfaces
in these displays is associated with either the array self-noise,
the tow vessel, or contacts~surface vessels!. A comparison

FIG. 8. Frequency–wave number plot showing the frequency and wave
number coordinates~ordinates and abscissae, respectively! of the various
sources contributing energy to the acoustic field which is sampled by the
towed array of hydrophones. This diagram is useful in ascribing each sur-
face in the frequency–wave number power spectrum displayed in Fig. 7 to
a particular source of acoustic energy.
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of Figs. 6 and 7 demonstrates the advantages of invoking the
optimal estimation technique to suppress the spatial leakage
~sidelobes! and to improve the spatial resolution performance
of the array. Spatial aliasing is also evident in the frequency–
wave number power spectra.

Projecting the maxima in Fig. 7 onto the frequency–
wave number plane produces a frequency–wave number
plot. The coordinates of the points on the frequency–wave
number plot shown in Fig. 8 are derived by detecting the
peaks in the optimal wave number spectrum for a given fre-
quency bin; the wave number bins corresponding to peaks in
the wave number spectrum constitute the abscissae, with the
frequency bin number representing the common ordinate.
The optimal wave number spectrum is preferred because the
secondary maxima associated with sidelobes in the conven-
tional wave number spectrum are suppressed, thus substan-
tially reducing the number of peak detections. The
frequency–wave number plot shows the broadband acoustic
energy radiated by the tow vessel, which is received directly
by the array’s sensors from the forward endfire direction; this
energy arrives at the array via direct path propagation. The
tow vessel’s radiated noise is also reflected at the sea surface
before arriving at the array; this is an example of multipath
propagation. There is a strong broadband source at aft end-
fire ~a merchant vessel designated ‘‘contact 1’’! and also two
weaker broadband sources just near broadside~‘‘contact 2’’
and ‘‘contact 3’’!. The tow vessel and surface ship contacts
are broadband sources of acoustic energy and so display a
characteristic linear relationship in the frequency–wave

number plane. The frequency–wave number coordinates lie
on a line of constant bearing that runs radially outward from
the origin with the rate of change of wave number with re-
spect to frequency being equal to sinu/c, where c is the
velocity of sound propagation in the medium andu is the
angle of incidence measured from broadside. The wedge-
shaped physical region is bounded by two lines of constant
bearing corresponding to the aft and forward endfire direc-
tions, and the energy associated with plane-wave signals in-
cident on the array from angles lying between290°<u<
190° occurs inside this region. Outside, there is the array
self-noise that propagates along the array structure with a
phase speed~derived from Fig. 8! that is about half the speed
of sound propagation in the underwater medium. Array self-
noise phenomena are common in all hydrophone arrays,
whether hull-mounted or towed, and are observed when vi-
brations of the array structure propagate along the array and
excite the hydrophones. The array self-noise is symmetric in
wave number space because the vibrations correspond to
structural ~extensional! waves propagating with the same
speed along the array in both axial directions.

V. OPTIMAL ESTIMATION OF THE
FREQUENCY–WAVE NUMBER POWER SPECTRUM
FOR ANOTHER TOWED ARRAY

Frequency–wave number analysis is a powerful diag-
nostic tool for monitoring the effects of self-noise on towed
array performance.7 Figure 9 shows the optimal estimate of

FIG. 9. Frequency–wave number power spectrum when the MVDR beamforming method is used to process the acoustic data from another type of
hydrophone array towed at high speed. The orientation of the axes is shown in Fig. 4 and the frequency–wave number power spectral density is in logarithmic
units. The maximum frequency corresponds to the design frequency of the array. Prominent features in the display are associated with the correlated self-noise
~or structural wave! propagating both fore and aft along the array, the noise radiated by the tow vessel, and the sound received from a surface ship contact.
Spatial aliasing of the structural waves is evident.
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the frequency–wave number power spectrum for another
type of towed array. The maximum frequency is equal to the
array’s design frequency (f d). The corresponding
frequency–wave number plot, shown in Fig. 10, can be used
to identify the various sources of acoustic energy in the
frequency–wave number power spectrum.

The correlated component of the self-noise, which mani-
fests itself as a structural wave in the nonphysical region of
frequency–wave number space, is large because the tow
speed is high. Structural waves propagate along the array in
both axial directions~that is, forward and aft!. Spatial alias-
ing of the structural waves is also evident.

The interference pattern observed in Fig. 9~which is
associated with the acoustic energy received from a surface

ship contact! is an example of the Lloyd’s mirror effect.8

This phenomenon is caused by constructive and destructive
interference between the sound waves that propagate directly
to the array and those that propagate via a boundary-reflected
path ~that is, multipath propagation caused by reflection of
the sound energy from either the sea surface or the sea bot-
tom!, which leads to amplitude modulation of the resultant
wave. The amplitude modulation is observed to have a regu-
lar variation with frequency.

VI. CONCLUSIONS

Optimal estimation of the frequency–wave number
power spectrum by the MVDR beamformer enables the
sources of acoustic energy to be readily discerned in
frequency–wave number space~especially the correlated
component of the self-noise in the towed arrays! and the
temporal and spatial frequency characteristics of each acous-
tic source to be quantified. The MVDR beamformer is pre-
ferred to the conventional beamformer for frequency–wave
number analysis because it suppresses sidelobes, improves
the spatial resolution of the array, and provides array gain at
frequencies well below the design frequency of each of the
arrays considered here.
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Detection and estimation of aeroacoustic shock waves generated by supersonic projectiles are
considered. The shock wave is anN-shaped acoustic wave emanating in the form of an acoustic
cone trailing the projectile. An optimal detection/estimation scheme is considered based on a
parametric signal plus white Gaussian noise model. To gain robustness and reduce complexity, we
then focus on gradient estimators for shock wave edge detection, exploiting the very fast shock rise
and fall times. The approach is cast in terms of a wavelet transform where the level of smoothing
corresponds to scale. A multiscale analysis is described, consisting of multiscale products, to
enhance edge detection and estimation. This method is effective and robust with respect to unknown
environmental interference that will generally not exhibit singularities as sharp as theN-wave edges.
Experimental results are presented for discriminatingN waves in the presence of vehicle noise.
Results are also shown, as a function of miss distance, for gradient-based detection of simulated
small projectile shocks inserted into recorded tank noise. ©1998 Acoustical Society of America.
@S0001-4966~98!03008-2#

PACS numbers: 43.60.Cg, 43.28.Mw@JLK#

INTRODUCTION

We consider optimal and gradient-based detection and
estimation of aeroacoustic shock waves generated by super-
sonic projectiles. This problem arises in military, law en-
forcement, and other cases. It is desired to detect the pres-
ence of a bullet or other projectile, and to estimate the
parameters of the shock wave. Detection is useful in a vari-
ety of scenarios with application in sniper location as well as
on vehicles and aircraft. Of particular interest are robust
methods that will work at moderate signal-to-noise ratio
~SNR! in the presence of platform noise.

The shock wave is an ‘‘N-shaped’’ wave emanating in
the form of an acoustic cone trailing the projectile.1 The cone
angle is given by arcsin(c/v)5arcsin(1/M ), wherec is the
velocity of sound in air,v is the projectile velocity, andM
5v/c is the Mach number. LettingDP denote the pressure
jump at the start of theN wave, andP0 denote ambient
atmospheric pressure, then2

DP

P0
50.53d

~M221!1/8

x3/4l 1/4 , ~1!

whered and l are the projectile diameter and length, respec-
tively, andx is the perpendicular distance from the projectile
trajectory to the sensor~the nearest point of approach or miss
distance!. Denoting the length of theN wave asL, then

L51.82d
Mx1/4

~M221!3/8l 1/4'1.82dS Mx

l D 1/4

. ~2!

In Eq. ~2! L5cT is the N-wave length, whereT is the
N-wave time duration observed by a single sensor. An alter-

native form, often used in supersonic aircraft studies, gives
the length of the observed shock wave along the ground as
L85LM , e.g., see Gierke.3 Although somewhat complex in
nature when first formed, the shock wave assumes the N
shape after propagating'50 projectile diameters, so that
Eqs. ~1! and ~2! are approximations that hold forx suffi-
ciently large.2 From Eqs.~1! and~2! we see that the primary
factors affecting amplitude and length ared andx ~x can be
relatively large!; amplitude and length are otherwise weakly
dependent on the projectile’s overall shape and velocity. Ex-
periments show reasonably good agreement with Eqs.~1!
and ~2!, e.g., see Basset al.4 and Stoughton.5

Theoretical characterization of theN-wave rise time is
somewhat more problematic. Weak-shock predictions agree
qualitatively with measurements, but tend to significantly un-
derestimate rise times.5 Issues include the shock strength,
turbulence effects, and molecular vibrational relaxation.4,5

Experiments with small caliber shocks consistently show rise
times ranging from less than 1ms for smallx, to greater than
100 ms for x.100 m.

The very fast rise and fall of the shock wave edges leads
to the observedN-wave characteristic, and the linear slope
between the edges is generally not dependent on the projec-
tile shape at large miss distances.2 Thus the observed shock
wave shape is largely independent of the projectile shape and
velocity after a short propagation distance~see also Refs. 6
and 7!. This in turn implies that a general purpose detector
can be developed that is applicable to a wide variety of pro-
jectiles.

Note that the magnitude of the shock decreases with the
miss distance asx23/4, while the length increases asx1/4. We
assume that the miss distancex is not knowna priori and
this, coupled with the direct dependence on projectile diam-
eterd, implies that an observedN-wave may have been gen-
erated by a continuum of different size projectiles at different

a!Part of the results in this paper were presented in the 130th meeting of the
Acoustical Society of America, St. Louis, MO, November 1995@J. Acoust.
Soc. Am.98, 2968~A! ~1995!#; and at the Intl. Conf. Acoust., Speech, and
Signal Process.~ICASSP-97!, Munich, Germany, April 1997@Proc. Intl.
Conf. Acoust. Speech, and Signal Process. Vol. 3, pp. 1889–1992~1997!#.
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ranges. For example, one cannot necessarily discriminate be-
tween a larger projectile further away versus a smaller pro-
jectile that is closer to the sensor. Estimation ofx, v, and
projectile type from a single sensor are generally not possible
without a priori knowledge or constraints on the problem. It
is possible, however, to estimate these quantities in some
scenarios, especially with multiple sensors. An example is a
firing range application.8,9 Here the angle of arrival is
known, allowing estimation of the projectile velocity via the
change inL versus time, obtained with multiple sensors
along the projectile path. The velocity and length estimates
may then be used to classify projectiles. We also note that
low precision microphones may be used in practice, reducing
system cost but making absolute determination of shock
wave pressure unreliable.

The N-wave can be parameterized in terms of time of
arrival t, amplitudeA, and lengthL. In the following, for
convenience, we use amplitudeA rather than pressureDP.
An idealized constant slopeN wave is shown in Fig. 1 and
described by~e.g., see Pierce,10 Chap. 11!

f ~ t;u!5A fS t2t

L D , t<t<t1L, ~3!

where

f ~ t !5122t, 0<t<1, ~4!

is the amplitude and length-normalized signal, andu
5@t,A,L# denotes the parameter vector. Acceptable ranges
for u are assumed to be known from context, based on Eqs.
~1! and ~2!.

In the following we discuss two approaches for detect-
ing f (t;u) and estimatingt, A, andL. First, we consider the
optimal detection-estimation scheme based on a Gaussian
noise assumption, leading to a matched filter-type implemen-
tation. This approach has high complexity and does not
model interference. Next, as an alternative, we consider the
use of gradient estimators as a means of detecting the rising
and falling edges of theN wave, an approach that requires
sufficient SNR but has much lower complexity and is robust
to interference. Smoothed gradient estimators are described
in the context of wavelets, and a multiscale analysis is de-
scribed that exploits multiple levels of smoothing simulta-
neously. Simulations and experiments with measured
N-waves and vehicular interference sources complete the pa-
per.

I. OPTIMAL DETECTION AND ESTIMATION IN
GAUSSIAN NOISE

In this section we consider optimal Bayes and
maximum-likelihood methods for detection of the shock
wave and estimation of its parameters. These methods rely
on an additive Gaussian noise assumption, leading to a pa-
rameterized matched filter-bank approach. However, as often
happens under an additive Gaussian noise assumption, the
resulting detector is generally not robust to violations of this
assumption, such as in the presence of strong interfering
acoustic sources.

Consider the binary hypothesis test

H1 : r ~ t !5 f ~ t;u!1n~ t !, 0<t<T@L,

H0 : r ~ t !5n~ t !,
~5!

wheren(t) is white Gaussian noise with varianceN0 . We
assume thatf (t;u) is completely contained in the intervalT.
This problem is well studied in the context of radar where
f (t) is typically a narrow-band sinusoidal pulse of possibly
unknown time-of-arrival, frequency, and phase; e.g., see
Helstrom.11 If u were known then the optimal decision would
be based on the matched filter. The Bayes-optimal decision
rule is based on the likelihood ratio

l~r !5
*up1~r uu!wu~u!du

p0~r !
:
H0

H1

l0 , ~6!

wherewu(u) is the a priori joint probability density ofu,
pi(•) is the likelihood function under thei th hypothesis, and
r is the set of samples ofr (t), 0<t<T. We further assume
that the unknown parameters inu are independent. This last
assumption is not strictly true:A andL both depend on the
same parameters in Eqs.~1! and ~2!. However, we are as-
suming the quantitiesd, v, l , andx are unknown.

Next we consider the form of the optimal detection re-
ceiver. We begin by assumingL is random, and then broaden
the analysis to allowt and thenA also to be random. Sup-
pose thatL is random witht and A known, and assume a
uniform prior probability density on L, so that L
;U@L0 ,L1#, with 0,L0,L1 . Now,

p1~r !5c0E
L0

L1
expH 21

N0
E

0

T

@r ~ t !

2 f ~ t;L !#2 dtJ dL

L12L0
, ~7!

while underH0

p0~r !5c0 expH 21

N0
E

0

T

@n~ t !#2 dtJ , ~8!

with c0 a constant. Defining the signal energy

Ef5E
0

T

@ f ~ t !#2 dt5
LA2

3
, ~9!

and also defining

q~L !5E
0

T

r ~ t ! f ~ t;L !dt, ~10!

FIG. 1. Ideal parameterized shock wave~or N-wave! f (t).
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then we can write the likelihood ratio as

l~r !5E
L
l~r uL !w~L !dL

5E
L0

L1
expH 2Ef

N0
1

2A

N0
q~L !J dL

L12L0
. ~11!

For the purposes of implementation we partition the uniform
density forL into a discrete set of equally likely lengthsLi ,
i 51,...,M , so that we may replace the integration of Eq.~11!
by the summation

l~r !'
1

M (
i 51

M

l~r uLi !. ~12!

A similar argument for the time of arrivalt may be
applied, where we taket;U@0,t1#. For L and t random
and assumingA known, then

l~r !5E
0

t1
l~r ut!

dt

t1

5E
0

t1E
L0

L1
expH 2Ef

N0
1

2A

N0
q~L !J dL

L12L0

dt

t1
, ~13!

wherel(r ut) is now given by Eq.~11!. Partitioning the de-
lays t into an equally likely sett j , j 51,...,N, then

l~r !'
1

MN (
i 51

M

(
j 51

N

l~r uLi ,t j !, ~14!

with

l~r uLi ,t j !5expH 2Ef

N0
1

2A

N0
q~L !J . ~15!

Note that forL and/orA randomEf5LA2/3 is not constant
from realization to realization. Thus in the implementation
based on Eq.~14! the correction term2Ef /N0 is applied in
each branch for normalization.

Finally, consider the effects ofA, L, and t random.
Now l(r uA) is given by Eq.~13!, and we note thatl(r uA) is
maximized for any fixedA.0 if q is maximized. Note from
Eq. ~10! thatq(L) is a simple correlation between the model
and the received data. Thus a decision may be made by com-
paring the correlationq to a threshold, andq provides a
uniformly most powerful~UMP! test with respect to ampli-
tudeA. Note that we are exploiting the fact thatA.0; if A
is bipolar then no UMP test exists and we must resort to a
suboptimal two-sided test.

An alternative to Eq.~14! is the ‘‘maximum-likelihood’’
~ML ! detector, which is an approximation to Eq.~14!. This
detector proceeds by taking the maximum of theM paths, as
shown in Fig. 2, and corresponds to a bank of matched filters
matched to the various lengthsL @denoted MF (Li) in the
figure#. It arises from the multiple hypothesis test

H0 : r ~ t !5n~ t !, 0<t<T@L,

Hi : r ~ t !5 f ~ t;u i !1n~ t !
~16!

for i 51,...,MN, whereu i is the i th parameter vector out of
the MN possible choices. The ML detector also corresponds

to forming the maximum-likelihood estimates of the param-
eters and then using these in the likelihood ratio as if they
were the trueu. Thus the detector of Fig. 2 is appealing for
our problem because it simultaneously yields estimatest̂ and
L̂. Given t̂ andL̂ an optimal estimate ofA is easily obtained
via linear regression overt̂<t<t̂1L̂. BecauseEf can
change, a normalization is required before applying the com-
mon thresholdl0 . Alternatively, the correlation statisticq in
Eq. ~10! can be employed requiring a separate threshold for
each channel.

Note that the complexity of the scheme in Fig. 2 is pro-
portional toM3N @see Eq.~14!#. With fast implementation
of the matched filters~via the FFT! the complexity is there-
fore of orderO(M3T log T), where T is the data record
length@see Eq.~5!#. Thus the search overM different shock
wave lengths creates significant complexity in the detector.

Without knowledge of the prior probabilities ofH1 vs
H0 it is prudent to select the decision thresholdl0 via the
Neyman–Pearson criterion so as to maximize the probability
of detection for a fixed probability of false alarm. This as-
sumes thatN0 is known or can be estimated. Here,H0 is a
simple hypothesis, so that fort known the probability of
false alarmPf a is given by

Pf a5E
R1

r0~y!dy5
1

~2p!1/2 E
g

`

e2y2/2dy, ~17!

where r0(y) is the Gaussian pdf of the noise and the last
equality assumes unit variance. Given a desiredPf a , g may
be obtained from Eq.~17!. This, together with known or
estimated values forN0 and Ef , are sufficient to set the
detection threshold; for example, see Ref. 12, Sec. 6.2. In the
more general case of the ML detector in Fig. 2 with un-
known arrival time,Pf a and the probability of detectionPdet

are more difficult to calculate. When the SNR is large
enough to be useful in practice thenPdet can be approxi-
mated by the detection probability arising as if the arrival
time t were knowna priori. Pf a can be approximated using
the rate at which the detection statistic crosses the threshold,
e.g., see Ref. 11, Chap. 7.

II. EDGE DETECTION AND MULTISCALE WAVELET
ANALYSIS

In this section we consider gradient-based detection and
estimation schemes as an alternative to the optimal Gaussian
noise solution of the previous section. This approach exploits
the very fast rise and fall times of the shock wave edges. We
are motivated by reduced complexity implementation, as

FIG. 2. Maximum-likelihood shock wave detector in white Gaussian noise.
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well as the desire to be robust to strong interferers, such as
platform noise. With strong unknown interference an optimal
solution will generally be unavailable.

A. Edge detection

Gradient operators are a classical means of estimating
step changes in signals and images, and may be applied for
detection of shock edges. Commonly used 2-D operators
such as Roberts, Prewitt, and Sobel reduce to an FIR filter
with impulse response@21,0,1# in one dimension~e.g., see
Jain13!. More general extensions, so-called filtered derivative
methods, combine smoothing with gradient estimation to re-
duce noise effects, and are more effective when higher noise
levels are encountered. These methods are attractive due to
low complexity linear implementation. They also tend to be
localized, providing robustness to highly varying back-
grounds and multiple change points. Alternative step-change
detection methods are based on detecting changes in statisti-
cal distributions, such as a step change in the mean, and
typically require a moderate to large sample size around a
single point of change, e.g., see Basseville and Nikiforov.14

Thus the latter may be difficult to apply in the present con-
text.

A filtered derivative method that has received a lot of
attention is the derivative of Gaussian~dG!, which estimates
the gradient after smoothing with a Gaussian function. The
level of smoothing is determined by the variance of the
Gaussian. The dG approach can be derived under criteria of
detection and localization~see Canny,15 Tagare and
deFigueiredo,16 and Koplowitz and Greco17!. The problem
can also be formulated in terms of zero crossings of the
second derivative, such as the Laplacian of Gaussian ap-
proach which is equivalent to dG in 1-D. Attempting to
achieve simultaneous detection and estimation results in a
tradeoff between the level of smoothing and the variance of
the estimated step location, and this tradeoff is sensitive to
the edge shape and SNR. On the one hand, only very local
information is required for optimal estimation of the edge
location.18,19 On the other hand, a large data window is de-
sired to detect step changes, in essence allowing sufficient
smoothing to estimate signal levels before and after the
change. In addition, the optimal smoothing level is not typi-
cally knowna priori.

B. A wavelet framework

The problems with choosinga priori the level of
smoothing appropriate for gradient estimation can be over-
come to some extent by employing a multiscale analysis, i.e.,
combining results over multiple levels of smoothing. It is
well known that wavelets may be used for detecting and
characterizing singularities.20 This has been applied to edge
detection in images via analysis across scale space, putting
earlier work of Canny15 and others into the wavelet trans-
form framework.21

Consider a waveletc(t) that consists of the first deriva-
tive of a smoothing function u(t), given by c(t)

5du(t)/dt. With easily achievable constraints onc(t) then,
for some function of interestg(t), it is straightforward to
show that20

Ws g~ t !5g~ t !* S s
dus

dt D ~ t !5s
d

dt
~g* us!~ t !, ~18!

whereus(t)5(1/s)u(t/s) and * denotes convolution. Thus
for appropriate choice ofu(t), Ws g(t) can be interpreted as
a derivative of a local average ofg(t) where the degree of
smoothing depends ons. The result is estimation of the de-
rivative of g(t) at various levels of smoothing~scales!. In
Ref. 21 Mallat and Zhong developed a nonorthogonal DWT
based onu(t) being a cubic spline approximation to a Gauss-
ian, shown in Fig. 3. We refer to this particular DWT as the
MZ-DWT ~Matlab code for this algorithm is listed in Ref.
22!. Thus the MZ-DWT implements the dG algorithm at
various smoothing levels. We note that the discretization
here is dyadic in scale (s52 j , j PZ) but is not dyadic in
time ~shift!, which corresponds to a filter bank with no down
sampling. The MZ-DWT ofg(n), 1<n<N, consists of

W2 j g~n!, j 51,2,...,J21, ~19!

whereJ5 log2 N, plus the remaining coarse scale informa-
tion denoted bySJ(n). Thus the MZ-DWT, consisting ofJ
3N points, is overcomplete~nonorthogonal!. This contrasts
with the ~perhaps more commonly encountered! orthogonal
wavelet transforms where the number of coefficients de-
creases with scale. The inverse DWT may also be readily
computed, enabling filtering and reconstruction.

The impulse responses of the MZ-DWT filter bank over
several scales are shown in Fig. 4. Some frequency responses
are illustrated in Fig. 5; the linear slope region of each filter
yields an approximation to differentiation in the various
passbands. From now on we useWs g(n)5W2 j g(n) to spe-
cifically denote the MZ-DWT at scales52 j , j 51,2,..., and
at sampling timen.

C. Multiscale analysis

A detection strategy may be based on one or more scales
of Ws g(n). We emphasize that the lowest scale corresponds
to a simple two-point gradient estimator@see Fig. 4~a!#. Vari-
ous multiscale strategies are possible, e.g., Liet al. devel-
opedad hocmodifications for the ECG problem.23

Consider a multiscale analysis by forming the product

p~n!5 )
j 5 j 0

j 1

W2j g~n!, ~20!

FIG. 3. ~a! A cubic spline smoothing functionu(t) that is approximately
Gaussian, and~b! its derivativec(t)5du(t)/dt. cs(t)5(1/s)c(t/s) is a
wavelet yielding a filter bank that estimates the derivative at a level of
smoothing increasing with the scales.
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illustrated in Fig. 6. This is a distinctly nonlinear function of
the input time seriesg(n). The function p(n) will show
peaks at theN-wave edges, and will have relatively small
values elsewhere. The idea of a cross-scale correlation was
developed by Rosenfeld for edge detection in images,24,25

and recently used in the wavelet framework for signal and
image denoising by Xuet al.26 The use ofp(n) for detection
exploits the MZ-DWT response to the signal and noise in a
beneficial way. Singularities produce cross-scale peaks in
W2 j g(n), and these are reinforced inp(n). Although par-
ticular smoothing levels may not be optimal, the nonlinear
combination tends to reinforce the peaks while suppressing
spurious noise peaks. The signal peaks will align across scale
for the first few scales, but not for all scales because increas-
ing the amount of smoothing will spread the response and
cause singularities separated in time to interact. Thus choos-
ing j 1 too large will result in misaligned peaks inp(n). In
practice the choice ofj 1 is limited to roughlyj 1<5; in our
examples we usej 051 and j 153. An odd number of terms
in p(n) preserves the sign of the edge. The complexity of the

edge detection approach is low. Each scale ofWs g(n) re-
quires an FIR filter, and formation ofp(n) requiresj 12 j 0

11 multiplies per sample, withj 12 j 01153 in our ex-
amples.

Also motivating use ofp(n) is the MZ-DWT response
to white noise across scales. Letv(n) denote a white noise
random process, andW2 j v(n) its MZ-DWT. It can then be
shown that the expected number of maxima ofW2 j 11 v(n) is
one half the expected number of maxima inW2 j v(n).20

Thus due to the increased smoothing at each successive
scale, as the scale increases by one the number of maxima
decreases by half. The result is that maxima in the cross-
scale productp(n) due to noise are strongly suppressed,
while maxima due to the signal are reinforced.

Statistical analysis ofp(n) is given in Ref. 27, with
performance analysis for step changes in additive indepen-
dent Gaussian and non-Gaussian noise. For white noise input
to the DWT, we have shown that

r p~m!,
E@p~n!p~n1m!#

E@p2~n!#
'd~m!, ~21!

for j 051, j 12 j 0>2, whered(m) is the delta function. Thus
p(n) is a whitened process, despite its nonlinear nature. This
is intuitively apparent from study of Fig. 5. The time domain
product of the outputs of the DWT filters corresponds to
convolution in the frequency domain; convolution of these
filter shapes results in a largely flat spectrum forp(n). We
have also shown that the probability density function ofp(n)
is in general heavy tailed non-Gaussian.

D. Two experimental examples

Figures 7 and 8 illustrate the application of the MZ-
DWT to obtainp(n). Figure 7~a! shows both an experimen-
tally measured shock wave and a simulated shock wave time
series concatenated together. The measured shock wave~the
first 200 points! was obtained from a 38-mm-diam projectile
~a tank round! at a sampling rate of 48 kHz; this represents a
high quality, high SNR measurement. The noise-free simu-
lated shock wave (n5201– 400) was generated by sampling
Eq. ~3! to approximately match the measured one, with am-
plitudes normalized for display. Also shown in Fig. 7~b!–~e!
are W2 j g(n) for the first four scales (j 51,...,4). The in-
crease in smoothing with scale is apparent, and the resulting
smoothed derivative estimates show theN-wave edges
clearly. The resulting normalized cross-scale productp(n) is
shown in Fig. 7~f!, for j 051 and j 153, depicting clean
peaks aligned with the shock wave edges. Note that both the

FIG. 4. The impulse responses of Mallat’s discrete wavelet transform~MZ-
DWT! for the first five scales, panels~a! through ~e!, respectively. These
approximate derivative-of-Gaussian~dG! gradient estimation for various
levels of smoothing. Note that~a! corresponds to unsmoothed estimation.

FIG. 6. Computation ofp(n), the discrete-wavelet transform cross-scale
product.

FIG. 5. The frequency response of the MZ-DWT arising from the filters of
Fig. 4, shown for the first six scales.
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leading and trailing edge of theN wave are positive going,
resulting in positive peaks inW2 j g(n), hence in this appli-
cation we can reject negative peaks inp(n).

Figure 8 depicts similar results based on a recorded
shock wave of a 12.7-mm projectile at a 48-kHz sampling
rate~note the two echoes following the original shock!. This
noisy, low SNR recording results in many false peaks in the
lower MZ-DWT scales. If one were restricted to a single
scale for analysis, this might be the third@Fig. 8~d!#. How-
ever, p(n) taken over the first three scales shows distinct
peaks for the initial pulse and the echoes, despite the numer-
ous false peaks in the lower scales of the MZ-DWT.

E. Estimation and reconstruction

As in the ML detection scheme of Fig. 2, DWT-based
detection simultaneously yields estimatest̂5n1 and L̂5n2

2n1 , wheren1 andn2 are the estimated shock edge times.
Based on the parametric signal model it remains to estimate
A. Because of the assumed linear slope then, in white Gauss-
ian noise, the optimal estimate of the entire waveformf (n)

is simply obtained via least-squares line fitting~linear regres-
sion! over the noisy observations fornP@n1 ,n2#. In practice
the N-wave peaks will not be strictly equal in magnitude;
estimates of theseN-wave maxima and minima arise from
the endpoints of the linear fit to the data. Another simple
estimate ofA is to form Â50.5@ f (n1)2 f (n2)#. The latter
estimate may be more appropriate under heavy interference.

Wavelet denoising~i.e., filtering for noise removal via
the WT! can be achieved with the DWT employed here.20,26

These edge-preserving denoising algorithms rely on signal
reconstruction from the DWT maxima via alternating projec-
tion methods, and do not assume knowledge of the time do-
main waveform.21,28

III. SIMULATION AND EXPERIMENTAL RESULTS

A. Shock detection in Gaussian noise

In this example we consider gradient estimation of simu-
lated shock waves in additive white Gaussian noise. Detec-
tion results are shown in Fig. 9. The shock wave was con-
structed using Eq.~3!, with lengthL established from Eq.~2!
using the parameters in Table I, corresponding to a small
projectile (d55.56 mm) at a moderate miss distance~50 m!.
A sampling rate of 125 000 samples/s was assumed, with
y(n)5A f(n)1v(n), the ideal shock wavef (n) plus addi-
tive noisev(n). Table I values lead to a shock duration of
about 36 samples. The signal-to-noise ratio was defined as

SNRA510 log10

A2

sv
2 , ~22!

FIG. 7. Measured (n51 – 200) and simulated (n5201– 400) shock wave
for d538 mm projectile at 48 kHz sampling rate:~a! time series;~b!–~e!
first 4 scales of MZ-DWT;~f! normalized product of first 3 MZ-DWT
scales.

FIG. 8. Measured shockwave ford512.7 mm projectile at 48 kHz sampling
rate:~a! time series;~b!–~e! first 4 scales of DWT;~f! normalized product of
first 3 DWT scales.

FIG. 9. Detection simulation for a shockwave in additive white Gaussian
noise comparing multiscale wavelet-product detection and unsmoothed gra-
dient detection. Here SNRA depends on shock amplitude versus additive
white noise variance.

TABLE I. Shock wave simulation parameters for example 1.

c ~m/s! M d ~mm! l ~mm! x ~m!

355 2.7 5.56 3d 50
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whereA is the shock amplitude andsv
2 is the noise variance.

The definition of SNRA shows the detection performance as
a direct function of the amplitude, as opposed to the more
standard definition based on the signal energy. The use of
SNRA is more appropriate in this case as the detectors rely
on the local edge information only, and do not exploit the
entire shock waveform.

To simulate rise time and system bandwidth effects,
three low-pass filters were designed with bandwidths of 6,
24, and 48 kHz, respectively. Each filter was designed using
the Remez exchange algorithm with 50-dB stop-band sup-
pression and a 1-kHz roll-off region, and each had 170 taps.
The noisy signaly(n) was then passed through each filter
and detection tests carried out using~i! p(n) in Eq. ~20! with
j 051 and j 153, and ~ii ! a simple gradient operator with
impulse response@21,0,1#. Data records of length 33512
51536 were used with the shock wave centered in the record
to insure the low-pass filters were in steady state before and
after the shock. Detection thresholds were established yield-
ing no false alarms over 100 000 noise training samples.
Successful detection was declared if bothN-wave edges
were detected above threshold. Results in Fig. 9 are averages
over 1000 Monte Carlo trials for each value of SNRA . The
results show a 4–5 dB performance gain in usingp(n) over
a simple unsmoothed gradient estimator, reflecting the ben-
efits of smoothing at lower SNRA .

B. Experimental shock detection in platform noise

Next we show results based on experimentally collected
data on a noisy platform. Figure 10~a! shows a time series
collected from a microphone placed 5 ft off the ground and 3
ft behind a military HMMWV ~jeep! with its diesel engine
idling. The data were collected with a sampling rate of 125
kHz, such that the time series in Fig. 10~a!, which is com-
posed of 100 000 samples, represents 0.8 s elapsed time. A
high velocity rifle with projectile diameterd55.56 mm was
fired past the HMMWV at various miss distances. The data
shown here correspond to a miss distancex of approximately
22 m. The shock wave is evident early in Fig. 10~a!, and the

muzzle blast follows near the center of the data record. The
engine and exhaust sounds are also apparent in the waveform
away from the shock and muzzle blast occurrences.

Figure 10~b! is an enlargement of the time series, and
the shock wave is now evident. We apply the DWT and form
p(n) via Eq. ~20! with j 051 and j 153. Results are shown
in Fig. 11. Here, Fig. 11~a! is a further enlargement of the
time series over 500 samples around theN wave, ~b!–~e!
show the first four scales of the MZ-DWT, and~f! shows
p(n) with its peak normalized to unity. Note the sharpening
of the peaks inp(n) versus the unsmoothed gradient esti-
mate@panel~f! versus panel~b!, respectively#.

We have repeated this experiment with both larger pro-
jectiles and smaller miss distances, hence the data shown are
the worst case~i.e., smallest amplitude! within the confines
of our parameters for this experiment. The engine noise is
relatively low pass in comparison to the fast rise time of the
N wave, such that the engine noise does not generally pro-
duce significant peaks inp(n). Also, the exhaust noise,
while of higher bandwidth than the engine sound, is of suf-
ficiently less amplitude than the shock wave in this scenario
and hence does not seriously restrict the detection process.

C. Simulated shock in experimentally collected
platform noise

In this example we insert simulated shockwaves into
experimentally recorded sound from a moving tank to obtain
detection performance as a function of miss distance. Detec-
tion results are shown in Fig. 12. An overview of the proce-

FIG. 10. Measured shock wave ford55.56 mm projectile at 125 kHz sam-
pling rate in presence of idling vehicle:~a! 0.8 s of time series showing
shock ~near n50! and muzzle blast~after n540 000!; ~b! zoom of time
series showing shock wave.

FIG. 11. Zoom of measured shock wave time series from the previous
figure: ~a! shock wave time series;~b!–~e! first 4 scales of DWT;~f! nor-
malized product of first 3 DWT scales.

FIG. 12. Detection of simulatedN-wave in recorded tank noise.
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dure used for this experiment is given in Table II, with pa-
rameters given in Table III.

The time series is given by

y~n!5s~n!1x~n!1v~n!, ~23!

where s(n) is a simulated shock,x(n) is recorded tank
sound, andv(n) is white Gaussian noise. The recording was
made with a sampling rate of 125 kHz by driving a tank past
a fixed microphone. For this experiment the recording was
composed of 200 000 samples~1.6 s! taken when the tank
was within roughly one meter of the sensor. The tank SPL
was measured by taking the worst case peak-to-peak~p-p!
amplitude; for the time series in this experiment this p-p SPL
was 132 dB. Each realization ofy(n) was formed by adding
s(n) andv(n) to the tank recording with the time-of-arrival
t randomly selected within the 200 000 samples, and detec-
tion results averaged over 1000 Monte Carlo trials for each
miss distance. Each realization was of length 1536 samples,
with the shock centered in the record. This length was used
to insure the low-pass filters described below~and example 1
above! reached steady state response. Additive white Gauss-
ian noisev(n) was included to further simulate sensor and
other noise. The noisev(n) was added at a fixed power ratio
of 20 dB, given by 10 log10uPx /Pvu, wherePx is the average
power in the 1.6 s of recorded tank sound andPv is the
Gaussian noise power.

The shock was simulated as follows. The projectile di-
ameterd55.56 mm, lengthl , Mach numberM , and the
speed of sound in airc, are given in Table III. The shock
duration was obtained via Eq.~2!, and rounded to the nearest
sample time, with sampling rate matching the recorded tank
data at 125 000 samples per second. The shock amplitude
was obtained from a linearly interpolated curve based on
experimentally collected shock pressure levels. The SPLs are
shown in Table IV, obtained by averaging over several shots
for each miss distance. These were representative measure-
ments over several trials with different~separately cali-

brated! microphones. The measurements were conducted in a
benign outdoor environment with minimal acoustic interfer-
ence. The miss distancesx in Table IV are approximate
within the experimental error of a marksman firing past a
designated point from a range of roughly 200 m. SPLs for
arbitrary miss distances in the range 1<x<220 m were ob-
tained by interpolating a linear least-squares fit to the data in
Table IV, while enforcing a slope proportional tox23/4 as
required by Eq.~1!. An ideal shock was then simulated via
Eq. ~3!, where the amplitude was determined with reference
to the calibrated shock SPL and the duration in samples de-
termined as described above.

The ideal shock was then filtered to simulate the rise
time. The appropriate rise time was obtained by piecewise
interpolating the experimental measurements for a 5.56-mm
projectile provided by Stoughton~see Fig. 6 of Ref. 5!. Ex-
perimental results were incorporated due to the lack of a
sufficiently accurate theoretical rise time prediction. Rise
times for this case varied from less than 1ms atx51 m miss
distance to greater than 40ms atx5220 m. The ideal simu-
lated shock was then passed through a smoothing filter
whose coefficients were all equal to one, with filter extent
equal to twice the estimated rise time~quantized to the sam-
pling rate!. For example, atx5200 m the rise time is 40ms,
corresponding to five samples at the sampling rate of 8ms
per sample. So, the ideal shock was smoothed with an FIR
filter of length 235510 with all the filter weights equal to
one. This approach to simulating the rise time is conservative
in that it overly smooths the shock and results in rise times
slower than those observed experimentally.

Each realization ofy(n) was passed through one of
three low-pass filters, as in example 1 above, simulating vari-
ous system bandwidths. Detection results in Fig. 12 are
shown for an unsmoothed gradient with impulse response
@21, 0, 1#, as well as for the wavelet product detectorp(n),
with j 051 and j 153 in Eq. ~20!. Detection thresholds were
set to yield no false alarms over a 200 000 sample training
set consisting ofx(n)1v(n) for one realization ofv(n).
Detection was declared only if both the leading and trailing
N-wave edges were detected.

Detection results in Fig. 12 predict nearly perfect detec-
tion using gradient estimation, out to a miss distance of 220
m. Note that, for a system bandwidth of 6 kHz, the un-
smoothed gradient begins to show a loss of performance be-
yond 150 m. The reduced gradient response is brought on by
excessive smoothing. This effect is not evident in the
wavelet-product detector, which is able to maintain detection
even at the lower system bandwidth of 6 kHz. Thus a higher
system bandwidth may be employed that better preserves the
rise time, which in turn enables a lower complexity detector.
Conversely, a lower system bandwidth may be used with a
somewhat more complex detector.

TABLE II. Overview of example 3.

1 Shock wave simulation~using parameters from Table III!:
Find L from Eq. ~2!.
Find shock SPL by linearly interpolating data from Table IV.
Find rise-time by interpolating experimental data from Ref. 5, Fig. 6.
Filter ideal shock to simulate rise time, yieldings(n).

2 Formy(n)5s(n)1x(n)1v(n).
Randomly select tank sound segmentx(n) from 1.6 s recording.
Add white Gaussian noisev(n) at 20 dB (10 log10uPx /Pvu).

3 Simulate system bandwidth for three cases:
Passy(n) through low-pass filters with cutoffs of 48, 24, and 6 kHz.

4 Monte Carlo trials:
Repeat steps 1–3, 1000 trials for each miss distance and each LPF.
Two different detectors compared in Fig. 12.

TABLE III. Shock wave parameters in example 3.

c ~m/s! M d ~mm! l ~mm! x ~m! Samples/s

355 2.7 5.56 3d 1<x<220 125 000

TABLE IV. Average measured peak-to-peak sound pressure levels ford
55.56 mm diameter projectile shock waves.

Miss distance~m! 1 7 22

SPL ~dB! 150 142 134

962 962J. Acoust. Soc. Am., Vol. 104, No. 2, Pt. 1, August 1998 Sadler et al.: Optimal and wavelet-based shock wave detection



This experiment is intended to be conservative with re-
spect to rise time and the level of additive Gaussian noise.
We note, however, that the tank sounds were recorded from
a microphone not on the moving platform. Placing the sensor
on the tank might lead to somewhat higher noise levels due
to vibration, wind, or other effects. The simple gradient-
based approach to shock detection appears functional and
robust to platform noise due to the fast rise time and rela-
tively large shock amplitude. We also note that larger pro-
jectiles will produce louder shocks with faster rise times,
hence the detection results will improve in such cases.

IV. DISCUSSION

Based on our experimental and simulation results, gra-
dient estimation appears to be a viable low complexity
method for detection and estimation of shocks on noisy plat-
forms. Our ability to simulate realistic shocks is limited by
the inability to accurately predict rise time. So, the last ex-
ample of the previous section was intentionally conservative,
utilizing a small projectile, a very noisy platform, and sig-
nificant additive white noise. A larger projectile or quieter
platform will improve detectability. While it is important to
preserve the rise time to enable accurate edge detection, our
results indicate that the relatively loud shock waves can be
detected with system bandwidths that are readily achievable.

In its simplest form, gradient estimation can be accom-
plished with very low complexity. The multiscale wavelet
approach provides a technique that incorporates smoothing
in the gradient estimation process, without knowinga priori
what the optimal smoothing level may be. The addition of
smoothing provides increased protection against additive
noise. The wavelet approach is computationally simple and
straightforward to implement in real time applications.

Gradient-based performance depends on the fast rise
time and amplitude of the shock edges. This is in contrast to
optimal matched filter performance which is theoretically in-
sensitive to the signal shape in additive white Gaussian
noise, provided the signal shape is known precisely. Thus in
Gaussian noise, the matched filter will generally out perform
any other scheme. However, the signal form is only para-
metrically known, so that a search of the parameter space is
necessary, resulting in higher complexity. And, additive in-
terference will quickly degrade the matched filter perfor-
mance.

The gradient-based approach might be used as a front
end to other system layers. In particular the important prob-
lem of angle of arrival estimation, requiring multiple sensors,
will typically require accurate detection and time-of-arrival
estimation at each sensor.
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On the existence of an age/threshold/frequency interaction
in distortion product otoacoustic emissions
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Interactions among age, threshold, and frequency in relation to distortion product otoacoustic
emissions~DPOAE! have yet to be resolved. The effects of these variables were explored by
analyzing DPOAEs in ears with thresholds not exceeding 20 dB HL. Multivariate regression
analyses were performed in two different ways. For data to be included in the first analysis,
audiometric threshold had to be 20 dB HL or better only at the particular frequency under study, but
might exceed 20 dB HL at other half-octave frequencies. Significant main effects were found for
age, threshold, and frequency. There was also an age-by-frequency interaction, but a significant
age-by-threshold interaction was not observed. DPOAE amplitudes decreased as either age,
frequency, or threshold increased. In the second analysis, when a more stringent inclusion criterion
was applied~normal thresholds at all frequencies!, the main effects for age, threshold, and frequency
were not significant. The significant age-by-frequency interaction remained, whereby DPOAE
amplitudes decreased as age and frequency increased, but the age-by-threshold interaction again was
not significant. The magnitude of DPOAE amplitude change across age, threshold, and frequency
and for the age-by-frequency interaction was small but similar for both groups of subjects. Age in
association with threshold did not account for observed changes in DPOAE amplitudes for either
group. Importantly, the lack of a significant age-by-threshold interaction indicates that there may be
processes intrinsic to aging alone that act on DPOAE generation. ©1998 Acoustical Society of
America.@S0001-4966~98!05108-X#

PACS numbers: 43.64.Ha, 43.64.Jb@BLM #

INTRODUCTION

Distortion product otoacoustic emission~DPOAE! mea-
sures are a nonbehavioral method to obtain frequency spe-
cific information about cochlear status. As audiometric
thresholds become poorer, reflecting increased outer hair cell
~OHC! damage, the magnitude of the DPOAE response de-
creases and is ultimately eliminated~e.g., Martinet al., 1990;
Gorga et al., 1993a, 1996, 1997; Kimberleyet al., 1994!.
With increasing age, there is an increased likelihood of re-
duced hearing, particularly in the higher frequencies. One
might conclude, therefore, that DPOAE magnitudes decrease
as age increases; however, this effect may not be solely a
consequence of aging, but rather reflect the fact that older
individuals are more likely to experience hearing loss. There
are other factors that make it difficult to understand the in-
fluence of age on DPOAEs. For example, age effects on
DPOAE amplitudes might depend on frequency, such that
aging ~and interactions between aging and hearing loss! dif-
fer for lower frequencies compared to higher frequencies.
Understanding the contributions of age, threshold, and fre-
quency to measured DPOAEs has important basic implica-
tions for describing how cochlear responses change with age.
In addition, knowledge of how these variables interact has
potential clinical significance with respect to how DPOAE
measures are used to identify hearing loss across the life
span.

One approach that might lead to a better understanding
of age, threshold, and frequency effects is to evaluate
DPOAEs in subjects from different age groups, while con-
trolling for the influence of auditory sensitivity. A number of
studies have explored the effects of age on otoacoustic emis-
sions~Arnold et al., 1996, as described in Lonsbury-Martin
et al., 1997; Strouseet al., 1996; Prieve and Falter, 1995;
Kimberley et al., 1994; Whiteheadet al., 1994; Stover and
Norton, 1993; Lonsbury-Martinet al., 1991; Collet et al.,
1990; Bonfilset al., 1988!.

Bonfils et al. ~1988! and Colletet al. ~1990! found age-
related changes in click-evoked otoacoustic emissions
~CEOAE!. Both studies included subjects into the 8th decade
of life. With increasing age, CEOAEs had a lower incidence,
higher absolute threshold~in dB HL!, and a response with a
lower peak frequency. In one study~Bonfils et al., 1988!,
subject inclusion allowed for ‘‘normal age-corrected’’ audio-
metric thresholds. This means that subjects differed not only
in age but also in threshold, making it impossible to accu-
rately attribute any effects on OAEs to either age or thresh-
old. Colletet al. ~1990! used ‘‘audiometrically normal’’ sub-
jects, although specific details of inclusion criteria were not
provided. Thus there is some ambiguity as to how well the
influences of threshold differences were minimized.

Both Stover and Norton~1993! and Prieve and Falter
~1995! observed that CEOAE thresholds were not signifi-
cantly related to age. In these studies, stricter audiometric
threshold requirements had to be met. Prieve and Falter
~1995! required thresholds of 15 dB HL or better from 250 toa!Electronic mail: dornp@boystown.org
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8000 Hz. Subjects in the Stover and Norton~1993! study had
thresholds of 20 dB HL or better from 250 to 4000 Hz.

DPOAE studies also reported conflicting outcomes re-
garding the significance of age. Both Kimberleyet al. ~1994!
and Whiteheadet al. ~1994! noted a trend for normal hearing
older subjects to exhibit reduced DPOAE amplitudes at
higher frequencies. Lonsbury-Martinet al. ~1991! and Ar-
nold et al. ~1996! found a decrease in DPOAE amplitudes at
higher frequencies with increasing age. In the 1996 study,
age effects for DPOAE and audiometric thresholds were
found in the higher frequencies for a relatively young subject
group~>35 years, with 2 ears above age 50!, as compared to
15- to 24-year-olds and 25- to 34-year-olds. Although all
subjects had hearing within normal limits, differences among
groups were present, with older subjects having higher
thresholds. Additionally, in the 1991 study, some subjects
aged 50 and above had elevated high-frequency thresholds.
As a consequence, these data do not allow one to conclude
that there is an aging effect on DPOAE amplitude indepen-
dent of sensitivity loss. Stover and Norton~1993! found that
DPOAE thresholds were significantly related to hearing sen-
sitivity and frequency, but not to age, and that more of the
variance in OAE data could be explained by sensitivity than
by age. Unfortunately, their observations were based on data
from a small number of subjects, and those from the older
subject groups~60’s and 70’s! had elevated thresholds at
higher frequencies. Strouseet al. ~1996! found no consistent
age effects on DPOAE thresholds; however, their control
group of 20-year-olds exhibited large intersubject DPOAE
threshold variability, potentially obscuring any age/DPOAE
threshold interactions. DPOAE amplitudes, obtained at a
fixed primary level~65 dB SPL!, were smaller in older sub-
jects~70-year-olds! at lower frequencies, while younger sub-
jects~50-year-olds! exhibited smaller DPOAEs at higher fre-
quencies. This outcome is difficult to explain, especially in
relation to aging effects, because increased age is normally
associated with decreased auditory function at higher fre-
quencies.

The findings from these reports do not provide a clear
picture as to whether age alone, or age in conjunction with
threshold shifts, significantly affects otoacoustic emissions
~OAE!. Clinically, this is an important issue to resolve, as the
presence of an age effect would mean that adjustments
should be applied to DPOAE measures~Lonsbury-Martin
et al., 1997! for use in diagnostic and screening programs.
The present study was undertaken to evaluate the main and
combined effects of age, threshold, and frequency on
DPOAE amplitude measures. With increasing age, reduced
auditory sensitivity is common, and initially occurs in the
higher frequencies. DPOAEs are sensitive to auditory status,
as the nonlinear response properties of the cochlea are com-
promised when OHC damage occurs. If DPOAE measures
are to be used as diagnostic and screening tools, it is impor-
tant to know if these measures should be adjusted for age
before making clinical judgements about auditory status. In
order to assess age effects, two subject groups were con-
structed on the basis of meeting either a more stringent or
less stringent interpretation of normal hearing sensitivity.
The more stringent criterion required normal audiometric

thresholds over a wide range of frequencies. The less strin-
gent criterion allowed for data to be included if threshold
was normal at a particular frequency, regardless of sensitiv-
ity at other frequencies. Through this process, two groups of
subjects were constructed, with similar auditory status and
representing a wide range of ages.

In our groups of audiometrically equivalent subjects,
where two clearly stated threshold criteria have been applied,
one might not anticipate finding main effects for age. A main
effect of threshold is anticipated, even for the range of
thresholds not exceeding 20 dB HL~e.g., Allenet al., 1991;
Gorgaet al., 1997!, regardless of subject age. In the context
of the present question, however, insight into underlying pro-
cesses may be gained by explaining the age-by-threshold in-
teraction. A significant age-by-threshold interaction would
complicate interpretations of any observed age effects. In
contrast, the absence of such an interaction, especially in the
presence of a main effect for age, would suggest that aging
results in changes in DPOAE responses independent of the
threshold effect.

In the presence of normal hearing, DPOAE amplitude is
relatively independent of frequency, although slightly re-
duced DPOAE amplitudes have been observed around 3000
Hz ~e.g., Lonsbury-Martinet al., 1991; Gorgaet al., 1993a!.
As a result, a main effect of frequency, in combination with
a significant frequency-by-threshold interaction, would sug-
gest that DPOAEs differed because threshold differed across
frequency. Likewise, a main effect of frequency, if the
frequency-by-threshold interaction is not significant, would
suggest that the effect cannot be accounted for in differences
in thresholds across frequencies. An examination of age-by-
frequency interactions would be useful under these condi-
tions. A significant interaction between these variables
would suggest that DPOAEs are affected by age but only for
certain frequencies. The analyses to follow address each of
these questions and were designed to evaluate age effects on
DPOAEs, while controlling for the potential influences of
threshold and frequency. With this study we seek to clarify
what~if any! main or combined effects of age, threshold, and
frequency act on DPOAE measures.

I. METHOD

A. Subjects

Subjects were culled from a larger database where
DPOAEs were measured in over 1200 ears of over 800 sub-
jects. These data, which were described in a previous report
~Gorga et al., 1997!, were concerned with the extent to
which DPOAEs accurately identify hearing loss under rou-
tine clinical conditions. The methods under which those data
were collected are summarized therein, and will be reviewed
here only briefly.

All subjects had to present normal middle-ear function
~based on tympanometry, and/or otologic examination, and
comparison of air and bone conduction thresholds! at the
time of test. In addition, a pure-tone audiogram was available
on all subjects. Audiometric thresholds~in dB HL re: ANSI,
1996! were measured at octave and half-octave frequencies
from 250 to 8000 Hz, using standard age-appropriate clinical
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procedures, with a minimum step size of 5 dB. A more pre-
cise threshold estimate could have been obtained by using
psychophysical methods such as adaptive forced-choice pro-
cedures. However, in this study data collection was per-
formed under routine clinical conditions. Audiometric fre-
quencies corresponded to thef 2 frequencies used during
DPOAE measurements, with the exception of 250 and 500
Hz. Interpretable DPOAE measurements were not possible at
f 2 frequencies of 250 and 500 Hz due to high noise levels.

To assess the effects of age, threshold, and frequency on
DPOAEs, audiometric thresholds were used to construct two
groups of ‘‘normal-hearing’’ subjects by applying a less
stringent and then a more stringent inclusion criterion.
Analyses were performed separately on these groups. In the
first group, audiometric status was treated on an individual
frequency basis. Data were included only at those frequen-
cies for which audiometric thresholds were 20 dB HL or
better, without regard to sensitivity at other frequencies. We
refer to this set as the normal-per-frequency group. A more
stringent criterion for normal hearing was applied to create
the second group. Only those subjects with audiometric
thresholds of 20 dB HL or better at all octave and half-octave
frequencies from 250 to 8000 Hz were included, representing
a restricted subset of the first group. We refer to this set as
the normal-across-frequency group. In both cases, the audio-
gram served as the ‘‘gold standard’’ of auditory function.
This approach is consistent with our previous efforts to de-
scribe the relations between DPOAEs and cochlear status
~Gorgaet al., 1993a, b, 1996; Stoveret al., 1996!. Our pre-
vious work demonstrated that 20 dB HL~the inclusion crite-
rion for the present paper! results in optimal separation be-
tween ears with normal hearing~thresholds up to 20 dB HL!
and ears with hearing loss~Gorgaet al., 1993a!, even though
this criterion does not necessarily result in a homogeneous
group of subjects~see Fig. 9, Gorgaet al., 1997!.

As expected, the normal-per-frequency group~Table I!
had larger numbers of ears per age group, compared to the
normal-across-frequency group~Table II!. Ears represented
in the normal-across-frequency group were also represented
in the normal-per-frequency group. Within the normal-per-
frequency group, the number of ears at each frequency were
uneven because audiometric data could not always be ob-
tained at all eight frequencies and/or DPOAE amplitudes did
not meet inclusion criteria in every subject. In the normal-
across-frequency group uneven numbers of ears were due to

the fact that DPOAE inclusion criteria were not always met.
For example, the number of ears in the normal-per-frequency
group ranged from 5~6000 Hz, 70–79 years! to 133 ~1000
Hz, 40–49 years!, whereas the comparable range for the
normal-across-frequency group varied from 6~750 Hz,
60–69 years! to 49 ~3000, 4000, and 6000 Hz in the 40–49
year group!. There were sufficient observations for data
analyses up to the 60–69.9 decade in the normal-across-
frequency group, and up to the 70–79.9 decade in the
normal-per-frequency group, reflecting the more restrictive
nature of the inclusion criteria for the first group. Finally,
there were scattered observations for subjects in the 80–89.9
and 90–99.9 age decades for both groups; however, the num-
bers per frequency cell were small and there were cells with
no observations. As a consequence, analyses were limited to
the range of ages shown in Tables I and II.

B. Stimuli

DPOAEs were measured in response to pairs of primary
tones (f 1 and f 2 , f 2 / f 151.22), with f 2 frequencies ranging
from 750 to 8000 Hz in half-octave steps. Due to the step
size, this study was not designed to assess DPOAE micro-
structure. Primary tones were presented at intensity levels of
L1565 dB SPL andL2555 dB SPL. These stimulus levels
were selected because previous data have shown that they
result in the most accurate classifications of auditory status
~e.g., Gaskill and Brown, 1990; Whiteheadet al., 1995; Sto-
ver et al., 1996! when the dividing line between normal and
impaired hearing was drawn at 20 dB HL.

C. Procedures

Following audiometric and middle-ear assessments,
DPOAE data were collected in a quiet room adjacent to the
clinic, using a Bio-logic Scout system. Measurement-based
stopping rules were used such that data collection at anyf 2

frequency was terminated if the noise level was less than
230 dB SPL, or after 32 s of artifact-free averaging time,
whichever occurred first. While the noise-floor stopping rule
allows us to resolve small DPOAEs, caution is necessary
when interpreting any DPOAE less than220 dB SPL, which
is a conservative estimate of the level of distortion produced
by the measurement system~Gorgaet al., 1994!. As a result,
data were included in subsequent analyses only if the
DPOAE amplitude was not less than220 dB SPL and only

TABLE I. Number of ears in the normal-per-frequency group in each de-
cade for each frequency.

Age

Frequency

750 1000 1500 2000 3000 4000 6000 8000

5–9.9 23 50 30 38 28 41 31 40
10–19.9 24 40 28 40 36 29 20 31
20–29.9 57 61 62 61 56 62 52 56
30–39.9 55 71 63 69 56 58 48 52
40–49.9 92 133 113 125 94 97 72 83
50–59.9 56 81 70 66 53 53 23 27
60–69.9 72 112 97 85 55 50 24 30
70–79.9 48 79 64 56 27 21 5 6

TABLE II. Number of ears in the normal-across-frequency group in each
decade for each frequency.

Age

Frequency

750 1000 1500 2000 3000 4000 6000 8000

5–9.9 16 19 19 19 19 19 19 19
10–19.9 10 13 13 14 14 14 13 12
20–29.9 42 43 43 43 43 44 44 43
30–39.9 37 43 42 41 41 42 42 41
40–49.9 35 44 48 49 49 49 49 39
50–59.9 12 14 16 16 16 16 16 12
60–69.9 6 8 8 10 10 10 10 9
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if this amplitude exceeded the noise floor, regardless of the
extent to which its amplitude exceeded the noise.

DPOAE amplitude was defined as the level in the 2f 1

2 f 2 bin, while noise estimates were based on the average
level at three frequency components above and three below
~24.8-Hz separation between components! the 2 f 12 f 2 fre-
quency. Comparisons were always made between audiomet-
ric data and DPOAE data when audiometric andf 2 frequen-
cies were equal.

D. Statistical analysis

Preliminary statistical treatment of the data was done
with analysis of variance~ANOVA ! prior to initiating any
linear regression analyses. The ANOVAs strongly indicated
the presence of a threshold effect and to a lesser extent an
age and a frequency effect. Given these outcomes we felt
confident that it would be appropriate to perform regression
analyses on these data. Multivariate regression analyses were
performed on the dependent variable of DPOAE amplitude
with independent variables of age, audiometric threshold,
and frequency. Main effects for age, threshold, and fre-
quency, as well as interactions among these variables were
evaluated. The first analysis involved the normal-per-
frequency group and the separate second analysis was per-
formed on data from the normal-across-frequency group.

II. RESULTS

Results of multivariate regression analysis for both sub-
ject groups are displayed in Table III. In the normal-per-
frequency group, where a less stringent inclusion criterion
was applied, there were significant main effects for age, au-
diometric threshold, and frequency. There was also an inter-
action effect between age and frequency. No other significant
interactions were observed. In particular, there was no inter-
action between age and threshold. We take this latter obser-
vation to mean that thresholds across age groups did not
differ. In the normal-across-frequency group, where a more
stringent inclusion criterion was applied, only the interaction
between age and frequency remained significant. No main
effects for age, threshold, or frequency were present. As with
the previous subject group, there was no interaction between
age and threshold.

In contrast to the differences in the level of significance
across the two subject groupings, the trends in the data relat-
ing DPOAE amplitudes to age, threshold, and frequency
were strikingly similar. Figures 1–3 represent DPOAE data
related to each of these three variables~age, frequency, and

threshold! for both subject groups. In each figure, the data
from the normal-per-frequency group are shown with filled
symbols, while the data for the normal-across-frequency
group are shown as open symbols. In each case, mean values
are plotted, along with the standard error of the mean.

Figure 1 relates DPOAE amplitude to age, collapsing
across thresholds and frequency. The observation of a sig-
nificant effect in the normal-per-frequency group and nonsig-
nificant effect in the normal-across-frequency group may be
a result of the unusual observation~reduced mean DPOAE
amplitude in relation to older age groups! for the decade
from 10 to 19.9 years in the normal-across-frequency group
~open symbol, Fig. 1!. This nonmonotonicity may be a con-
sequence of sampling error. However, there are about 13 ears
per frequency in this group~see Table II!, amounting to a
total number of 103 observations~across all eight frequen-
cies!. With the exception of this point~for which we have no

TABLE III. Multivariate regression analysis outcome for each group.

Normal-per-frequency
variables p value

Normal-across-frequency
variables p value

Age 0.010a Age 0.166
Threshold 0.000a Threshold 0.103
Frequency 0.012a Frequency 0.973
Age3Threshold 0.526 Age3Threshold 0.629
Age3Frequency 0.000a Age3Frequency 0.000a

Threshold3Frequency 0.672 Threshold3Frequency 0.216

aSignificant effects at levelsp,0.05.

FIG. 1. Mean DPOAE amplitudes and standard errors by age, in decades,
across all threshold levels and frequencies. The normal-per-frequency group
is depicted with filled symbols and the normal-across-frequency group is
shown with open symbols. DPOAE amplitude decreased as age increased.

FIG. 2. Mean DPOAE amplitudes and standard errors for each of eight
frequencies across all threshold levels and age decades. The normal-per-
frequency group is depicted with filled symbols and the normal-across-
frequency group is shown with open symbols. Generally, DPOAE amplitude
decreased as frequency increased.
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other explanation!, the overall trends are comparable to those
seen in the normal-per-frequency group. Indeed, the DPOAE
amplitude range across the decades tested is 5.10 dB in the
normal-per-frequency group and 6.22 dB in the normal-
across-frequency group. Also, the function for the normal-
across-frequency group is slightly higher, indicating that this
group ~with the exception of the 10–19.9 decade! produced
slightly larger DPOAEs.

The effects of frequency on DPOAE amplitude are
shown in Fig. 2, following the convention used in Fig. 1.
There is a tendency for larger response amplitudes in the
normal-across-frequency group~open symbols!, with differ-
ences on the order of 1–3 dB. This finding is not surprising
if one accepts the view that the subject inclusion criterion
was more stringent for this group, and thus, auditory function
was ‘‘more normal.’’ The overall pattern of the response
across frequency, however, is similar for both groups. For
example, both groups demonstrate relatively constant ampli-
tudes across frequency, with the exception of a dip at 3000
Hz. This frequency pattern has been observed by others as
well ~Arnold et al., 1996; Strouseet al., 1996; Lonsbury-
Martin et al., 1991; Gorgaet al., 1993a!. Standard errors are
smaller across frequency in the normal-per-frequency group
~filled symbols!. The reduced amplitude for both groups at
8000 Hz might be related to reduced reliability of measure-
ments at this frequency because of standing wave problems
in stimulus calibration at high frequencies~Siegel, 1994!, or
due to smaller DPOAE signals produced within the cochlea
in response to the 8000-Hz tone.

Figure 3 plots mean DPOAE amplitude as a function of
audiometric threshold. Data exist at each 5-dB step from25
to 20 dB HL, consistent with the way these data were col-
lected in the clinic. As in our previous examples for age and
frequency, the trends across the two subject groupings are
similar. The DPOAE amplitude range is 7.96 dB in the
normal-per-frequency group and 7.73 dB in the normal-
across-frequency group. Yet, in spite of this apparent simi-

larity, the threshold effect was significant in the normal-per-
frequency, but not in the normal-across-frequency group~see
Table III!. Interestingly, DPOAE amplitude decreases mono-
tonically as a function of threshold, even over the range of
thresholds that are ordinarily considered within normal lim-
its. These observations are similar to those made previously
~see for example, Lonsbury-Martinet al., 1997; Allen and
Fahey, 1992!, although the size of the present effect appears
larger than previously reported.

Figure 4 represents the condition for which the final sig-
nificant effect was observed. In this figure, DPOAE ampli-
tudes are plotted as a function of age for each of eight test
frequencies. For clarity, data are shown with two frequencies
plotted per panel. Data from the normal-per-frequency group
are shown with filled symbols and data for the normal-
across-frequency group are shown with open symbols. The
age-by-frequency interaction was significant for both subject
groups ~see Table III!. It appears to be due mainly to the
patterns observed at 8000 Hz, although a similar pattern is
also evident at 6000 Hz~bottom right panel, Fig. 4!.

III. DISCUSSION

Significant main effects were found for age, threshold,
and frequency in the normal-per-frequency group. This out-
come was not anticipated for age and frequency. DPOAE
amplitudes were reduced with increased age, increased
threshold levels, and higher frequencies. However, in the
normal-across-frequency group there were no main effects.
This may be due to the occurrence of a type II error, and/or
inadequacies of fitting the data with a linear model, and/or
the number of subjects was insufficient, which may have
prevented the main effects from reaching significance.
Should these hypotheses be correct, given that main effects
were significant in the ANOVAs, it suggests that DPOAE
amplitude may have varied for age, threshold, and frequency
in the normal-across-frequency group. Statistical analyses re-
vealed a significant interaction between age and frequency
for both groups, with older subjects exhibiting decreased
DPOAE amplitudes at higher frequencies. This finding is
consistent with observations made by Arnoldet al. ~1996!,
Kimberley et al. ~1994!, and Whiteheadet al. ~1994!. As
might be expected from subject selection criteria, significant
threshold-by-frequency and age-by-threshold interactions
were not observed in the present data for either group. Im-
portantly, the lack of an age-by-threshold effect in the
present analyses indicates that age and threshold act indepen-
dently on DPOAE amplitude measures, when threshold is
controlled.

In both of the present subject groups, the age range un-
der consideration was wide, extending into the 70’s in the
normal-per-frequency group and into the 60’s in the normal-
across-frequency group. The upper age bounds are likely a
good representation of the age range that can be evaluated,
while still controlling for auditory sensitivity. Undoubtedly
there exist people in their 70’s and beyond who have normal
audiometric thresholds up to and including 8000 Hz, and
likewise there are people in their 80’s and above who have
individual frequencies at which audiometric thresholds are
normal. In fact, there were several subjects in the larger da-

FIG. 3. Mean DPOAE amplitudes and standard errors for the six audiomet-
ric threshold levels across all frequencies and age decades. The normal-per-
frequency group is depicted with filled symbols and the normal-across-
frequency group is shown with open symbols. DPOAE amplitude decreased
as threshold increased.
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tabase that met these criteria. The difficulty comes in finding
sufficient numbers of these people to allow for statistical
analyses. In other OAE studies where normal hearing older
adults were used, Strouseet al. ~1996! had subjects to age
79. Arnold et al. ~1996! and Stover and Norton~1993! had
normal hearing subjects into their 50’s, while Prieve and
Falter ~1995! had normal hearing subjects to age 61. Our
subjects were drawn from a large database and we feel con-
fident that a reasonable upper age range for normal hearing
was represented in this study.

The range of DPOAE amplitudes across decades of life
~5.1 and 6.22 dB!, across thresholds~7.96 and 7.73 dB!, and
across frequency~7.26 and 8.0 dB!, was of a small magni-
tude for both ‘‘normal hearing’’ groups~see Figs. 1–3!. All
of these represented significant main effects for the normal-
per-frequency group~first value in each pair!, but not for the
normal-across-frequency group~second value in each pair!.
With minor exceptions, the patterns relating DPOAE ampli-
tudes to any of these variables were similar across groups.
This observation suggests to us that there may be real effects
of age, threshold, and frequency. A possible explanation for

the different statistical outcomes may relate to differences in
sample size and standard error. The number of ears in the
normal-per-frequency group was often 1.5 to several times
larger per decade, per frequency, or per threshold than in the
normal-across-frequency group. Additionally, smaller stan-
dard errors were present in the normal-per-frequency group,
which may be a consequence of the larger samples in this
group.

The statistically different main effects across groups
may be due to other factors beside sample size differences. It
was not uncommon for subjects in the normal-per-frequency
group to have elevated thresholds at frequencies other than
the frequency~ies! at which the present analyses were per-
formed. While the present analyses required that threshold be
normal for data to be included at a particular frequency,
threshold elevations were possible at other frequencies, in-
cluding adjacent frequencies. The fact that the sample sizes
across groups differed in the way they did is consistent with
this view. Perhaps the amount of distortion generated within
the cochlea or its reverse transmission out of the cochlea can
be adversely affected by dysfunction at cochlear regions

FIG. 4. The age-by-frequency interaction is depicted. Mean DPOAE amplitudes by age~in decades! for the four octave and four interoctave frequencies
evaluated are shown. Two frequencies are plotted per panel. The normal-per-frequency group is depicted with filled symbols in each panel, while the
normal-across-frequency group is shown with open symbols in each panel. Generally, DPOAE amplitude decreased as age and frequency increased.
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other than the region associated with thef 2 under direct
study. A study by Avanet al. ~1991! suggests that CEOAEs
may be influenced by the cochlear status at regions outside
of the frequency range of CEOAEs. Another explanation is
that the use of a linear regression model may have been
appropriate for the normal-per-frequency data, but may not
have been the best fit for the normal-across-frequency data.
ANOVA results indicated significant effects for age, thresh-
old, and frequency in the normal-across-frequency group.
Unlike the multivariate regression analysis, which assumed
that the data could be fit to a straight line, the ANOVA made
no such assumption about the data.

A significant age-by-frequency interaction was present,
regardless of differences in sample size or how the two
groups were constructed. Lonsbury-Martinet al. ~1991! and
Arnold et al. ~1996! also reported that an age effect was
present at higher frequencies. From Fig. 4~bottom right
panel!, it is clear that the responses at 6000 and 8000 Hz
have a large impact on mean DPOAE amplitude across age.
Again, the magnitude of decrease in the DPOAE amplitude
at these frequencies~2.2 dB per decade of life for both
groups! was larger than at any other frequency. This out-
come could reflect the general pattern of how cochlear de-
generation is manifested, with higher frequency regions af-
fected first in an aging population. Additionally, OAEs
sometimes are considered to be more sensitive indicators of
cochlear status, as compared to audiometric thresholds. Thus
decrements may be observed in high-frequency DPOAEs
~due either to aging or subclinical cochlear damage! prior to
a time when sensitivity loss is evident.

Age and threshold did not significantly interact, regard-
less of sample size or group construction~see Table III!.
These results suggest that when auditory sensitivity was con-
trolled, age and threshold acted independently on DPOAE
measures. This represents an important finding, since hearing
loss is so closely linked with the aging process. When sub-
ject groups representing a wide age range, but narrow sensi-
tivity range are constructed, the independence of these two
variables can be seen.

In summary, we observed changes in DPOAE amplitude
with age, threshold, and frequency. The magnitude of
DPOAE amplitude change for these main effects was small,
but consistent. However, we do not feel that corrections to
DPOAE measures for these variables are warranted at this
time. Further, an age-by-frequency interaction was observed
at higher frequencies. We do feel that age-by-frequency de-
pendent criteria for DPOAE testing, at least over the age
range included in this study, should be considered for 6000
Hz and above. Age and threshold did not significantly inter-
act. We conclude that age does affect DPOAEs, but that this
variation with age is independent of threshold. Evidence of
aging may be found in DPOAE amplitude measures, without
a concomitant change in sensitivity.
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Effects of loop diuretics on the suppression tuning of distortion-
product otoacoustic emissions in rabbits
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The suppression tuning of distortion-product otoacoustic emissions~DPOAEs! is commonly
assumed to measure frequency selectivity, because the dominant features of suppression-tuning
curves~STCs! are similar to the principal properties of the neural-tuning curves~NTCs! of single
auditory-nerve fibers. In the present study, several common loop diuretics were used to affect the
DPOAE-generation process to determine if reversible ototoxicity could adversely modify the
characteristics of STCs, in a manner similar to that shown previously for NTCs. Contour plots of
DPOAE level in the presence of a series of variable-level suppressor tones were obtained before and
after administering diuretic drugs that reversibly reduced or eliminated DPOAEs. Primary-tone pairs
were centered at 2.8 or 4 kHz, withL15L2 , or L2,L1 . From the resulting plots, STC parameters
including tip frequency, threshold at the tip frequency, andQ10 dB measures of tuning were extracted
for four suppression criteria of 3, 6, 9, and 12 dB. In the pre-drug nonototoxic state, suppression
tuning depended on both primary-tone level (L1 ,L2), and the relative levels of the primaries (L1

2L2), with tuning being sharper for lower- than for higher-level equilevel primaries, and sharpest
for offset-level primary tones. Following drug injection, the expected decrease in sharpness of
tuning evidenced by changes inQ10 dB as well as the dramatically elevated tip thresholds normally
seen for NTCs under similar conditions, were not observed. Overall,Q10 dB increased or decreased
more or less randomly, with a slight tendency for STCs to become sharper than prior to drug dosing,
for the two highest suppression criteria. The STC-tip frequencies demonstrated significant decreases
following diuretic administration that were weakly correlated with the associated decreases in
DPOAE amplitude. The most consistent changes in response to the drug-induced reduction in
DPOAE level were increases in the STC-tip thresholds. However, these changes were relatively
small and rarely exceeded 10 dB. In the absence of notable changes in overall STC shape, a major
finding was a change in the effectiveness of suppression following ototoxic insult. However, when
the amount of suppression was expressed as a percentage of the DPOAE remaining, the effects of
diuretic dosing were often almost completely obscured. Overall, the results demonstrated that when
the generation of DPOAEs was interfered with by the introduction of a suppressor tone to produce
STCs that resemble NTCs, STCs behaved quite differently following reversible cochlear insult than
their previously documented neural counterparts. These findings imply that STCs do not assess the
frequency-selective aspects of the cochlear amplification process in a manner similar to NTCs.
© 1998 Acoustical Society of America.@S0001-4966~98!06808-8#

PACS numbers: 43.64.Jb, 43.64.Bt, 43.64.Kc@RDF#

INTRODUCTION

Since Kemp’s~1978! discovery of otoacoustic emissions
~OAEs!, it has become almost universally accepted~e.g.,
Kummer et al., 1995! that these responses arise from the
compressive nonlinearity responsible for the frequency-
selective gain described for the mechanical response of the
basilar membrane~Rhode, 1971; Sellicket al., 1982;
Johnstoneet al., 1986; Robleset al., 1986!. This frequency-
selective amplification of basilar-membrane vibration has be-
come known as the cochlear amplifier~CA! ~Davis, 1983!.
Presumably, the CA is based in the electromotility of outer
hair cells~OHCs!, and is responsible for the various OAEs
that can be detected noninvasively in the ear canal
~Brownell, 1990!. When the nonlinear CA is stimulated by
two tones at frequenciesf 1 and f 2 ( f 1, f 2), various even-

and odd-order distortion-product OAEs~DPOAEs! result
~Kemp, 1979!, with the largest and most frequently studied
one being the 2f 12 f 2 DPOAE.

Similar to two-tone suppression in auditory-nerve fibers
~Delgutte, 1990!, it was soon established that OAEs, in gen-
eral, and DPOAEs, in particular, could also be suppressed by
the introduction of a third, or suppressor tone~Kemp and
Chum, 1980; Kemp and Brown, 1983; Brown and Kemp,
1984; Martin et al., 1987; Harriset al., 1992; Koppl and
Manley, 1993!. If the suppressor tone is varied in frequency
and level, while the primary tones are held constant, a
suppression-tuning curve~STC! can be obtained for various
criterion amounts of DPOAE-amplitude reduction. These
STC functions have ‘‘best’’ tip or center frequencies~CFs!,
tip thresholds, low-frequency tails, and steep high-frequency
slopes, which, in many ways, closely resemble the features
of the neural tuning curves~NTCs! commonly described for
single auditory-nerve fibers. These observations raise two
different, but related, experimental questions. First, doa!Electronic mail: gmartin@mednet.med.miami.edu
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DPOAE STCs behave similarly to NTCs following cochlear
insults, and, second, if STCs do not behave like STCs, do
they nevertheless reflect some aspect of cochlear-frequency
selectivity?

Several studies in laboratory animals have implied, by
way of comparison~Koppl and Manley, 1993; Frank and
Kossl, 1995!, that STCs can be employed as noninvasive
measures of cochlear-frequency selectivity in a manner simi-
lar to the NTCs obtained from animals. For example, in the
bat, Frank and Kossl~1995! noted that, as the tuning char-
acteristics of neurons in the ventral cochlear nucleus changed
within various specialized frequency regions, DPOAE STCs
obtained across corresponding frequency extents in an addi-
tional group of bats demonstrated similar alterations in tun-
ing properties. Specifically, in the frequency region between
62 and 72 kHz which represents a region of specialized
thickening of the bat basilar membrane, the low-frequency
tails of both NTCs and STCs reversed direction. These find-
ings were interpreted by the authors as providing evidence
that STCs reflect the underlying tuning characteristics of
auditory-nerve fibers. Similarly, in the bobtail lizard, com-
parisons of the distributions ofQ10 dB values revealed a close
relationship between NTC and STC measures of frequency
selectivity~Koppl and Manley, 1993!. Together, these obser-
vations in animal models support the assumption that the
dominant features of STCs are similar to the tuning charac-
teristics of single nerve fibers.

Recently, in the first detailed study of STCs in humans,
Kummer et al. ~1995! reported that, for low primary-tone
levels (L1555, L2540 dB SPL!, STC sharpness increased
with the increasing frequencies of the primaries. These in-
vestigators noted that, around 4–6 kHz, the low-frequency
tails of the STCs had slopes of 30–40 dB/octave, whereas
the high-frequency limb exhibited slopes of approximately
230 dB/octave. From 1 to 4 kHz,Q10 dB, a standard measure
of frequency tuning~i.e., CF/bandwidth at 10 dB above tip
threshold!, increased as a function of frequency with values
ranging from 1.69 to 7.87. Moreover, tip thresholds ranged
from 26 to 52 dB SPL, with a mean of 38 dB SPL, which
was slightly below the level of thef 2 primary. Overall, these
findings for STCs compared favorably with the trends de-
scribed earlier for single auditory-nerve fibers~Kiang et al.,
1965!, and suggested that STCs in humans reflect the
frequency-selective aspects of the nonlinear amplification of
basilar-membrane vibration.

Several recent studies in humans from Abdala and col-
leagues have assumed that DPOAE STCs can provide objec-
tive estimates of the frequency selectivity of the peripheral
hearing apparatus~Abdalaet al., 1996; Abdala and Sininger,
1996; Abdala and Luckoski, 1997!. Based upon this notion,
these investigators have thoroughly examined STCs in
adults, neonates, and premature infants. Interestingly, they
found differences between premature neonates and adults in
STCs low-frequency slope and suppression growth. Mea-
sures ofQ10 dB were significantly sharper for premature neo-
nates than adults, opposite to what might be expected if the
cochlea were still developing.

In adults, Abdalaet al. ~1996! performed comparisons
between the tuning features of STCs and psychoacoustic tun-

ing curves ~PTCs!, and discovered that PTCs were more
sharply tuned. These findings are consistent with prior obser-
vations in the guinea pig~Ryan and Dallos, 1975; Dallos
et al., 1977!, in which the Q10 dB for PTCs was approxi-
mately twice theQ10 dB values measured for the NTCs of
single nerve fibers. Because of the many differences between
PTCs, STCs, and NTCs~see Abdalaet al., 1996!, the ability
of STCs to index frequency selectivity as measured by PTCs
remains unclear.

One approach toward indirectly testing the hypothesis
that STCs reflect the frequency selectivity of the peripheral
auditory system in a way similar to NTCs would be to ex-
amine STCs in laboratory animals before and after a manipu-
lation known to dramatically affect both NTCs and the me-
chanical tuning of the basilar membrane. This goal can be
accomplished by administering reversibly ototoxic diuretics,
such as ethacrynic acid or furosemide, which are well-known
to significantly elevate NTC tip thresholds and, conse-
quently, reduce the frequency selectivity of both NTCs
~Evans and Klinke, 1982; Sewell, 1984!, and the pattern of
basilar-membrane vibration~Ruggero and Rich, 1991!. It is
also well-established that reversible ototoxins dramatically
reduce low-level, ‘‘active’’ DPOAEs ~Whitehead et al.,
1992; Mills et al., 1993; Mills and Rubel, 1994!, which is
consistent with the notion that low-level DPOAEs arise from
the same sensitive, physiologically vulnerable CA that is re-
sponsible for the frequency-selective amplification of
basilar-membrane vibration, and the sharp tuning of
auditory-nerve fibers. To determine the ability of DPOAE
STCs to reflect changes in the cochlea’s amplification pro-
cess in a manner similar to NTCs, the present study in rab-
bits examined DPOAE STCs elicited by primary-tone levels
known to be operating in the ‘‘active,’’ physiological vulner-
able region of DPOAE generation, before and after injections
of the loop diuretics, ethacrynic acid, or furosemide. The
outcome of these manipulations revealed that DPOAE STCs
do not behave like NTCs, but do not rule out the possibility
that DPOAE STCs measure some aspect of cochlear-
frequency selectivity.

I. METHODS

A. Experimental animals

Subjects were nine young, adult pigmented rabbits
weighing between 2.5 and 4 kg, seven of which produced
reliable data following diuretic administration. Prior to any
DPOAE measurements, each animal was anesthetized~ket-
amine 50 mg/kg, xylazine 10 mg/kg! and surgically fitted
with a permanent headmount device. The DPOAE measure-
ments were carried out a few days later in a soundproofed
booth, with the rabbit secured in a standard plastic restrainer,
and its head held firmly in position by a bracket fixed to the
restrainer, and attached to the head mount. To reduce the
effects of the acoustic reflex~Whiteheadet al., 1991!, as
well as to prevent potential changes in position of the probe,
2 f 12 f 2 DPOAEs were obtained during the ototoxicity ex-
periments with the animals anesthetized as described above.
Anesthesia was also helpful for inserting an indwelling intra-
venous~IV ! catheter in the marginal ear vein for ease of
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ototoxic-drug administration, and for avoiding any pain or
discomfort that might be caused by the injection of the rela-
tively high doses of diuretic drugs. The experimental-animal
protocol was reviewed and approved locally by the Institu-
tional Animal Care and Use Committee of the University of
Miami School of Medicine.

B. DPOAE measurement procedures

The measured DPOAE responses included DP-grams,
i.e., DPOAE level as a function of frequency, with primary-
tone levels held constant, and the suppression response areas
~SRAs! described below. The DP-grams were collected at
geometric-mean~GM! frequencies@GM5( f 13 f 2)0.5#, in
0.1-octave steps, from 1.414 to 18.37 kHz, using procedures
previously described in detail elsewhere~Whiteheadet al.,
1995!. Briefly, the f 1 and f 2 primary tones were generated
by a 16-bit digital signal processing~DSP! board ~Digide-
sign, Audiomedia!, mounted in a Macintosh llci personal mi-
crocomputer, and presented over ER-2~Etymotic Research!
loudspeakers. Ear-canal sound pressure, which was measured
by an ER-10~Etymotic Research! microphone, was sampled
and synchronously averaged (n54) by the DSP board. From
a 4096-point fast Fourier transform~FFT! of the time
sample, the levels of the 2f 12 f 2 DPOAE, and the related
noise floor, were extracted.
C. Suppression-response areas „SRAs …

The SRAs were obtained for each ear at the GM fre-
quencies of 2.828 (f 152.53, f 253.16 kHz! and 4 kHz (f 1

53.59, f 254.47 kHz!. The primary tones (f 2 / f 151.25)
were either equilevel atL15L2545, 50, 55, 60, or 65 dB
SPL, or withL2 lower thanL1 by an amount that depended
on the level ofL1 , i.e., L1 /L2550/35, 55/45, and 60/55 dB
SPL, which had previously been determined from a DPOAE
growth function that maximized sensitivity to cochlear insult
~Whiteheadet al., 1995!. For each primary-tone pair, the
suppressor tone, which was digitally added to thef 1 channel,
was swept in 10 steps/octave, from 0.25 to 10 kHz, with the
suppressor being systematically increased in 5-dB steps,
from 35 to 85 dB SPL. Data were collected in a matrix of
324 frequency/level combinations, in which the amount of
suppression was calculated relative to DPOAE level in the
absence of the suppressor tone. This reference nonsuppressed
DPOAE level was based upon the mean of all control
DPOAE levels measured at the end of each frequency col-
umn in the suppression matrix. It was found that the use of
mean-control DPOAE-amplitude values reduced noise in the
SRAs, when DPOAE amplitude was reduced toward the
noise floor following diuretic administration. This procedure,
however, did not adversely affect STC parameters as judged
by inspection of the outcomes yielded by selecting the ‘‘in-
dividual’’ controls option of the analysis software. The
amount of suppression was limited so as not to exceed the
average control amplitude minus the average noise floor,
plus 2 standard deviations~s.d.’s!. This procedure prevented
spurious amounts of suppression when the suppressor re-
duced DPOAEs to values near the noise floor. The SRA data
were displayed as contour plots~Microsoft, Excel v5.0! in
which successive contours represented increasing iso-
suppression, in 3-dB steps.

D. Suppression-tuning curves „STCs…

A spreadsheet algorithm was developed to extract iso-
suppression tuning curves~STCs! from the SRA contour
plots, and to automatically calculate the tip frequency,
threshold at the tip, andQ10 dB ~i.e., STC-tip frequency/
bandwidth at 10 dB above STC-tip threshold!, for the sup-
pression criteria of 3, 6, 9, and 12 dB. In a second analysis
procedure, the data in the suppression matrix were smoothed
once, prior to the STC extraction, to remove anomalies that
could affect estimates of the STC-tip frequency, threshold, or
Q10 dB. The smoothing procedure used a common image-
analysis method in which each point in the matrix was re-
placed by the average of itself and its eight neighbors. Al-
though this procedure produced somewhat ‘‘idealized’’
suppression contours~see Figs. 3 and 4!, it surprisingly had
only minor effects on STC characteristics and, thus, ensured
that the data were relatively uncontaminated by aberrant
points that can adversely affect the STC-extraction process.
Although both procedures appeared to produce comparable
results, to avoid any bias, data are presented below for both
unsmoothed and smoothed data points.

E. Experimental protocol

Following acquisition of the control measures, rabbits
were given an IV injection of either ethacrynic acid~40 mg/
kg! or furosemide~100 mg/kg!, with four rabbits receiving
ethacrynic acid, and the remaining five rabbits being admin-
istered furosemide. There were no apparent differences noted
between the effects of the two diuretics on DPOAEs in the
present study, which is consistent with a similar lack of ob-
vious differences between the two diuretics noted previously
in several other studies in which loop diuretics were used to
reduce DPOAE level~Whiteheadet al., 1992; Mills and
Rubel, 1994!. To observe dynamic changes, as the animals
recovered from the effects of the diuretic agent, both DP-
grams and STCs, typically at four primary-tone level combi-
nations were regularly remeasured, whenever possible, at
;20-min intervals over the post-drug period that lasted for
about 80–120 min. These procedural steps resulted in a com-
plex repeated-measures experimental design in which mul-
tiple primary-tone level combinations, obtained at four time
periods during recovery, were derived from the same rabbit.
This experimental design was necessary to avoid testing un-
reasonably large numbers of rabbits in order to obtain com-
pletely independent samples at every primary-tone level
combination. To circumvent the majority of problems cre-
ated by a within-subjects’ paradigm, all relevant STC param-
eters were computed and expressed as post-drug minus pre-
drug~i.e., pre/post! differences. These difference scores were
then plotted as a function of DPOAE amplitude change, be-
cause this is likely the relevant variable that reflects alter-
ations in the active process that presumably underlies the
well-described changes observed for single auditory-nerve
fibers, as well as for basilar-membrane vibration patterns ob-
tained under similar conditions.

One potential problem with this approach was the pos-
sibility that DPOAE variability, or changing DPOAE ampli-
tude following diuretic administration, could affect STC pa-
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rameters. Because only 4–5 min were required to collect a
complete suppression-matrix, it was expected that DPOAE
amplitude would remain relatively stable throughout the col-
lection period. To be certain that this was the case, the s.d.’s
of the control DPOAE amplitudes were computed for both
the pre- and post-diuretic administration periods. As was ex-
pected based on a large laboratory database of rabbit
DPOAEs, the pre-diuretic control DPOAE levels were very
stable, with a mean s.d. of 0.60 dB~range 0.01–1.45 dB
SPL!. Post-drug control DPOAE amplitudes were only
slightly more variable and exhibited a mean s.d. of 0.69 dB
~range 0.01–2.41 dB SPL!. Overall, when post-drug s.d.’s
were plotted as a function of DPOAE-amplitude change,
they clearly became more variable as DPOAE level was re-
duced toward the noise floor. Inspection of plots of the con-
trol DPOAE amplitude over time, for cases with the largest
s.d.’s, revealed only one instance in which control levels
showed a conspicuous trend as though recovering from di-
uretic administration. To control for this changing baseline,
these particular suppression data were calculated based upon
individual control measures.

F. Statistical analyses

For comparisons between the pre- versus post-drug
DPOAE and STC parameters, nonparametric paired-sign
tests were used to test the statistical significance of any noted
changes~Siegel, 1956!. Similarly, to determine the relation-
ship between the DPOAE level and the STC parameter under
study, nonparametric Spearman-rank correlation coefficients
(r s), corrected for ties, were computed, based upon the dif-
ferences in rank ordering of the pre/post-difference pairs. To
be conservative, nonparametric statistical analyses were se-
lected, because the data did not meet all the assumptions
necessary for performing parametric statistical tests. In other
words, the data for the various suppression criteria and
primary-tone levels did not represent independent samples
from different rabbits. The various statistical tests were per-
formed using a commercially available software package
~Abacus, StatView v4.0!, with the adopted level of statistical
significance beingp,0.05.

II. RESULTS

A. Control STC characteristics

The STCs properties were highly dependent on the pa-
rameters of the eliciting primary tones. Such influences are
readily observable in the bargraphs of Fig. 1, which display
the mean values obtained from unsmoothed contour plots,
across the four suppression criteria. Figure 1~A! illustrates
the effects of primary-tone level on STC-tip thresholds. It is
clear that, as the level off 1 increased~from left to right!, the
corresponding tip threshold also increased, for both the
2.828- ~open bars! and 4-kHz~solid bars! STCs. It is also
apparent that tip thresholds were typically about 3–5 dB
lower than the corresponding level off 2 .

The bargraph plot of Fig. 1~B! shows the tendency for
the STC-tip frequency to depend upon the level off 2 . For
primaries with a GM of 2.828 kHz, the restricted range off 2

levels failed to reveal any apparent trend. However, for the

FIG. 1. Bargraphs relating mean STC-tip thresholds~A!, STC-tip frequen-
cies ~B!, and STCQ10 dB ~C!, across the four suppression criteria, at the
GMs of 2.828~open bars! and 4 kHz~solid bars!, to L15L2 and L2,L1

primary-tone levels. Plots are arranged from left to right in ascending order,
first by the level off 2 , and then by the level off 1 . Plots show the trend for
lower primary-tone levels to be associated with:~A! lower tip thresholds;
~B! a shift of tip frequency towardsf 2 , particularly for the 4-kHz STCs; and
~C! increasedQ10 dB. Error bars represent11 s.d.
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STCs evoked by the 4-kHz GM primaries, the tip frequency
was closer to the GM of 4 kHz for the higher-level primaries
~e.g., 50/50, 60/55, 60/60 dB SPL!, at the right. In contrast, it
tended to move toward, or above, thef 2 frequency of 4.47
kHz, as the overall primary-tone level decreased, a trend
which was particularly clear as the level off 2 was dramati-
cally reduced belowf 1 ~e.g., at 50/35 dB SPL!.

Finally, Fig. 1~C! illustrates the influence of the
primary-tone GM frequency andf 2 level on Q10 dB for the
2.828- and 4-kHz STCs. When both were measured at the
same primary-tone level combinations, the 2.828-kHz STCs
tended to have lowerQ10 dB values than those obtained at 4
kHz. For the GM of 4 kHz, it is clear that, overall, lowering
of primary-tone level, as well as the level off 2 , in particular,
increased the sharpness of tuning as measured byQ10 dB.
The basis of the reversal of this trend at thef 1 and f 2 com-
bination of 50/35 dB SPL is unclear. However, inspection of
the contour plots revealed that it could not be attributed to a
‘‘floor’’ effect caused by the knowledge that the suppressor
level did not extend below 35 dB SPL.

Obscured by these mean plots is the influence of sup-
pression criterion on the measured STC parameters. As
might be expected, there was an orderly progression of this
effect with the 3-dB criterion STCs having the lowest thresh-
olds, and the 12-dB criterion STCs yielding, on average, the
highest thresholds by approximately 10 dB, for all primary-
tone levels. Also, with respect to theQ10 dB, on average,
higher suppression criteria resulted in sharper tuning~i.e.,
higherQ10 dB values!, but this difference was less apparent as
the level off 2 increased. Considering the complex influences
of primary-tone level on STC features, the present study rep-
resented an attempt to sample a broad range of conditions to
determine the sensitivity of the various DPOAE-tuning prop-
erties that correspond reasonably well to those traditionally
measured for NTCs.

B. DPOAE amplitude changes

Following diuretic administration, DPOAE levels typi-
cally decreased substantially, and then gradually returned to-
ward normal levels. The amount of reduction in DPOAE

amplitude depended upon both the levels of the primary
tones, with low-level primary-tone combinations being most
affected, and with the time post-injection that measurements
were obtained. Figure 2 shows these changes in DPOAE
amplitude as a function of time post-injection for individual
rabbits. Each point represents a time at which an STC was
collected. From this figure, it is clear that STC parameters
cannot be meaningfully compared as a function of time post-
injection because each STC was collected at a slightly dif-
ferent point during the recovery process. Consequently, to
control for the fact that the amount of DPOAE change de-
pended upon primary-tone levels and time post-injection, all
changes in STCs parameters were analyzed as a function of
DPOAE-amplitude change. To the extent that STC param-
eters are sensitive to reversible cochlear dysfunction, it
would be expected that the largest DPOAE changes would
be associated with the largest changes in STC characteristics.
Similarly, significant diuretic effects on STCs would also be
expected to result in overall pre/post-changes that were sig-
nificantly different from zero, i.e., the ‘‘no change’’ condi-
tion.

The overall distribution of DPOAE amplitude changes
(n567) produced across the four post-drug measurement
periods peaked in a range from 0 to26 dB (n540, 60%!,
which presumably encompassed either the time interval
when the drug was beginning to take effect, or the recovery
period. The majority of the remaining reductions in DPOAE
levels (n522, 33%! were more or less evenly distributed
across a broad range of amplitude changes extending from
27 to 222 dB. These diminished DPOAEs likely repre-
sented the time interval when the diuretic effect was maxi-
mal. Except for a small number of DPOAE increases (n
55, 7%!, the majority of the STC measurements (n562,
93%! were performed when cochlear function was either
moderately, or severely compromised by the reversible influ-
ences of the diuretic agents.

C. Effects of DPOAE decreases on STC parameters

The plots of Fig. 3 show a representative sample of the
effects of the diuretics on DPOAE tuning at the GM fre-

FIG. 2. Changes in DPOAE amplitude as a function of
time post-injection for individual rabbits. Lines with
similar symbols reflect different primary-tone level
combinations for a particular rabbit.
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quency of 2.8 kHz, at fairly low primary-tone levels (L1

ÞL2560/55), which would be expected to be most sensitive
to cochlear insult. These examples for rabbit R14 show
DPOAE SRAs in the form of contour plots in 3-dB incre-
ments, or the STCs extracted from these plots for suppres-
sion criteria of 3–12 dB. The left half of the figure~A, C, E,
G! shows tuning responses prior to diuretic administration,
whereas the right portion~B, D, F, H! depicts data collected
following a large drug-induced reduction in DPOAE level of
17.5 dB. The top~A–D! and bottom~E–H! halves of the
figure compare the same data, before and after, one pass of
the smoothing algorithm, respectively. In this example, the
smoothing procedure was particularly helpful in extracting
reliable STC parameters at a time when the DPOAE ampli-
tude was dramatically reduced.

In the top half of Fig. 3@~A!–~D!#, it is clear that, fol-
lowing the dramatic reduction in DPOAE amplitude, the
overall amount of suppression that could be obtained was
reduced. That is, only the 3- and 6-dB criterion amounts of
suppression were calculable before the measurement sys-
tem’s noise floor was reached. However, for these remaining
amounts of suppression, clearly, there is little change in the
anticipated direction for overall shape of the SRA~A vs B!,
or in the general profile of the STCs extracted from these
data ~C vs D!. This observation is most evident in the
smoothed data shown below in panels~E!–~H!. Here, for the
smoothed 3-dB data depicted in Fig. 3~G! and~H!, the STC-
tip frequency changed from about 2.84 to 3.26 kHz, while
threshold remained essentially unchanged from 48 to 47 dB
SPL. In addition, theQ10 dB was reduced slightly from 1.89
to 1.79. In contrast, for the 6-dB suppression criterion, the
Q10 dB was actually sharpened substantially as it changed
from a pre-drug value of 1.05 to a post-drug score of 2.05.

In Fig. 4, similar pre/post-drug comparisons are made in
rabbit R19 for DPOAE tuning for primary tones with a GM
of 4 kHz (L1ÞL2555/35). Again, even with a drug-induced
DPOAE reduction of 20.5 dB, for the 3-, 6-, and 9-dB
amounts of suppression, little difference can be seen between
the pre/post-STCs~C vs D! for the unsmoothed data. For the
unsmoothed 3-dB criterion data shown in Fig. 4~C! and~D!,
Q10 dB increased from 1.76 to 2.23, which was also reflected
in the corresponding smoothed data of Fig. 4~G! and ~H!
~i.e., Q10 dB of 1.42 vs 1.88!. In this example, the un-
smoothed STC-tip frequency decreased slightly~4.6 vs 3.9
kHz!, whereas the threshold remained essentially the same
~35 vs 35 dB SPL!. Smoothing lowered the 3-dB contour
below the 35 dB SPL suppressor level and, therefore, this
STC was omitted. For the other suppression criteria, STC-tip
thresholds increased approximately 5 dB, andQ10 dB, de-
creased slightly for the unsmoothed data~C vs D!, but in-
creased somewhat for the smoothed data~G vs H!.

In order to better observe general trends in the data, all
the post-diuretic differences for STC-tip frequency, thresh-
old, andQ10 dB were diagramed as scatterplots by comparing
the difference scores with their corresponding DPOAE-
amplitude changes. These data were statistically tested for
the significance of the pre/post-changes, and correlations be-
tween the two variables were also computed. Figure 5 sum-
marizes the influence of drug-induced reductions in DPOAE

level on theQ10 dB measured for each of the four suppression
criteria. From inspection of these plots, it is clear that there
were no striking effects of DPOAE-amplitude changes on
STC Q10 dB. For the most part, it was equally likely that
Q10 dB would either increase or decrease, regardless of the
magnitude of the DPOAE-amplitude shift~i.e., the data
points were equally distributed around the dashed horizontal
line representing ‘‘0’’ change!. These impressions were sub-
stantiated in all but two instances by statistical tests that
revealed no consistent pre/post-differences~i.e., the ‘‘ns’’
noted at the bottom left of each plot!, as well as by the lack
of significant rank-order correlations (r s) with DPOAE am-
plitude ~indicated at the bottom right of each plot!. The only
consequential findings included an observed increase in
Q10 dB for the 9-dB smoothed~open circles! data (p
,0.01), and the 12-dB unsmoothed~solid circles! data
(p,0.05). Overall, there is little indication in Fig. 5 that
STC Q10 dB was systematically altered, at least, in the ex-
pected direction of a decrease in the sharpness of tuning,
even when DPOAE amplitudes were significantly reduced by
diuretic administration. If any trends existed at all,Q10 dB

seemed to become slightly sharper, contrary to what would
be anticipated from the comparable NTC literature. These
comprehensive findings agree with the more restricted ex-
amples presented above in Figs. 3 and 4, which were ob-
tained for two of the most sensitive primary-tone levels used
to elicit DPOAEs in the present study.

The data of Fig. 6 illustrate findings for STC-tip fre-
quencies that were obtained in a similar manner as the tuning
results described in Fig. 5. Here, except for the unsmoothed
~solid circles! 6-dB suppression data, a consistent and sig-
nificant pre/post-decrease in tip frequency was noted. In ad-
dition, a significant, but weak, correlation with DPOAE-
amplitude change was also uncovered for either smoothed or
unsmoothed data, for the 6- and 9-dB conditions, thus, sug-
gesting that the STC-tip frequency tended to decrease some-
what as DPOAE amplitude was reduced.

Measures of changes in STC-tip thresholds as a function
of DPOAE-amplitude change are plotted in Fig. 7. These
scatterplots revealed that, for all but the 12-dB criterion,
overall significant pre/post-increases in the tip threshold oc-
curred for one or both of the smoothing conditions. In addi-
tion, for all suppression criteria, except for the 3-dB un-
smoothed data, elevations in STC-tip thresholds were
significantly correlated with decreases in DPOAE amplitude.
Overall, the tip thresholds showed maximum threshold el-
evations of only about 10 dB, even in the presence of
DPOAE-amplitude decreases of 15–25 dB.

One interesting question that can be examined with re-
spect to these data concerns how the suppression process was
influenced by changes in the overall DPOAE amplitude fol-
lowing diuretic administration. More specifically, the sub-
stantial difference between the remaining amount of sup-
pressible DPOAE amplitude, which was much smaller
following drug administration than in the control condition,
was taken into account by applying a normalization proce-
dure. Figure 8 shows the consequences of this treatment of
the data, which expressed the amount of suppression as a
percent of the DPOAE amplitude remaining above the noise
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floor ~i.e., the signal-to-noise ratio!. For increased clarity,
these data were based upon the smoothed SRAs for R19 that
were described above in Fig. 4. The panels at the top left
@Fig. 8~A!, ~B!# show pre- and post-drug SRA contours at the
post-diuretic STC-tip frequency of 3.9 kHz, with suppression
expressed in the usual 3-dB bands, along with a plot of the
growth of suppression in dB at the right@Fig. 8~C!#. In the
bottom panels@Fig. 8~D!–~F!#, these same data are expressed

in 10% bands as a percent of the DPOAE amplitude above
the noise floor. It is clear from the post-drug data in Fig. 8~E!
that this transformation essentially eliminated the effects of
reducing DPOAE amplitude from 27 to 6.5 dB SPL, in terms
of the effectiveness of suppression. In fact, from inspection
of the data of Fig. 8~D! and ~E!, it would be difficult to
determine which SRA represents the condition when co-
chlear function was abnormal. On the far right@Fig. 8~F!#,

FIG. 3. Examples from the right ear of rabbit
#14 ~R14-R! of DPOAE tuning measured be-
fore ~left column! and following ~right col-
umn! drug injection with SRAs~A, B, E, F!
and STCs~C, D, G, H!, which were extracted
from the SRAs, for the GM frequency of
2.828 kHz. Panels~A!–~D! ~top! show un-
smoothed raw data, and panels~E!–~H! ~bot-
tom! illustrate the effects of one smoothing
pass on the data. This example clearly illus-
trates the minimal effects of a diuretic agent
on the STCs for suppression criteria of 3 and
6 dB, at the time when DPOAE amplitude
was reduced 17.5 dB from pre-drug control
levels. For SRAs, the legends show the
amount of suppression in 3-dB steps, in in-
creasing amounts of shading, for criteria of 3,
6, 9, and 12 dB, and up to 24 dB. For STCs,
the legends provide the STC-tip or center fre-
quency ~CF!, threshold ~@!, and the com-
putedQ10 dB tuning factor, as a function of the
suppression criterion, in lines of increasing
boldness that represent the various iso-
suppression contours. Arrows on the ordinates
and abscissas of each plot indicate the levels
(L1 ,L2) and frequencies (f 1 , f 2), respec-
tively, of the primary tones. The unsuppressed
level of the DPOAE is indicated at the top
right of each SRA plot.
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the pre/post-growth of suppression functions taken at the
STC-tip frequency are plotted in percent units. Post-drug
dosing, it can be seen that the same suppressor level ex-
pressed in dB@Fig. 8~C!# was much less effective in reducing
DPOAE level than it was during the pre-drug period. For
example, for a suppressor level of 50 dB SPL, prior to drug
administration, DPOAE amplitude was reduced approxi-
mately 19 dB, whereas after dosing, the same suppressor

produced only an 11-dB reduction in DPOAE level. How-
ever, when the amount of suppression was expressed in Fig.
8~F! as a percentage of the post-drug DPOAE remaining
above the noise floor, the two pre/post-growth of suppression
functions became quite similar. It should be noted that these
curves did not reach the 100% value, because it was neces-
sary for the DPOAE remaining to be 2 s.d.’s above the av-
erage noise floor to be considered a real emission.

FIG. 4. Changes in SRAs and associated
STCs for the left ear of rabbit #19~R19-L!
before~left column! and after~right column!
diuretic administration for primary tones at
the GM frequency of 4 kHz. In this example,
a decrease in DPOAE amplitude of 20.5 dB
was again accompanied by very small
changes in the measured STC parameters. The
specific details of the plots are identical to
those described for Fig. 3. Note that the 3-dB
STC is omitted for the smoothed data~G and
H!, because the 3-dB contour extended below
the 35 dB SPL suppressor level.
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III. DISCUSSION

A. Comparison of STCs to NTCs

The present study examined three characteristics of
STCs including tip threshold, best tip frequency, andQ10 dB

following reversible ototoxicity induced by two common
loop diuretics. A major finding was thatQ10 dB was not sig-
nificantly decreased as might be expected under these patho-
logical conditions, even for DPOAE-amplitude reductions of
about 20 dB. Surprisingly, the 9- and 12-dB criteria showed
small but significant increases inQ10 dB. Although the STC-
tip frequency was found to decrease slightly during the oto-
toxicity episodes, the most significant finding was that the tip
threshold showed a consistent elevation, although the maxi-
mum threshold shifts were on the order of about 10 dB.
Overall, any slight differences noted between the various
suppression criteria were not particularly remarkable.

The above results obtained for STCs can be contrasted
to those observed in previous studies of NTCs for auditory-
nerve fibers following similar cochlear insults. For example,
Evans and Klinke~1982! showed that, following furosemide
administration, cat NTCs exhibited dramatic elevations in tip
thresholds~see their Fig. 3!, which clearly would have been
associated with substantial changes inQ10 dB. Similarly,

Sewell ~1984! discovered that, following furosemide injec-
tions in cats, NTC-tip thresholds were elevated in some cases
by as much as 60 dB, with almost all the reported threshold

FIG. 5. Scatterplots showing all STCQ10 dB measurements paired with the
corresponding post-drug diuretic change in DPOAE amplitude for each of
the four suppression criteria. It is clear that, overall,Q10 dB values were
equally distributed above and below the dashed zero line representing no
drug-induced changes and, thus modifications to DPOAE tuning were
poorly correlated with alterations in DPOAE amplitude. Raw unsmoothed
data ~solid circles! as compared to smoothed data~open circles! show the
same trends. The ‘‘p’’ values at the lower left of the plots indicate the level
of statistical significance for paired-sign tests that evaluated the amount of
pre/post-changes inQ10 dB. The Spearman-rank correlation coefficients (r s)
at the bottom right of each plot provide the correlations obtained between
the Q10 dB factor and the corresponding decrement in DPOAE level. Aster-
isks in this figure, and in Figs. 6 and 7 below, indicate the degree of sig-
nificance for ther s metric (* 5p,0.05,** 5p,0.01,*** 5p,0.001!, and
‘‘ns’’ 5not significant.

FIG. 6. Scatterplots of STC-tip frequency paired with the corresponding
drug-induced changes in DPOAE level for each suppression criterion. Over-
all, there was consistent pre/post-decreases in the tip frequencies following
diuretic administration. As indicated by ther s factor values~top left!, this
decrease in the tip frequency was weakly correlated for the majority of the
suppression criteria with changes in DPOAE level. The specific details of
the plots are as described above for Fig. 5.

FIG. 7. Scatterplots of STC-tip threshold changes associated with the cor-
responding change in DPOAE level for each criterion suppression. These
plots demonstrate a consistent increase in the tip threshold associated with a
decrease in the drug-related DPOAE amplitude. The specific details of the
plots are as described above for Fig. 5.
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shifts being.10 dB. As might be expected, this elevation in
tip threshold was accompanied by qualitative decreases in
the sharpness of tuning. Although the changes inQ10 dB that
were obtained for cat NTCs following furosemide adminis-
tration were not quantitatively determined in either study, it
is clear that NTC-tip elevations of 50–60 dB would result in
substantial decreases in the sharpness of tuning as reflected
by low Q10 dB values.

Several recent studies have either made the assumption
based upon the similarity of the morphology and behavior of
STCs to NTCs~Abdala et al., 1996; Abdala and Sininger,
1996; Abdala and Luckoski, 1997!, or inferred by compari-
son of STC characteristics to NTC features~Koppl and Man-
ley, 1993; Frank and Kossl, 1995!, that STCs provide a non-
invasive means of measuring the frequency-selective
characteristics of the auditory system. To our knowledge,
there have been no direct comparisons between NTCs and
STCs recorded from the same normal animal, or from the
same preparation before and after such experimental manipu-
lations as ototoxicity or noise overexposure, both of which
are known to alter NTC measures. The present study shares
one of these shortcomings in that the rabbit STCs were not
directly compared to corresponding NTCs. However, the
STCs were collected before and after conditions shown by a
substantial body of literature to drastically influence NTC
characteristics, including tip thresholds and qualitative esti-
mates of the sharpness of tuning. On the whole, the present

findings, indicate that STCs, in contrast to NTCs, are rela-
tively insensitive to both changes in STC-tip thresholds and
frequency selectivity as measured byQ10 dB.

B. Effects of STCs parameters

One potential problem in comparing NTCs to STCs con-
cerns determining the optimal parameters under which to
obtain STCs, considering that STCs are elicited by bitonal
stimuli, whereas NTCs are based on the application of single
pure tones. For example, it is known that STCs in both ger-
bils and humans increase in sharpness as thef 2 / f 1 ratio used
to obtain these measures is decreased~Brown and Kemp,
1984!. In the Frank and Kossl~1995! bat study noted above,
the f 2 / f 1 ratios were extremely small, averaging 1.033~i.e.,
the primary tones were very near to one another in the fre-
quency domain!, which may explain the close resemblance
of the STCs to single-tone elicited NTCs. Unlike NTCs, the
tip thresholds from the pre-drug control STCs of the present
study depended upon primary-tone levels. Also, although
similar to NTCs, theQ10 dB depended upon the STC-test fre-
quency. However, it was also influenced by the lowering of
the f 2 level. These results in rabbits agree with the findings
of recent human studies showing a dependence of STC-tip
thresholds on primary-tone levels~Kummer et al., 1995!,
and Q10 dB on test frequency~Abdala et al., 1996!. Other
human studies of DPOAE tuning also demonstrated that low-

FIG. 8. Smoothed data for rabbit R19 from Fig. 4 in which the amount of suppression before~A! and after~B! diuretic administration, or the growth of
suppression in dB~C! before ~solid circles! and after~open circles! drug administration are plotted. In the panels below~D–F!, DPOAE suppression is
transformed into a percentage of the DPOAE remaining. Replotting the data in percentage units essentially eliminated the influence of the 20.5-dB decrease
in DPOAE amplitude~D vs E, and F!.
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ering the level of f 2 , i.e., L2 , significantly increased the
sharpness of tuning that can be obtained with STCs~Lecusay
et al., 1996!.

In an attempt to overcome, to some extent, the problems
associated with the effects of primary-tone parameters on
STC properties, the present study examined STCs elicited by
a variety of primary-tone level combinations, at two test fre-
quencies, using four distinct suppression criteria. However,
none of these variables appeared to dramatically increase the
STC’s sensitivity to the reversible effects of common loop
diuretics. In fact, as shown in Figs. 3 and 4, the very low-
level and sensitive primary-tone combinations of 60/55 or
50/35 dB SPL, respectively, failed to reveal significant
changes in either 3- or 6-dB STCs, even in the presence of a
drug-induced 17–20 dB decrease in DPOAE amplitude.

Recently, it has been suggested that the precipitous drop
in DPOAE level following furosemide administration corre-
sponds closely to a decrease in the gain of the CA~Mills,
1997!. This decrease in CA gain is presumably responsible
for the changes in NTCs, as well as in alterations to the
organ of Corti’s mechanical tuning ability at the level of the
basilar membrane. However, the present results suggest that
the STC indices employed in the present study, unlike simi-
lar measures for NTCs, are not particularly sensitive to dra-
matic alterations in the CA, and, are not, as has been implied
in the literature, capable of providing measures of frequency
selectivity or threshold shifts analogous to the related re-
sponses of auditory-nerve fibers.

Based upon the effects of primary-tone parameters
alone, there are several reasons to believe that STCs may not
directly assess the frequency selectivity of the CA, which is
apparently the case for NTCs. Both decreasing the primary-
tone ratio, or lowering the level ofL2 , significantly increases
the Q10 dB of STCs. It seems reasonable to view such ma-
nipulations as reducing or restricting the region of the co-
chlear partition over which DPOAEs are generated. How-
ever, it seems less rational to assume that the apparent
change in frequency selectivity (Q10 dB) produced by these
manipulations actually reflects a change in the underlying
sharply tuned basilar-membrane amplification process. Con-
sidering that STCs represent a complicated response gener-
ated by a three-tone stimulus complex, i.e., the two primary
plus the suppressor tones, the finding that they do not exactly
mimic NTCs is not too surprising.

C. Potential factors contributing to STC shape

The major finding of the present study was that, al-
though STCs exhibit the general features of neural-tuning
curves, they do not appear to directly measure cochlear-
frequency selectivity as evidenced by measures at the level
of the basilar membrane or single auditory-nerve fibers. This
interpretation is not too unexpected considering that STCs
probably represent the suppression of DPOAE-generation
processes that are elicited by the two-tone stimulus complex.
It would, in fact, be surprising if this measure equaled or
exceeded the frequency selectivity observed for single-tone
tuning. One way to view the DPOAE-suppression process is
to assume that the suppressor tone acts to drive the OHCs
into saturation in a manner similar to that assumed in models

of two-tone suppression for auditory-nerve fibers~e.g., Yates
et al., 1989; Geisleret al., 1990!. In this type of model, sup-
pression describes the region of relative importance of the
CA in generating a DPOAE. Thus the sensitive STC-tip por-
tion can be viewed as indicating the frequency locus on the
cochlear partition from which a DPOAE arises. This infor-
mation can be contrasted to the DP-gram, which may or may
not permit the site of DPOAE generation to be determined.
For example, suppression paradigms have been used suc-
cessfully to determine the region of generation along the
cochlear partition of the 2f 12 f 2 vs 2 f 22 f 1 DPOAE ~Mar-
tin et al., 1987, 1998!, whereas the DP-gram of either of
these emission types cannot provide such information.

Based upon this formulation, the shape of the STC is
similar to that of the NTC, because this contour arises pri-
marily from the properties of the stimulating tone for NTCs,
or the suppressor tone for STCs, which interferes with the
DPOAE-generation process~Harris et al., 1993!. Thus the
steep apical slope of the traveling-wave envelope of the sup-
pressor tone defines the high-frequency slope of the STC,
whereas the tail of the suppressor-tone traveling-wave enve-
lope defines the region of interference with the generation of
the DPOAE on the low-frequency side of the STC.

These notions help explain the results of Fig. 8 in which
the influence of diuretic administration was removed by ex-
pressing suppression as a percentage change of the remaining
DPOAE. At first glance, these findings seem paradoxical in
that it might have been anticipated that a DPOAE from a
compromised cochlea would be more easily suppressed and,
consequently, the DPOAE reduced to the noise floor for even
very low-level suppressors. However, if diuretic administra-
tion can be viewed as decreasing the gain of the CA~Mills,
1997!, these effects are then not limited to the primary tones,
but also affect the amplitude and the effectiveness of the
suppressor. Because the amount of suppression is approxi-
mately proportional to the relative amplitude of the suppres-
sor, at least for two-tone suppression in auditory-nerve fibers
~Yates et al., 1989; Geisleret al., 1990!, expressing the
amount of suppression as a percentage, to a large extent,
compensates for the decreased gain of the CA and, thus re-
stores the STCs to normal.

When pathological factors influence DPOAE generation,
such as during the reversible episodes of ototoxicity per-
formed here, as long as the DPOAE is generated, i.e., mea-
surable, the amount of suppression may diminish, but the
overall form of the STC will remain similar to that recorded
during the control period. However, if the region of DPOAE
generation is dramatically reduced, it could be predicted that
the STC would become sharper, as observed at times in the
present study. Exactly how diuretics, which appear to have a
relatively uniform effect, would reduce the region of
DPOAE generation is not clear. It may happen, for example,
by changing the region of effective overlap betweenf 1 and
f 2 , similar to the sharpening effects of loweringL2 on STC
tuning as observed in Fig. 1. Overall, it appears that STCs do
not provide very satisfactory measures of NTC parameters in
that their basic characteristics, in the form of the tip fre-
quency, threshold, andQ10 dB, are relatively unchanged,
even in cases of substantial DPOAE reduction. However, it
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must be cautioned that the present results are based upon the
effects of reversible ototoxic diuretics that probably affect
the entire cochlea relatively uniformly. Thus, it is possible
that following other cochlear insults, such as noise over-
stimulation, that typically produce more localized effects on
OHC function, STCs may reveal tuning abnormalities that
were not observed here.
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Temporal gap detection measured with multiple sinusoidal
markers: Effects of marker number, frequency,
and temporal positiona)
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Detection thresholds were measured for silent temporal gaps within combinations of two, three, or
four sinusoidal markers~i.e., combinations of one or two pre-gap markers with one or two post-gap
markers!. The markers were selected from the frequency range 2000–3100 Hz. Sinusoidal
frequenciesF1 andF4 were used as pre-gap markers, whileF2 andF3 served as post-gap markers.
Temporal gap detection~TGD! thresholds were measured from sets of three normal-hearing adults
who tracked 70.7% correct detection thresholds adaptively across blocks of 50 two-interval,
two-alternative, forced-choice trials. For symmetric marker conditions, where pre- and post-gap
markers were equivalent in frequency~e.g.,F15F2 or F15F2 andF35F4!, TGD thresholds were
,10 ms. However, for asymmetric marker frequency alignments across the silent gap, including
stimulus configurations where only three markers were presented on a trial~e.g., F15F2 , F2

ÞF3 , no F4!, performance was highly variable and was dramatically disrupted by the presentation
of a second post-gap marker. The multiple-marker results reveal that TGD depends greatly on the
number of markers presented, both in terms of the marker temporal position before and after the
silent gap signal and the marker frequency alignment~symmetry! across the gap. These results,
which cannot be predicted from models of the auditory periphery, may reflect perceptual
mechanisms that are important in grouping and organizing auditory images. ©1998 Acoustical
Society of America.@S0001-4966~98!04108-3#

PACS numbers: 43.66.Ba, 43.66.Lj, 43.66.Mk@JWH#

INTRODUCTION

The ability to detect temporal gaps in time-varying
acoustic signals is important for segmenting virtually all bio-
logically significant complex sounds. The standard task for
assessing auditory temporal acuity in the laboratory is one in
which a listener reports the briefest detectable silent temporal
gap between a pair of otherwise continuous, acoustically
similar sounds. Temporal acuity as measured for these con-
strained conditions is typically reported to be a few millisec-
onds~see Green, 1971; Moore, 1989; Viemeister and Plack,
1993!. Simple laboratory conditions, however, are inherently
atypical of the real-world listening experience in which lis-
teners are routinely expected and required to resolve brief
silent temporal gaps within complex multiple-component
species-specific signals such as human speech~Bullock,
1977; Harnad, 1987; Yost and Watson, 1987; Bregman,
1990!. Relatively few reports have described temporal gap
detection ~TGD! measured directly within multiple-
component stimuli~e.g., Green and Forrest, 1989; Grose and
Hall, 1988; Grose, 1991; Grose and Hall; 1996; Hallet al.,
1996!. More common are reports in which temporal gaps and
spectral properties have been manipulated parametrically to
evaluate a listener’s ability to resolve or group the compo-

nent parts of complex and tonal sequences~see Bregman,
1990!. In this study, we compare TGD thresholds measured
with one or two pre-gap sinusoidal markers presented in
various combinations and frequency relations with one or
two post-gap sinusoidal markers, which served to mark the
onset and offset of the silent gap signal. The resulting TGD
thresholds reveal a surprisingly large range of performance
across our sample of stimulus conditions, and in some cases,
sizable variation in performance across listeners for the same
condition of stimulus parameters. These findings highlight
some of the intricacies of auditory temporal processing and
provide clues about the perceptual organization of complex
sounds.

PRIMARY EXPERIMENTS

I. METHOD

A. Subjects

The subjects who participated in this study were adults
between the ages of 21 and 52 years. Each subject had au-
diometrically normal-hearing sensitivity and was paid to par-
ticipate in these experiments. Three listeners provided results
for each stimulus configuration in this report. The same lis-
teners did not participate in all experiments, but individual
performance can be compared for a given participant across
relevant conditions by noting the two-letter identification
code in the respective panels. Each subject received several

a!Some of these results were presented at the 129th meeting of the Acousti-
cal Society of America in Washington, DC@J. Acoust. Soc. Am.97,
3329~A! ~1995!#.
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hours of practice on these or related gap detection tasks be-
fore beginning formal data collection. Some of the subjects
had more experience than others and had previously partici-
pated in gap detection experiments with conventional two-
marker stimuli. None of the listeners had experience with
multiple-marker conditions prior to this study.

B. Apparatus and stimuli

The sinusoidal markers were generated with a micro-
computer and played through a 16-bit digital-to-analog con-
verter ~DAC! ~TDT, model DA1! ~61-ms sampling period!.
The DAC output was low-pass filtered~TDT, model FT5-9!
below 7500 Hz to prevent aliasing. The attenuation provided
by the filter was about 60 dB at 1.15 times the filter cutoff
frequency. Silent gaps were introduced instantaneously~i.e.,
without a rise/fall time! in the signal waveforms by placing
zeros in the buffer. The sinusoids were attenuated~TDT,
model PA4! and mixed~TDT, model SM3! with a noise
masker. The broadband masker was a temporally continuous
white noise~TDT, model WG1! that was low-pass filtered
~TDT, model FT5-9! with a cutoff frequency of 7500 Hz.
The sinusoids and noise masker were presented monaurally
to each listener’s right ear via an earphone~Telephonics,
model TDH-39!. Each listener was seated in a sound-
attenuating double-wall room during the listening periods.

The stimulus configurations paired either one (F1) or
two (F1 and F4) pre-gap markers with either one (F2) or
two (F2 andF3) post-gap markers. The frequency ofF4 was
always greater than or equal toF1 and the frequency ofF3

was always greater than or equal toF2 . The markers were
selected in various combinations from the frequencies 2000,
2040, 2100, 2200, 2980, and 3100 Hz, and presented with
the broadband masker (N0550 dB) at an average signal-
energy to noise power-density ratio of 39 dB. These markers
were chosen to span a range of frequencies extending across
three critical bands~Zwicker and Feldtkeller, 1967!, which
enabled us to evaluate within- and across-channel effects on
TGD ~see Formbyet al., 1996; Phillipset al., 1997!. The
overall duration of each marker was varied randomly and
independently over a range from 100 to 900 ms in each of
the two observation intervals of a trial. The onset phases of
the post-gap markers were randomly varied between 0° and
360° in both the signal and standard intervals. The purpose
of presenting the masker and randomizing overall marker
duration and onset phase was to minimize the consistent use
of alternative cues that otherwise might confound TGD.
These alternative cues have been discussed elsewhere
~Formby and Forrest, 1991; Formbyet al., 1996!. Whenever
two pre-gap markers or two post-gap markers were presented
in combination, the respective marker pairs were gated on
and off simultaneously. The standard and signal markers
were ramped with 10-ms raised cosine rise/fall times at the
onset and offset of each observation interval.

C. Procedure

The general task and procedures used in this study are
similar to those described by Formbyet al. ~1996! to mea-
sure TGD within a pair of tonal markers. The stimuli were

presented in blocks of two-interval, two-alternative, forced-
choice~2I, 2AFC! trials. Across each block of 50 trials, both
the signal and the standard used the same combination of
marker components for a given condition. The signal and
standard were comparable in all respects except that the sig-
nal had the silent temporal gap inserted between the pre- and
post-gap markers, whereas the standard was presented with-
out a gap but with a random phase transition. The listener’s
task on each trial was to indicate by computer keyboard
which observation interval contained the gap signal. Each
observation interval was cued visually on the subject’s com-
puter monitor and the listener received visual feedback of the
correct observation interval after a response on each trial. He
or she tracked the duration of the silent gap adaptively ac-
cording to a one up/two down rule to obtain a 70.7% correct
detection threshold for the block of 50 trials. The tracking
procedure used logarithmic steps. The first three reversals
were implemented with the equivalent of a 3-dB step size in
duration, which was followed by the equivalent of a 1-dB
step in duration for subsequent reversals. The TGD threshold
for a given block of trials was based on the geometric mean
of the last even number of reversals for the small adaptive
steps, and typically three estimates of threshold from three
consistent blocks were averaged for each subject for each
TGD condition.

The TGD thresholds were measured in stimulus configu-
rations that paired one or two pre-gap sinusoidal markers
with one or two post-gap sinusoidal markers. The markers
were combined and presented in various pre- and post-gap
temporal positions and frequency relations to mark the onset
and offset of the silent gap signal. For a given stimulus con-
figuration, the frequency parameters for one or more of the
markers were constant across all blocks of trials. These
‘‘fixed’’ frequencies were either 2000, 3100 Hz, or the com-
bination of these two frequencies. Within each stimulus con-
figuration, ‘‘variable’’ pre-gap and/or post-gap marker com-
ponents were selected for presentation from one of the six
frequencies between 2000 and 3100 Hz. The variable marker
~or markers! was~were! always the same constant frequency
value across all 50 trials of a block. TGD thresholds were
measured separately for each of the six conditions of ‘‘vari-
able’’ marker frequency. Thus ‘‘fixed’’-frequency marker
components remained constant values across all conditions
within a given stimulus configuration, whereas ‘‘variable’’-
frequency marker components were invariant in frequency
within a given block of 50 trials but were changed from
block to block within the stimulus configuration. To help
clarify which components were ‘‘fixed’’- and which ones
were ‘‘variable’’-frequency markers, an idealized acoustic
schema~displayed in the form of a spectrogram! for each
stimulus configuration will be shown along with the corre-
sponding TGD thresholds in subsequent presentation of the
results.

II. RESULTS AND DISCUSSION

A. Statistical analysis

The data were analyzed by marker configuration, e.g.,
two-marker, three-marker, and four-marker, using separate
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mixed effects linear models for each configuration. Each
model included a random effect for subject and additional
random effects for each variable marker subject/frequency/
stimulus configuration combination. These additional ran-
dom effects were needed in order to fit the data well. The
models were fit using restricted maximum-likelihood estima-
tion performed by SAS proc Mixed~SAS Institution, Inc.,
1989!. In the context of these linear models,p values were
computed to determine the degree to which the TGD thresh-
olds were significantly different between each pair of vari-
able marker frequencies for each stimulus configuration. The
nominalp values for these tests are reported in Table I. The
variable marker frequencies for each stimulus configuration
in Table I are indicated beneath the respective stimulus con-
figuration A–L in the first column. The respective pairings of
the variable marker frequencies for each stimulus configura-
tion are shown across the top of the table. To take into ac-
count the fact that multiple comparisons were performed, a
given comparison can be considered statistically significant
if the p value is 0.05/15~15 comparisons per condition! us-
ing the Bonferoni method (a50.003).

In the two-marker analysis, there is a significant main
effect for variable marker frequency (F519.62; df55,27;
p50.0001!, but not for marker configuration (F50.66; df
51,27; p50.4237!. This indicates that variable marker fre-
quency affected TGD thresholds in approximately the same
manner between configurations A and B. By contrast, there
is a significant interaction effect between variable marker
frequency and marker configuration for the three-marker
configurations (F59.23; df524,45; p50.0001! and four-
marker configurations (F55.01; df536,69; p50.0001).
This result suggests that the effect of variable marker fre-
quency on TGD threshold differed depending upon the
marker stimulus configuration condition. Again, the nominal
p values for these pairwise comparisons as a function of
variable marker frequency are reported in Table I. The dif-
ferences are evident in the corresponding figures and will be
discussed in detail in the following sections.

B. Two-marker configurations

In previous studies~Formby and Forrest, 1991; Formby
et al., 1996; Forrest and Formby, 1996; Heinzet al., 1996!,
we evaluated in detail and now understand well most of the
factors that influence the measurement of TGD thresholds
for simple two-marker stimulus conditions. The TGD thresh-
olds measured for the pair of two-marker stimulus configu-
rations ~A and B! shown in Fig. 1 are typical of our past
results. These data serve as reference conditions with which
to compare subsequent results measured in three- and four-
marker stimulus configurations.

Shown by the filled symbols in the lower four panels of
Fig. 1 are TGD thresholds that were measured for stimulus
configuration A~for which the idealized acoustic schema is
presented in the top left panel!. The continuous line at 2000
Hz in the idealized acoustic schema represents the frequency
of post-gap markerF2 , which was always fixed. TGD
thresholds were measured as a function of the frequency of
the pre-gap markerF1 . The value ofF1 was selected for a
block of trials from one of the six variable frequencies shown

by dashed lines. Within a block of trials, only one of these
values ofF1 was presented as a pre-gap marker in combina-
tion with F2 at 2000 Hz. The resulting individual TGD
thresholds~and standard deviation bars! for each of three
listeners are presented in separate panels, along with the
group results which are shown in the lower right data panel.
The TGD thresholds are displayed in milliseconds as a func-
tion of each of the six variable-frequencyF1 markers. For
these results and all results presented in this report, each
listener contributed three consistent estimates to each TGD
threshold value.

The TGD thresholds for stimulus configuration A were
typically less than 10 ms when the frequencies of the pre-
and post-gap markers were similar. As a group, TGD thresh-
olds increased dramatically as the marker frequency separa-
tion approached 1000 Hz. Performance across listeners var-
ied widely for large marker frequency separations and, in
some instances, TGD threshold differences were as much as
70 ms ~compare results for listeners DD and EK!. TGD
thresholds tended to become asymptotic for marker fre-
quency separations of about half an octave or more.

Essentially the same pattern of TGD thresholds was
measured for another set of stimulus conditions that reflect
the mirror-image of stimulus configuration A. This is stimu-
lus configuration B, for which the acoustic schema is shown
in Fig. 1 in the top right panel. The corresponding TGD
results are denoted by the unfilled symbols in the lower four
data panels. In stimulus configuration B, TGD thresholds
were measured as a function of the frequency of post-gap
marker F2 , with pre-gap markerF1 fixed in frequency at
2000 Hz for all measurements. It is this stimulus configura-
tion ~B! that we have implemented in most of our previous
attempts to measure TGD for silent gaps in pairs of sinu-
soidal markers~e.g., Formby and Forrest, 1991; Formby
et al., 1996!. TGD thresholds have previously been mea-
sured and reported for conditions similar to stimulus con-
figuration A ~Collyer, 1974; Neffet al., 1982; Grose and
Hall, 1996!. The similarity of these two sets of results indi-
cates that for TGD threshold measurements with simple two-
marker stimuli, it matters little whether the frequency of the
pre-gap marker is varied relative to the fixed post-gap marker
or the frequency of the post-gap marker is varied relative to
the fixed frequency of the pre-gap marker. Accordingly, both
the individual and group results shown in Fig. 1 corroborate
our past findings for simple two-marker stimulus configura-
tions. The general patterns reflect~1! increasing TGD thresh-
olds as a function of increasing marker frequency separation,
~2! asymptotic TGD thresholds at large marker frequency
separations, and~3! increased absolute variability in indi-
vidual performance across listeners for large marker fre-
quency separations~see Formby and Forrest, 1991; Formby
et al., 1996!. Other reports~e.g., Formbyet al., 1993; Grose
and Hall, 1996; Phillipset al., 1997! have described some of
these same trends for TGD thresholds measured in simple
pairs of narrow-band noise markers that differed in center
frequency.

In the next set of measurements, we measured TGD
thresholds with a third~fixed-frequency! marker added in
combination with each pair of pre- and post-gap markers
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used in stimulus configurations A and B. This variation on
the seemingly routine two-marker experiment yielded some
surprising results.

C. Three-marker configurations

In this series of experiments, we measured TGD thresh-
olds for four different stimulus configurations~C, D, E, and
F! that used three markers in various pre- and post-gap tem-
poral positions and fixed- and variable-frequency combina-
tions. The idealized acoustic schema and corresponding
TGD results for each of these stimulus configurations are
shown in Fig. 2.

In stimulus configuration C, the frequencies of pre-gap
markerF1 and post-gap markerF3 were fixed at 2000 and
3100 Hz, respectively. TGD thresholds were measured sepa-
rately for each of the six variable post-gap marker frequen-
cies F2 ~presented progressively in sequence from 2000 to
3100 Hz! in combination with the fixed-frequency markers.
Prior to this experiment, we anticipated that becauseF3 was
appreciably remote in frequency fromF1 ~i.e., outside the
critical band that passedF152000 Hz!, the listeners would
ignoreF3 and the results would resemble those for the two-
marker stimuli shown in Fig. 1. Such was not the case,
however, as TGD thresholds for all three listeners were
uniformly elevated across all values of post-gap marker
F2 . Most surprising is that, even for the condition where
F15F2 , the group TGD threshold in Fig. 2 was about 50
ms. This value was approximately the minimum value across

the function. The largest TGD thresholds for the three listen-
ers were obtained for the condition of maximum frequency
separation between markersF1 andF2 . The average thresh-
old for this condition for the group of three listeners ex-
ceeded 80 ms, but was of similar magnitude to TGD thresh-
olds shown in Fig. 1 for comparable frequency separations
between markersF1 and F2 in the simple two-marker con-
figurations.

We measured TGD thresholds for a second arrangement
of the three markers that were combined as shown in the
idealized acoustic schema for stimulus configuration D in
Fig. 2. The frequencies of the pre- and post-gap markersF1

and F2 were fixed at 2000 Hz and TGD thresholds were
measured as a function of post-gap marker frequencyF3 in
declining sequence from 3100 to 2000 Hz. The resulting
TGD thresholds revealed patterns of individual and group
performance that were similar to those presented for stimulus
configuration C. With one main exception, the TGD thresh-
olds for stimulus configuration D were uniformly elevated by
30–50 ms across the range ofF3 frequencies. TGD thresh-
olds for the marker conditionF3 presented at 2000 Hz were
routinely less than 10 ms. For the latter condition, markers
F1 , F2 , and F3 were all presented at 2000 Hz and this
condition was effectively a control condition~equivalent to
F15F2!.

In stimulus configurations C and D, we always presented
the third marker,F3 , in the post-gap position along with
markersF1 andF2 . In the next pair of three-marker configu-

FIG. 1. Idealized acoustic schema for the two-marker stimulus configurations A and B are shown in the top left and right panels, respectively. In stimulus
configuration A, TGD thresholds were measured for each variable-frequency pre-gap marker~graded dashed lines! paired separately with the fixed-frequency
post-gap marker~solid line!. The temporal positions~pre- and post-gap! of the fixed- and variable-frequency markers were simply reversed in stimulus
configuration B. The individual and group mean TGD thresholds~and 61 standard deviation bars! are shown in the lower four data panels for stimulus
configurations A~filled circles! and B ~open circles! as a function of the frequency of the variable markerF1 andF2 , respectively.
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FIG. 2. An idealized acoustic schema for each three-marker stimulus configuration~C, D, E, and F! is shown in the left column. Fixed-frequency markers
across all blocks of a given condition are indicated by solid lines at either 2000 and/or 3100 Hz and variable-frequency markers are shown by graded dashed
lines. Fixed- and variable-frequency pre- and post-gap marker components are partially coded together whenever the frequencies were in common and
presented simultaneously. The individual and group mean TGD thresholds are shown in the data panels in the right column alongside the corresponding
configuration. The thresholds are shown as a function of the frequency of the variable pre- or post-gap marker identified for each data set. Error bars are61
standard deviation.
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rations~E and F!, we replaced post-gap markerF3 with pre-
gap markerF4 . The resulting TGD thresholds are shown in
Fig. 2 for stimulus configuration E, in which the frequencies
of pre-gap markerF4 and post-gap markerF2 were fixed at
3100 and 2000 Hz, respectively. TGD thresholds were mea-
sured as a function of the frequency of pre-gap markerF1 ,
which was presented in progressive sequence from 2000 to
3100 Hz. On average, TGD thresholds increased systemati-
cally as the frequency ofF1 was increased. The resulting
values ranged from 10–20 ms forF1 frequencies presented
around 2000 Hz to about 120 ms forF1 presented at 3100
Hz. Pairwise comparisons reveal statistical significance~see
Table I!. TGD thresholds for variable frequency markerF1

52000, 2040, 2100, and 2200 Hz were significantly lower
than those forF152980 and 3100 Hz.

The general trend of the TGD thresholds in Fig. 2 for
stimulus configuration E is reminiscent of that measured in
Fig. 1 for the two-marker conditions shown in stimulus con-
figuration A. In fact, the two sets of results for listeners DD
and EK, who contributed threshold values for both stimulus
configurations A and E, are very similar in trend. This simi-
larity is not too surprising because in stimulus configuration
E we repeated the same basic stimulus paradigm that we
used for stimulus configuration A. That is, in both stimulus
configurations the frequency of pre-gap markerF1 was var-
ied with respect to post-gap markerF2 , which was fixed at
2000 Hz for all blocks of trials. The only difference in the
two sets of experiments was that pre-gap markerF4 was
included as an additional fixed frequency component at 3100
Hz in stimulus configuration E. Because the results are so
similar for stimulus configurations A and E, we may reason-
ably conclude thatF4 had little or no influence on our listen-
ers’ TGD performances in stimulus configuration E.

The role of pre-gap markerF4 was also found to be
insignificant in affecting TGD thresholds measured in stimu-
lus configuration F. Stimulus configuration F and the corre-
sponding results are shown in Fig. 2. In this set of experi-
ments, we measured TGD thresholds as a function of the
frequency of pre-gap markerF4 ~presented in declining se-
quence from 3100 to 2000 Hz! while holding the frequencies
of pre- and post-gap markersF1 andF2 constant at 2000 Hz.
On average, the resulting TGD thresholds were about 10 ms,
and performance was statistically invariant with changes in
F4 frequency. The pattern of results suggests that our listen-
ers largely ignored the presence ofF4 . This is not surprising
unless one considers the findings for stimulus configuration
F in relation to the results for the mirror-image stimulus
configuration D. For configuration D, the presentation of the
variable frequency post-gap markerF3 over the frequency
range from 2000 to 3100 Hz dramatically elevated TGD
thresholds measured between pre- and post-gap marker fre-
quencies fixed at 2000 Hz. In contrast, the presentation of
pre-gap markerF4 in stimulus configuration F, over the same
range of variable frequencies and in exactly the same fixed-
frequency marker context, had no effect on TGD. Thus for
the same three-marker set of variable and fixed marker fre-
quencies, simply interchanging the temporal position of one
marker before and after the silent gap significantly altered
TGD performance. In the next set of experiments, we in-

creased the complexity of the stimulus configuration by add-
ing a fourth marker to the mix.

D. Four-marker configurations

In this series of experiments, we evaluated six different
stimulus configurations~G, H, I, J, K, and L! that variously
combined a pair of pre-gap markers with a pair of post-gap
markers. The idealized acoustic schema and corresponding
results for each marker stimulus configuration are shown in
Fig. 3.

Two of the stimulus configurations, which are identified
in panels G and H of Fig. 3, yielded virtually identical sets of
TGD thresholds. The corresponding results are shown along-
side the respective stimulus configuration. For stimulus con-
figuration G, F1 and F2 were variable-frequency markers
presented in progressive sequence from 2000 to 3100 Hz.
The variable-marker frequencies were jointly varied to-
gether, and these were always the same value within a given
block of trials. The markersF4 and F3 were both fixed at
3100 Hz. Stimulus configuration H simply reversed the roles
of the marker pairs such that markersF1 andF2 were both
fixed at 2000 Hz and markersF4 andF3 were the variable-
frequency components, presented in declining sequence from
3100 to 2000 Hz in tandem. The individual and group TGD
thresholds were routinely less than 10 ms across the range of
variable-frequency markers between 2000 and 3100 Hz. The
results for stimulus configurations G and H are remarkable
when compared with the TGD thresholds shown in Fig. 2 for
the three-marker configurations. The resulting TGD thresh-
olds in Fig. 3 reflect sizable improvements in detection after
adding a fourth marker to the mix to create a symmetric
frequency alignment of the pre- and post-gap markers across
the silent gap. For example, the TGD thresholds measured
for configuration H are 15–40 ms lower~better! than the
corresponding values shown earlier in Fig. 2 for configura-
tion D. The two marker configurations are otherwise identi-
cal except for the added pre-gap marker in configuration H.

One way to explain the appreciable improvement in
TGD performance in stimulus configurations G and H is to
suppose that the listeners took advantage of synchronous gap
information that was available from another pair of symmet-
ric markers in a second independent channel. This additional
information was unavailable to the listeners in the three-
marker stimulus configurations C and D. Several studies
have reported that TGD may improve dramatically when the
gap information is carried by more than one pair of markers
~Green and Forrest, 1989; Grose, 1991; Hallet al., 1996!.
This explanation alone, however, appears inadequate to ac-
count for the sizable differences in TGD performance mea-
sured in our respective three- and four-marker stimulus con-
figurations. Consider again stimulus configurations G and H,
shown in Fig. 3, which were characterized by marker fre-
quency symmetry between corresponding pairs of pre- and
post-gap markers across the silent temporal gap. For the six
variable-frequency marker conditions in each configuration,
group TGD thresholds were routinely near the small control
values forF15F2 measured in configurations A~6.17 ms!
and B ~7.96 ms!. Indeed, pooled values averaged across the
group mean thresholds for the six variable-frequency marker
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conditions in configurations G~5.01 ms! and H ~6.06 ms!
were only slightly better than the simple control thresholds.
These results do not indicate an appreciable improvement in
TGD performance for the gap information carried simulta-
neously by pairs of symmetric markers at two independent
frequencies relative to performance measured for one pair of
symmetric markers presented at a single common frequency.
The slight advantage for our symmetric multiple-marker con-
ditions is consistent, however, with studies that measured
TGD thresholds for synchronous gaps in multiple~>5! sym-
metric pairs of sinusoids~Green and Forrest, 1989! and in
multiple symmetric bands of noise~Grose, 1991; Hallet al.,
1996!. These studies found consistently better performance
for multiple symmetric pairs of markers than for gap detec-
tion measured in a single pair of symmetric markers. Our
results also are consistent with the finding that TGD perfor-

mance is essentially independent of the frequency separation
between pairs of symmetric markers that carry synchronous
gaps~Hall et al., 1996!. Thus the addition of the third asym-
metric post-gap marker in stimulus configurations C and D
appears to be much more detrimental to TGD performance
than is the advantage gained by increasing gap information
from an additional pair of symmetric markers in configura-
tions G and H.

A pair of stimulus configurations~I and J! are also
shown in Fig. 3 for which the frequency symmetry across the
silent temporal gap was altered between one of the pairs of
pre- and post-gap markers. In both configurations, the fre-
quency symmetry was maintained for a second pair of pre-
and post-gap markers. TGD thresholds in configuration I
were measured as a function of the variable-frequency pre-
gap markerF1 presented progressively in sequence from

FIG. 3. An idealized acoustic schema for each four-marker stimulus configuration~G, H, I, J, K, and L! is shown in the left column. Fixed-~solid lines! and
variable-~graded dashed lines! frequency markers are indicated for each configuration. The individual and group mean TGD thresholds are shown in the data
panels in the right column alongside the corresponding configuration. The thresholds are presented as a function of the frequency of the variable pre- and/or
post-gap markers identified for each data set. Error bars are61 standard deviation.
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2000 to 3100 Hz. A post-gap markerF2 was fixed at 2000
Hz, and pre-gap markerF4 and post-gap markerF3 were
fixed at 3100 Hz. The marker arrangement and presentation
sequence for configuration J were the same as those for con-
figuration I except that pre-gap markerF1 was fixed at 2000
Hz and post-gap markerF2 was the variable-frequency pa-
rameter. The trend of the results was very similar for these
two stimulus configurations. The corresponding TGD results
are shown in Fig. 3 alongside the respective configuration as
a function of the variable-frequency marker (F1 in configu-
ration I andF2 in configuration J!. For both configurations I
and J, threshold values were usually at or below 10 ms across
the set of variable-frequency marker conditions for all listen-
ers. The chief exception is for the 2980-HzF2 marker in
stimulus configuration J, for which paired comparisons on
the group data confirmed statistical differences. The TGD
thresholds were elevated by differing amounts depending
upon the listener in configurations I and J. For example, for

configuration J, the average TGD threshold for listener EK
was only slightly elevated above control values to about 18
ms, whereas the TGD threshold for listener JL exceeded 40
ms. The corresponding threshold for listener DD was about
70 ms. The fact that these TGD thresholds were elevated for
any condition of theF2 marker in configuration J~and F1

marker in configuration I! is noteworthy because the fre-
quencies of theF4 andF3 markers were always constant at
3100 Hz, and yet the temporal information provided by these
markers was not used optimally. If the listeners had used this
information optimally, then we would have anticipated con-
trol threshold values below 10 ms acrossF1 frequency in
configuration I and acrossF2 frequency in configuration J.

In another pair of four-marker stimulus configurations,
which are identified as K and L in Fig. 3, we reversed the
roles of the fixed- and variable-frequency markers previously
presented in stimulus configurations I and J. MarkersF1 and
F2 were fixed at 2000 Hz in both configurations K and L,

FIG. 3. ~Continued.!
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whereas pre-gap markerF4 in configuration K and post-gap
marker F3 in configuration L were fixed-frequency values
that were set at 3100 Hz. The variable-frequency markers
were F3 and F4 in configurations K and L, respectively.
TGD thresholds were measured as a function of the variable-
frequency marker in declining order from 3100 to 2000 Hz
in each configuration.

The individual and group results in the four data panels
for stimulus configurations K and L are shown alongside the
respective configurations. Despite some statistical fluctua-
tions in group TGD performance across the range of the
variable marker frequencies for stimulus configuration L~see
Table I!, the overall patterns of results for stimulus configu-
rations K and L were similar on average. The highest TGD
thresholds for the group mean data in both configurations
were measured for eitherF3 or F4 nearF15F252000 Hz.
This trend reverses the patterns measured for stimulus con-
figurations I and J, which yielded the highest thresholds for
the variable frequenciesF1 or F2 presented nearF35F4

53100 Hz. This pattern reversal may reflect the reversed
order in which the variable-frequency markers were pre-
sented in stimulus configurations I and J versus K and L. For
configurations I and J, the variable marker frequencies were
presented progressively from 2000 to 3100 Hz, whereas the
declining sequence was presented for the variable-frequency
markers in configurations K and L. Alternatively, a plausible
and perhaps more satisfying explanation may be offered for
the opposing trends in TGD performance for stimulus con-
figurations I and J versus K and L. This explanation assumes
that beating between marker components, which are close in
frequency, creates the perception of roughness and this beat-
ing percept somehow obscures the salience of the gap. This
explanation would account well for the deterioration in per-
formance in configurations I and J for variable-frequency
markersF1 andF2 near fixed-frequency markersF4 andF3

at 3100 Hz and, conversely, for the decline in performance in
configurations K and L for variable-frequency markersF3

and F4 , respectively, presented at frequencies proximal to
fixed-frequency markersF1 and F2 at 2000 Hz. It is note-
worthy, however, that our listeners never reported nor de-
scribed any beating percept for these conditions.

Whatever the explanation ultimately may be for these
opposing trends, it is probably not a simple one because the
individual results for each listener are idiosyncratic, with lis-
tener DD yielding qualitatively similar TGD functions for
both stimulus configurations K and L. His results were char-
acterized by elevated TGD thresholds forF3 and F4 pre-
sented at 2040 Hz. The respective thresholds were about 50
and 70 ms. Otherwise, his performance was relatively uni-
form across the range of variable marker frequencies, and
thresholds were usually less than 20 ms. Among the three
listeners, EK yielded the lowest thresholds and the most uni-
form performance across the set of variable marker frequen-
cies. EK’s thresholds were typically less than 20 ms, except
in configuration L for the condition ofF4 presented at 2000
Hz, for which the TGD threshold was about 25 ms. The
results for listener JL did not follow the same trends for
stimulus configurations K and L. TGD thresholds in configu-
ration K were near control values for the extreme ends of the

F3 variable frequency range, but exceeded 20–40 ms forF3

presented at 2100, 2200, and 2980 Hz. JL’s results for con-
figuration L were about 5 ms forF4 presented at 2980 and
3100 Hz, but the TGD thresholds were between about 25 and
50 ms forF4 marker frequencies<2200 Hz.

It is remarkable that TGD thresholds were elevated for
any of the variable-frequency marker conditions presented in
stimulus configurations I, J, K, and L because one pair of
pre- and post-gap marker frequencies was always fixed at
either 2000 or 3100 Hz. Thus the pre- and post-gap marker
alignment across the silent temporal gap was always sym-
metric in frequency for one pair of markers on every trial.A
priori , we expected this information alone would be ad-
equate for the listeners to achieve small control TGD thresh-
old values. This expectation was not met.

SECONDARY EXPERIMENT

I. MOTIVATION AND RATIONALE

There were a number of surprising findings in our pri-
mary experiments. Among the most surprising finding was
the detrimental influence on TGD of adding a second,
remote-frequency, post-gap marker in the three-marker
stimulus configurations. For example, consider again con-
figuration C shown in Fig. 2. This was the stimulus configu-
ration in which the frequencies of pre-gap markerF1 and
post-gap markerF3 were fixed at 2000 and 3100 Hz, respec-
tively, and TGD thresholds were measured as a function of
F2 , the variable-frequency post-gap marker. We found for
all values ofF2 , includingF2 presented at 2000 Hz, that the
group average TGD thresholds exceeded 50 ms. This latter
marker condition was more than 1000 Hz belowF3 and was
the same frequency as markerF1 . Thus the disruptive effect
of F3 on TGD was robust over a broad range of frequencies.
The deleterious influence ofF3 ~a second, fixed-frequency
post-gap marker! is indeed a remarkable finding from the
standpoint of auditory filter theory. Consider that TGD
thresholds from Fig. 1, when transformed in terms of a fre-
quency domain~roex filter! representation of the results, re-
vealF353100 Hz to be well outside of the nominal auditory
filter bandwidth expected for a listener attending to the silent
gap between markersF1 andF2 at 2000 Hz. Roex functions
fitted to these two sets of TGD thresholds~for configurations
A and B!, using transformation methods described by
Formby and Forrest~1991!, are shown in Fig. 4 for the upper
side of the auditory filter. As expected, the fitted roex func-
tions shown in Fig. 4 are very similar for the two sets of
TGD thresholds irrespective of whether the pre-gap marker
~unfilled circles! or post-gap marker~filled circles! was fixed
at 2000 Hz~or was variable in frequency!. We have shown
that the patterns of these roex functions mirror some of the
attenuation properties of the peripheral auditory filter
~Formbyet al., 1996!. Specifically, TGD thresholds are typi-
cally less than 10 ms when the frequencies of the pre- and
post-gap markers are similar and fall within the 3-dB pass-
band of an auditory filter containing both markers. TGD
thresholds tend to increase systematically as the frequency
separation between the pair of markers is increased further,
and to a first approximation, the attenuation pattern of the
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normalized TGD thresholds mirrors a compressed form of
the auditory filter shape for marker frequency separations
within about half an octave. The TGD thresholds tend to
become asymptotic for greater marker frequency separations.
This latter result is reflected in Fig. 4 by the flat skirts of the
fitted roex functions.

On the basis of the roex functions shown in Fig. 4 and,
more generally, our understanding of classical auditory filter
and critical band theory, we had no reason to expect any
effect of markerF3 on TGD when markersF1 andF2 were
both presented at 2000 Hz in configuration C. The antici-
pated absence of an effect for markerF3 on TGD was also
confirmed in simulation experiments. Heinzet al. ~1996! re-
cently demonstrated that TGD can be simulated qualitatively
well, for configurations similar to A and B~shown in Fig. 1!,
with a multichannel model of the auditory periphery. We
would expect this same model to be insensitive to remote
frequency effects of post-gap markerF3 on TGD measured
between markersF1 and F2 presented at 2000 Hz. Heinz
~1997, unpublished findings! has confirmed this prediction
for the model. He reports that small TGD thresholds~less
than 10 ms! are simulated by the model for simpleF15F2

marker conditions presented with or without the remote-
frequencyF3 marker.

In light of the unexpected influence of markerF3 on
TGD in our configuration C, we performed an additional
experiment to try to understand better the influence of the
remote-frequencyF3 marker on TGD. In this new experi-
ment, we investigated two issues:~1! the time course or tem-
poral pesistence of markerF3 in disrupting TGD, and~2! the
extent to which the disruptive influence of markerF3 was
dependent on synchronous presentation with post-gap
markerF2 ~i.e., whether the disruptive effect on TGD per-
formance was dependent on the temporal onset/offset of
post-gap markerF3 being coincident with post-gap marker
F2!.

II. METHOD

The dependent variable in this new experiment was the
TGD threshold, which three adult listeners estimated by
tracking adaptively the onset delay of markerF2 relative to
the temporal offset of markerF1 in blocks of 50 2I, 2AFC

trials. The three listeners in this experiment were the same
ones who contributed the TGD threshold estimates for our
original stimulus configuration C in Fig. 2. In this new ex-
periment, theF1 and F2 markers were both fixed in fre-
quency and presented at 2000 Hz across each block of trials.
The independent variable was the fixed delay of the temporal
onset of post-gap markerF3 relative to the temporal offset of
pre-gap markerF1 . The frequency of theF3 marker was
fixed for all conditions at 3100 Hz. TheF3 delay values
included 20, 40, 60, 80, 100, and 200 ms. These markers and
delay values are shown in Fig. 5 in an idealized acoustic
schema~stimulus configuration M! for the gap signal condi-
tion. The temporal offset ofF3 was independent of the tem-
poral offset of post-gap markerF2 . Thus the listeners
tracked the onset delay ofF2 adaptively with respect toF1

offset to estimate the TGD threshold for eachF3 onset delay
value, which we fixed across each block of trials. This ex-
periment contrasts with our earlier experiment using stimulus
configuration C in that those TGD thresholds were measured
with simultaneous delays of the temporal onsets of post-gap
markersF2 and F3 with respect to the offset of pre-gap
markerF1 . The two post-gap markers in the original experi-
ments also had coincident offsets. Thus in the earlier mea-
surements, the onsets and offsets were changed simulta-
neously forF2 and F3 as the TGD threshold was tracked
adaptively across trials. In the new experiment, the gating on
and off of post-gap markersF2 andF3 were independent in
each interval of a trial and their overall durations were also
independent. The adaptive protocol, general methods, and
stimuli used in the new experiment were otherwise similar,
including random variation of all marker durations between
100 and 900 ms.

III. RESULTS AND DISCUSSION

The individual and group TGD thresholds~and standard
deviations! for the three listeners are shown by filled circles
in Fig. 5 as a function of the temporal onset delay of post-
gap markerF3 ~relative to the offset of pre-gap markerF1!.
The TGD thresholds for each of the three listeners from Fig.
2 for stimulus configuration C, for markersF1 and F2 pre-
sented at 2000 Hz in combination withF3 presented at 3100
Hz, are shown again by the unfilled circles.

The performance trends were similar for listeners DD
and JL. Their TGD thresholds were at maximum values
~50–70 ms! for F3 onset delays in the range of 20–40 ms.
Threshold values for anF3 onset delay of 60 ms were only
slightly better~about 40 ms!. TGD thresholds for both listen-
ers were very close to control values~typically at or below
10 ms! for F3 onset delays>80 ms. The results for listener
EK were never asymptotic and were characterized by a sys-
tematic improvement in TGD as a function of increasingF3

onset delay. His TGD thresholds varied from about 50 to 21
ms over the range ofF3 onset delays between 20 and 200
ms. Thus for listener EK, the effect of the remote post-gap
markerF3 on TGD persisted for onset delays throughout the
200-ms delay range. In contrast, the presentation of the same
F3 marker had no influence on TGD for listeners DD and JL
for F3 onset delays>80 ms.

FIG. 4. Roex filter functions fitted to the two sets of normalized TGD
thresholds from Fig. 1. Functions represented by filled and open circles
correspond to fitted conditions for the normalized thresholds from stimulus
configurations A and B, respectively.
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The original TGD threshold value shown by the unfilled
circle for each listener is generally consistent with the new
TGD threshold results over the range ofF3 onset delays,80
ms. These original thresholds for configuration C from Fig. 2
for listeners DD, JL, and EK were 71, 46, and 39 ms, respec-
tively. These values, which also are the corresponding aver-
age values ofF3 onset delay measured at TGD threshold,
agree well with the 30–70-ms threshold range measured for
the same listeners in this experiment forF3 onset delays,80
ms.

We may conclude from the results of this experiment
that the influence of markerF3 persists over a sizable range
of onset delays relative to the offset of markerF1 . This
temporal effect differs across listeners, but on average, most
of the effect subsides forF3 onset delays.80 ms. Moreover,
the temporal effect appears to be largely independent of
whether the onset or offset of theF3 marker coincides with
the onset or offset ofF2 . Thus the detrimental effect of

post-gap markerF3 on TGD is generally robust in time as
well as frequency.

GENERAL DISCUSSION

I. MARKER TEMPORAL POSITION AND TGD
INTERFERENCE: PRE- VERSUS POST-GAP EFFECTS

Two trends in these results deserve special consider-
ation. First, our listeners’ performances were vastly different
depending on the temporal position~i.e., pre- or post-gap! of
the third marker~either F3 or F4! in the three-marker con-
figurations. The influence of marker temporal position on
TGD can be best appreciated by considering once again
three-marker configuration C and the corresponding results
shown in Fig. 2. For this condition, TGD thresholds were
measured as a function of post-gap markerF2 frequency.
Pre-gap markerF1 was fixed at 2000 Hz and post-gap
markerF3 was fixed at 3100 Hz. This situation was effec-
tively a repeat of two-marker configuration B~shown in Fig.
1!, but with post-gap markerF3 added into the mix in stimu-
lus configuration C. We saw earlier for the two-marker
stimulus configuration B that the TGD thresholds increased
systematically as the frequency separation between markers
F1 and F2 was increased, and for small marker frequency
separations, the TGD thresholds were less than 10 ms. How-
ever, with markerF3 added in the post-gap position in con-
figuration C, TGD thresholds were elevated to at least 50 ms
for F2 frequency values identical or similar to markerF1 .
These results are in marked contrast to those measured for
configuration E in Fig. 2, which is the mirror-image condi-
tion for configuration C. We substituted pre-gap markerF4

for post-gap markerF3 in configuration E and measured the
TGD thresholds as a function of pre-gap markerF1 fre-
quency for markerF2 fixed at 2000 Hz. The resulting TGD
thresholds for three-marker configuration E yielded the same
general pattern that we measured in Fig. 1 for two-marker
configuration A~and B!, with thresholds increasing system-
atically as the frequency separation between markersF1 and
F2 was increased. The results for configuration E were pre-
dictable because we expected the presentation of a remote
pre-gap marker to have little effect on the general pattern of
TGD measured for a set of conditions that were otherwise
comparable to our two-marker configuration A. In contrast,
we had no reason to anticipate that the presentation of the
remote post-gap marker in stimulus configuration C would
dramatically disrupt TGD under virtually the same set of
two-marker conditions~as configurations A and B!. Thus the
temporal~pre- or post-gap! position of a remote-frequency
third marker, when presented in the post-gap position, was
detrimental to the TGD performance that we expected for a
simple two-marker stimulus configuration. However, a
remote-frequency third marker, presented in the pre-gap po-
sition under similar conditions, was effectively ignored by
our listeners.

Results for the mirror-image three-marker configurations
D and F shown in Fig. 2 led to the same conclusion. In both
of these three-marker configurations, markersF1 and F2

were fixed at 2000 Hz. TGD was measured as a function of
markerF3 frequency in configuration D and as a function of

FIG. 5. The idealized acoustic schema for stimulus configuration M is
shown in the top panel. Onset delay values for post-gap markerF3 are
depicted by diamond symbols. Pre-gap markerF1 and post-gap markerF2

were both presented at 2000 Hz and post-gap markerF3 was presented at
3100 Hz. Individual and group mean TGD thresholds~61 standard devia-
tion! are shown by filled circles in the lower set of data panels. Thresholds
are shown as a function of the fixed onset delay of post-gap markerF3 ~with
respect to the temporal offset ofF1!. TGD thresholds shown by open circles
are the original values for each listener for the corresponding condition of
markers presented in Fig. 2 for stimulus configuration C.
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markerF4 frequency in configuration F. The TGD thresholds
measured for configuration D revealed a significant influence
of post-gap markerF3 on TGD, but the thresholds measured
for configuration F reflected little or no influence of pre-gap
marker F4 on performance. Indeed, the latter results were
near the small~,10 ms! control TGD thresholds measured
for F15F2 .

A comparison of the TGD data from the three-marker
stimulus configurations C and D versus E and F~in Fig. 2!
appears to eliminate the idea of a ‘‘cueing’’ process as a
possible explanation for the performance patterns. Consider
first the stimulus configurations C and D, which included the
condition where F152000 Hz, F252000 Hz, and F3

53100 Hz. One might have expected the listeners to do well
for this condition because the temporal gap occurs in its en-
tirety within a single-frequency ‘‘channel’’ atF15F2

52000 Hz, and the single-componentF1 could potentially
have served to cue the listener to monitor that channel. The
resulting TGD thresholds, however, were elevated well
above the control thresholds measured for the simple two-
marker conditionF15F252000 Hz. On the other hand, for
the condition whereF152000 Hz, F453100 Hz, andF2

52000 Hz in stimulus configurations E and F, one might
have expected poorer performance than for the condition
above because pre-gap markerF1 never occurred in isolation
to cue the channel to which the listener should attend. None-
theless, the TGD thresholds were uniformly low for the latter
condition. Thus these trends are inconsistent with a ‘‘cue-
ing’’ model as a scheme to account for the TGD patterns.

II. MARKER FREQUENCY ALIGNMENT: EFFECT OF
SYMMETRIC VERSUS ASYMMETRIC STIMULUS
CONFIGURATIONS

The second trend of note in these TGD data is that the
listeners’ performances were highly dependent on whether
the pre- and post-gap marker configurations were presented
in a symmetric or an asymmetric frequency alignment across
the silent temporal gap. For the asymmetric three-marker
configurations C and E~shown in Fig. 2!, which we consid-
ered above, TGD thresholds were in some cases appreciably
elevated relative to control threshold values expected for the
simplest stimulus condition pairing markersF15F2 . The
latter result was usually less than 10 ms. Our listeners
yielded comparably small TGD thresholds for those four-
marker stimulus configurations~G and H in Fig. 3! that
maintained the frequency symmetry between corresponding
pairs of pre- and post-gap markers by matching the frequen-
cies of markersF1 andF2 and the frequencies of markersF4

and F3 . This outcome is typical of previous findings mea-
sured with multiple markers~Green and Forrest, 1989; Grose
and Hall, 1988; Grose, 1991; Hallet al., 1996!. It appears
that to optimize TGD, our listeners attempted to group like-
frequency components across time. This process of grouping
spectrally similar components appears to be an important
preliminary process that precedes the TGD decision. When
the frequency-grouping process cannot readily be performed,
because the components differ appreciably in frequency,
TGD may suffer as shown in Fig. 3 for stimulus configura-
tions I, J, K, and L. Other investigators have arrived at a

similar general conclusion, namely that sequential auditory
information is preprocessed and segregated on the basis of
spectral coherence prior to processing by a central timing
mechanism ~Bregman and Campbell, 1971; Fitzgibbons
et al., 1974; Van Noorden, 1975; Watsonet al., 1975; Dan-
nenbring and Bregman, 1976; Divenyi and Danner, 1977;
Neff et al., 1982; Bregman, 1990; Grose and Hall, 1996!. In
the simplest form of the model, this segregation or grouping
process is a consequence of the peripheral frequency-channel
architecture of the auditory system, which accounts well for
‘‘within-channel’’ processing of synchronous gap informa-
tion in symmetric multiple pairs of markers. Moreover, we
may conclude that the process of grouping marker frequency
components across time takes precedence over grouping
temporal components across frequency. The latter conclusion
follows directly from the finding that TGD thresholds were
sometimes appreciably elevated when the frequency symme-
try between two pre-and two post-gap marker components
was altered~in stimulus configurations I, J, K, and L!. Under
these conditions, the gap information across the two pairs of
markers was gated synchronously in terms of the marker
offsets and onsets; yet, in some cases, TGD performance
declined dramatically with changes only in marker frequency
asymmetry.

Examine again the group TGD results shown for stimu-
lus configuration J in Fig. 3, which provides a good example
of one of the asymmetric four-marker configurations. We
earlier suggested two possible explanations for these results:
~1! a marker-frequency presentation order effect, and~2! an
effect of beating~roughness! that may obscure the salience
of the gap. Consider a third explanation for the trend mea-
sured for configuration J. In this configuration, markerF1

was fixed at 2000 Hz, markersF4 andF3 were fixed at 3100
Hz, and TGD thresholds were measured as a function of
markerF2 frequency. The TGD thresholds for these condi-
tions increased subtly with increasing markerF2 frequency
to a maximum value near 50 ms at 2980 Hz. The listeners
effectively ignored the presence of markersF3 andF4 over
this range ofF2 frequency.~This pattern is reminiscent of
the results for configuration B in Fig. 1 in which TGD
thresholds increased as markerF2 frequency was increased
with respect to markerF1 at 2000 Hz.! Only when the fre-
quencies of markersF2 , F3 , and F4 were all presented at
3100 Hz in configuration J did markersF3 and F4 play a
significant role in TGD. Then, and only then, did the listen-
ers disregard markerF1 at 2000 Hz, as TGD thresholds were
restored to control values near 10 ms. To perform this TGD
task, the listeners continued to maintain focus, apparently
within a single channel, as markerF2 was systematically
increased in frequency with respect to markerF1 . That focus
was apparently activated or attracted initially by small fre-
quency separations between the two markers, and was main-
tained as the marker frequency separation between markers
F1 and F2 was increased over a range of almost 1000 Hz.
Marker frequency differences betweenF1 and F2 over this
range confounded an otherwise easy TGD task between the
F4 and F3 markers at 3100 Hz. For whatever reason, the
listeners’ attention to theF1 and F2 marker frequency dif-
ferences took precedence over a much simpler TGD task
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within a second, apparently unactivated auditory channel
centered on 3100 Hz. One interpretation of this perplexing
result is that our listeners effectively attenuated simple tem-
poral information within an inactive perceptual channel in
order to attend to complex temporal information, across fre-
quency, within an active channel. This idea of filtering ‘‘off-
target’’ marker frequencies has previously been proposed as
a possible mechanism in temporal gap discrimination~Dive-
nyi and Danner, 1977!. Other ‘‘attentional’’ filter models
may also be relevant~see Daiet al., 1991; Botte, 1995!. In
fact, roex filter models of attention yield the same effective
range of attenuation~7–10 dB! that we estimated from roex
functions fitted to our TGD data in Fig. 4.

III. PHENOMENOLOGICAL MODEL

The TGD patterns measured here, with asymmetric three
and four marker stimuli, were not always predictable from
the knowledge of TGD for simple~symmetric! pairs of sinu-
soidal markers. The nature of the multiple-marker processing
task reflects a higher level of complexity and cognitive func-
tion than the simple measurement task for detection of a
silent gap between a pair of sinusoidal markers. The latter
TGD task appears to be controlled largely by peripheral pro-
cesses~Williams and Perrott, 1971; Williams and Elfner,
1976; Formby and Forrest, 1991; Formbyet al., 1996!, and
models are currently available to predict these results~For-
rest and Formby, 1996; Heinzet al., 1996!. These models,
however, cannot predict the full range of TGD results mea-
sured for our multiple-component marker conditions.

The most parsimonious explanation that we can offer at
this time for multiple-marker TGD results like those mea-
sured in Fig. 2 for stimulus configuration C is a phenomeno-
logical model of the perceptual process. After informal lis-
tening to assess potential TGD cues, we believe it is likely
that the presence or absence of the silent gap in the signal or
standard observation intervals of a trial is judged on the basis
of the relative smoothness of the transition between the pre-
and post-gap markers. In terms of this strategy, the listeners
will usually judge the interval containing the silent gap to
have a more abrupt transition than that for the standard in-
terval. This perceptual distinction between the signal and
standard decreases systematically as the frequency separation
is increased between a simple pair of markers. The problem
is that the perceptual transition becomes noticeably more
abrupt~or less smooth! in both the signal and standard inter-
vals for marker frequency separations exceeding the nominal
passband of the listener’s effective auditory filter@which he
or she may attempt to center midway between the frequen-
cies of the pre- and post-gap markers to optimize perfor-
mance~Forrest and Formby, 1996; Heinzet al., 1996!#. The
idea here is that the focus of the listener is somehow being
shifted from one cochlear location to another by passive pe-
ripheral filtering and/or active selective attentional processes
~see Phillipset al., 1997!. As a consequence, the TGD task
becomes more challenging and the TGD thresholds increase
accordingly. However, if a remote post-gap~but not pre-gap!
marker is included with the simple pair of pre- and post-gap
markers~as in stimulus configuration C in Fig. 2!, then the
listener hears an abrupt perceptual transition in both the sig-

nal and standard intervals for all conditions of the variable-
marker frequency. In turn, the resulting TGD thresholds in-
crease for all conditions of the variable post-gap marker
frequency. The relative increase, however, is most notable
for those frequencies of the variable post-gap marker most
closely matching the frequencies of the fixed-frequency pre-
and post-gap markers. The perceptual transition is reduced to
a minimum when the frequencies of one or two pre-gap
markers are matched with the frequencies of the correspond-
ing one or two post-gap markers as in configurations G and
H ~shown in Fig. 3!. The listener can then readily group
these marker components spectrally. In turn, the TGD task
becomes relatively easy, which is reflected by the small TGD
thresholds across the range of the variable-frequency mark-
ers. It is also evident from the results of our secondary ex-
periment that listeners are compelled to group spectrally dis-
parate~post-gap! markers in time even when this perceptual
grouping process is detrimental to TGD performance.

Heinz’s ~1997, unpublished findings! failure to simulate
TGD performance for our configuration C~shown in Fig. 2!
with a multichannel model of the auditory periphery is sig-
nificant. This result suggests that the surprising variation in
TGD performance among our multiple-marker conditions
depends on stimulus interactions that are organized and com-
bined perceptually at higher levels of the central auditory
nervous system. The idea of ‘‘central processes’’ in the de-
tection and discrimination of gaps in acoustically dissimilar
narrow-band markers is not new~Divenyi, 1985! and most
recently has been promoted by Phillipset al. ~1997!. What-
ever the mechanism or level of processing, these interactions
presumably alter the perceived temporal envelope of the gap
signal and marker complex. The general perceptual effects
are probably akin to auditory phenomena that depend on
cross-spectral processing of relatively slow temporal enve-
lopes~see Yost and Sheft, 1993!. Models relevant to under-
standing these related stimuli and perceptual tasks may also
find application in explaining detection of silent temporal
gaps in our multiple-marker stimuli.

SUMMARY

A variation on a seemingly routine experiment, with an
obvious outcome, yielded a set of findings that challenges
our current understanding of auditory temporal acuity. The
unexpected results reveal that detection thresholds for a si-
lent temporal gap may increase by an order of magnitude
depending upon the number, temporal position, and fre-
quency relations of the components that mark the temporal
onset and offset of the gap signal. These results, which are
not intuitive and cannot be predicted with existing models,
provide a novel perspective on the complexity of auditory
temporal gap detection within a multiple-marker complex.
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This paper tests the hypothesis that the loudness ratio between equal-SPL tones with different
durations is the same at all SPLs. Detection thresholds and levels required to produce equal loudness
for 5- and 200-ms tones presented in quiet or in broadband noise were measured using adaptive,
two-interval, two-alternative forced-choice procedures. Tone levels ranged from 5 dB SL to 90 dB
SPL for the long tones and about 100 dB SPL for the short tones. Results from six listeners with
normal hearing show that the amount of temporal integration, defined as the level difference
between equally loud 5- and 200-ms tones, varies nonmonotonically with level and is greatest at
moderate levels. The average amount of temporal integration in quiet is about 15 dB near threshold,
increases to a peak of 27 dB when the 5-ms tone is about 58 dB SPL, and decreases to about 15 dB
near 100 dB SPL. For masker levels of 40, 60, and 80 dB SPL, the amount of temporal integration
near masked threshold remains near 15 dB. The maximum amount of temporal integration decreases
as masker level increases and occurs at progressively higher levels. At high levels, the amount of
temporal integration is nearly the same as in the quiet for all masker levels. Loudness functions
derived by applying the equal-loudness-ratio hypothesis to the data yield excellent predictions of
loudness matches between tones in the quiet and partially masked tones with the 40- and 60-dB
maskers. For the 80-dB masker, clear deviations are present. These results support the
equal-loudness-ratio hypothesis, but suggest that intense masking may alter the loudness ratio
between 200- and 5-ms tones. ©1998 Acoustical Society of America.@S0001-4966~98!01508-2#

PACS numbers: 43.66.Cb, 43.66.Dc, 43.66.Mk, 43.66.Ba@RVS#

INTRODUCTION

Knowledge of the loudness function for brief sounds in
the presence of background noise is important for under-
standing perception in natural listening situations. Back-
ground noise is present in most natural situations and many
natural sounds~including speech! are characterized by events
of short duration. A search of the literature revealed only one
study of temporal integration for loudness in background
noise ~i.e., Richards, 1977!. Because he obtained measure-
ments at only three levels, the present research was initiated
to examine more closely the effect of level on temporal in-
tegration of loudness for tones presented in quiet and under
conditions of partial masking using many levels spanning the
listeners’ dynamic range.

Apart from their practical significance, measurements on
how the amount of temporal integration~defined as the level
difference between equally loud short and long tones! de-
pends on level under conditions of partial masking also have
considerable theoretical significance. Previous measurements

in the quiet show that the amount of temporal integration
depends strongly on level and is largest at moderate levels
~Florentineet al., 1996; Buuset al., 1997!. To explain the
effect of level, it was necessary to alter at least one basic
assumption about how loudness increases with increasing in-
tensity. Either the loudness functions@in terms of
log~loudness! as a function of SPL# for short-duration tones
were not parallel to the loudness functions for long-duration
tones, or they did not follow a power function even at levels
well above threshold—contrary to Stevens’s~1955, 1957!
power law. A careful examination of the literature revealed
parallel loudness functions for short- and long-duration
noises~Stevens and Hall, 1966!. Parallel loudness functions
for stimuli of different durations also are inherent to Zwis-
locki’s ~1969! model of temporal integration. In addition,
several investigators have noted that loudness functions for
1-kHz tones show small, but consistent, deviations from a
power law and are flatter at moderate levels than at low and
high levels ~e.g., Fletcher and Munson, 1933; Robinson,
1957; Stevens, 1972!.

Accordingly, Florentineet al. ~1996! maintained the as-
sumption that the loudness function for short- and long-
duration tones are parallel~i.e., that the loudness ratio be-
tween equal-SPL long and short tones is the same at all

a!Part of this paper was presented at the 133rd meeting of the Acoustical
Society of America, State College, Pennsylvania, June 1997@J. Acoust.
Soc. Am.101, 3170~A! ~1997!#.
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SPLs!. This equal-loudness-ratio hypothesis predicts that the
slope of the loudness function should be approximately in-
versely proportional to the amount of temporal integration.
In fact, when Florentineet al. ~1996! assumed that a 200-ms
tone at any SPL was about three times as loud as a 5-ms tone
at the same SPL, loudness functions calculated from their
temporal-integration data were in good agreement with gen-
erally accepted loudness functions~e.g., Hellman and Zwis-
locki, 1963; Hellman, 1994!, but were flatter at moderate
levels than at low and high levels. Buuset al. ~1997! derived
loudness functions for a 1-kHz tone and for broadband noise
from temporal-integration data and showed that the derived
loudness functions predicted loudness matches between
tones and broadband noises as a function of level. These
findings offer considerable support for the equal-loudness-
ratio hypothesis. Nevertheless, further testing of the equal-
loudness-ratio hypothesis is desirable.

According to the equal-loudness-ratio hypothesis, the
amount of temporal integration is inversely related to the
local slope of loudness plotted on a logarithmic scale as a
function of SPL. The slope is shallow if the amount of tem-
poral integration is large and steep if the amount of temporal
integration is small. Therefore, the equal-loudness-ratio hy-
pothesis permits the logarithm of the loudness functions to
be derived~except for a scale factor and an additive constant!
from measurements of temporal integration. If temporal in-
tegration is measured in quiet and under partial masking, the
derived loudness functions may be used to predict loudness
matches between tones in quiet and tones under partial mask-
ing. Because the slope of the loudness function is steeper
under partial masking than in quiet~e.g., Steinberg and
Gardner, 1937; Gleiss and Zwicker, 1964; Hellman and
Zwislocki, 1964; Scharf, 1964; Stevens and Guirao, 1967;
Richards, 1968!, partial masking offers an opportunity to test
if a direct relation exists between the slope of the loudness
function and the amount of temporal integration. Accord-
ingly, the present study measured the amount of temporal
integration as a function of level using 5- and 200-ms tones
presented in quiet and in white-noise maskers at various lev-
els. To test the hypothesis for individual listeners, loudness
balances between 200-ms tones in quiet and under partial
masking were also measured in two listeners.

I. METHOD

A. Stimuli

The stimuli were 1-kHz tones presented in quiet or in
continuous white-noise maskers with overall levels of 40, 60,
or 80 dB SPL~spectrum levels of23, 17, and 37 dB SPL!.
The tones had equivalent rectangular durations of 5 and 200
ms. The 1-kHz test frequency and the durations of 5 and 200
ms were chosen to make the measurements directly compa-
rable with a previous study~Florentineet al., 1996!.

The tones had a 6.67-ms raised-cosine rise and fall. Du-
rations measured between the half-amplitude points were
1.67 ms longer than the nominal durations. Accordingly, the
5-ms stimuli consisted only of the rise and fall, whereas the
200-ms stimuli had a 195-ms steady-state portion. These en-
velope shapes ensured that almost all the energy of the tone

bursts was contained within the 160-Hz-wide critical band
centered at 1000 Hz~Scharf, 1970; Zwicker and Fastl, 1990!.
Even for the 5-ms tone burst, the energy within the critical
band was only 0.3 dB less than the overall energy. The
masker, when present, was turned on at the beginning and
turned off at the end of a block of trials.

Five to nine test levels were used for each duration of
the fixed-level stimulus. They ranged from 5 dB SL to 90 dB
SPL for the long tones. Typically the maximum sensation
levels were 80 dB SL in quiet and 70, 50, or 25 dB SL in
continuous white-noise maskers with overall levels of 40, 60,
or 80 dB SPL, respectively.

B. Procedure

1. Absolute thresholds

In the first part of the experiment, absolute thresholds
were measured for both stimuli using an adaptive procedure
in a two-interval, two-alternative forced-choice paradigm.
Each trial contained two observation intervals, which were
marked by lights. The pause between them was 500 ms. The
signal was presented in either the first or the second obser-
vation interval with equala priori probability. The listener’s
task was to indicate which interval contained the signal by
pressing a key on a small computer terminal. Two hundred
milliseconds after the listener responded, the correct answer
was indicated by a 200-ms light. Following the feedback, the
next trial began after a 500-ms delay.

The level of the signal initially was set approximately 15
dB above the listener’s threshold. It decreased following
three consecutive correct responses and increased following
one incorrect response. The step size was 5 dB until the
second reversal after which it was reduced to 2 dB. Reversals
occurred when the direction of change of the signal level
changed from increasing to decreasing orvice versa. This
procedure converges on the signal level yielding 79.4% cor-
rect responses~Levitt, 1971!.

A single threshold measurement was based on three in-
terleaved adaptive tracks. On each trial, the track for that trial
was selected at random among the tracks that had not yet
terminated, which they did after five reversals. The threshold
for one track was calculated as the average signal level at the
fourth and fifth reversals and one threshold measurement
was taken as the average threshold across the three tracks. At
least three such threshold measurements~for a total of at
least nine tracks! were obtained for each listener and condi-
tion. The average across all measurements was used as the
reference to set the sensation level for each listener and con-
dition in the second part of the experiment.

2. Loudness matches

In the second part of the experiment, the 5- and 200-ms
tones were matched in loudness using an adaptive procedure.
Measurements with both the long and the short tone varied
were obtained in mixed order. The stimuli were presented in
a two-interval, two-alternative forced-choice paradigm. On
each trial, the listener heard two sounds separated by 500 ms.
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The fixed-level sound preceded or followed the variable
sound with equala priori probability. The listener’s task was
to indicate which sound was louder by pressing a key. The
response initiated the next trial after a 700-ms delay. The
level of the variable sound was adjusted according to a
simple up–down procedure~Jesteadt, 1980!.1 If the listener
indicated that the variable sound was the louder one, its level
was reduced, otherwise it was increased. The step size was 5
dB until the second reversal after which it was reduced to 2
dB. This procedure converges at the level corresponding to
the 50% point on the psychometric function~Levitt, 1971!.

A single match was based on two interleaved adaptive
tracks. One track started 10 dB above the expected equal-
loudness level and the other track started 10 dB below it.@If
the nominal starting level for the 5-ms tone exceeded 110 dB
SPL, the starting level was set to 110 dB SPL. This maximal
level ensured that listeners’ sound exposure was well below
the limit recommended by OSHA~1994!.# On each trial, the
track for that trial was selected at random until one track
terminated; then, the remaining track was used until it termi-
nated. Each track terminated after nine reversals. The equal-
loudness level for one track was calculated as the average of
the last four reversals and the result of one match was taken
as the average equal-loudness level for the two tracks. Three
or four such matches were obtained for each listener and
condition. Therefore, a total of 12 or 16 tracks was obtained
for each pair of stimuli: six or eight with the short stimulus
fixed and six or eight with the long stimulus fixed.

In the final part of the experiment, partially masked
200-ms tones were matched in loudness to 200-ms tones
presented in quiet. Measurements were obtained from two
listeners using the procedure described above. Both the tone
in quiet and the tone in noise were varied.

C. Apparatus

A PC-compatible computer with a signal processor
~TDT AP2! generated the stimuli via a 16-bit D/A converter
~TDT DD1! with a 50-kHz sample rate. It also sampled the
listeners’ responses and executed the adaptive procedure.
The output of the D/A converter was attenuated~TDT PA4!,
low-pass filtered~TDT FT5, f c520 kHz, 135 dB/oct!, and
attenuated~TDT PA4! before it was added~TDT SM3! to
the masker, and led to a headphone amplifier~TDT HB6!,
which fed one earphone of the Sony MDR-V6 headset. This
setup ensured that the stimulus level could be controlled lin-
early by the attenuators over at least a 130-dB range. Spec-
tral analysis of the 1-kHz tone at its maximal output level of
110 dB SPL showed that distortion consisted mostly of sec-
ond and third harmonics, which were at least 63 dB below
the fundamental.

The masking noise was produced by a waveform gen-
erator~TDT WG2!, attenuated~TDT PA4!, and then added
~TDT SM3! to the signal. For routine calibration, the output
of the headphone amplifier was led to an A/D converter
~TDT DD1!, such that the computer could sample the wave-
form, calculate its spectrum and rms voltage, and display the
results before each set of matches.

D. Listeners

Six female listeners, five Caucasians and one African
American ~listener L3!, were tested on all conditions. All
listeners had audiometric thresholds within 10 dB of ANSI
~1989! standard at octave frequencies from 0.125 to 8 kHz
and had medical histories consistent with normal hearing.
They ranged in age from 22 to 29 years. Four listeners had
previous experience making loudness judgments. All listen-
ers were paid for their services. Listener L3 is the third
author.

E. Data analysis

Level differences were calculated between the 5- and
200-ms tones that were judged to be equally loud. Two sepa-
rate points of subjective equality were calculated for each
stimulus pair: the average of the measurements with the short
tone fixed and the average of the measurements with the long
tone fixed.

For each listener, polynomial fits were made to the com-
bined data obtained with the long and the short tone varied.
Such fits were used because they provide a good description
of the entire data set, while avoiding problems of how to
average measurements taken at different loudness levels. Vi-
sual inspection was used to determine a range of polynomial
orders that provided a good fit to the data. The lowest-order
polynomial within the range was used unless a higher-order
polynomial decreased the least-squared error considerably.
For one listener, L6, the large differences between the long
tone varied and short tone varied in the 80-dB-SPL masker
made it necessary to average the level differences before
fitting the polynomial.

To examine the statistical significance of the effects of
stimulus variables and differences among listeners, a four-
way ANOVA ~stimulus level3masker level3long or short
variable3listener! for repeated measures was performed
~Data Desk 5.0, Data Description, Inc., Ithaca, NY, 1995!.
The dependent variable for this analysis was the level differ-
ence (Lshort2L long) between two equally loud 5- and 200-ms
stimuli. Scheffe´ post hoctests for contrast~Data Desk 5.0,
1995! were performed when appropriate to explore sources
of significant effects and interactions. Differences were con-
sidered significant whenp<0.05.

II. RESULTS

A. Individual data

The amounts of temporal integration for tones presented
in quiet and in three levels of broadband masking are shown
in Fig. 1. For each of the six listeners, the level differences
required to obtain equal loudness between 5- and 200-ms
tones are plotted as a function of the level of the 5-ms tone.
The unfilled symbols show results with the 5-ms tone varied;
the filled symbols show results with the 200-ms tone varied.

For five of the six listeners there is reasonable similarity
of the loudness matches with the 5-ms tones and with the
200-ms tones varied. The exception is listener L6, who con-
sistently required a larger level difference at the moderate
and high levels to obtain equal loudness between the 5- and
the 200-ms tones when the 200-ms tone was varied than
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when the 5-ms tone was varied. The reason for this differ-
ence is unclear, but biases of similar magnitude have been
observed in another listener~see listener LH in Florentine
et al., 1996, p. 1636!. For all individual listeners, the match-
ing data are reasonably consistent as indicated by the small
standard errors~average is 1.4 dB; range is from 0.1 to 4.5
dB!.

The solid and dashed lines in Fig. 1 show the polyno-
mial fits to the temporal-integration data. Although the func-
tions vary somewhat in shape among the listeners, they
clearly show a level dependence and a maximum for tempo-
ral integration of loudness at moderate levels for all listeners.
The maximal amount of temporal integration in quiet varies
greatly, ranging from about 20 dB for listener L2 to about 33
dB for listener L3. This large range is consistent with data
from Florentineet al. ~1996!. As the level of the background
masker increases, the amount of temporal integration de-
creases and the peak shifts to higher levels. At the highest
levels, the amounts of temporal integration obtained at the
three masker levels are similar to one another and to those
obtained in quiet.

Temporal integration for detection thresholds for the 5-
and 200-ms tones hovers around 15 dB with no obvious
differences across listeners or masking conditions. The lack
of effect of the masker on temporal integration for detection
agrees with previous data~Florentineet al., 1988!. Across all
listeners and levels of partial masking, the threshold data

appear to be reasonably close to that obtained for loudness
around 5 dB SL.

B. Group data

The average data from the six listeners, plotted in the
same manner as Fig. 1, are shown in Fig. 2. Data obtained in
the quiet and in the presence of broadband noise at 40, 60, or
80 dB SPL are shown by different symbols. The data ob-
tained by varying the 5-ms tones~open symbols! agree well
with the data obtained by varying the 200-ms tones~filled
symbols!. The standard deviations—calculated across the
means for the six listeners—are not shown in the figure.
They showed no systematic variation across stimulus condi-
tions and averaged 4.1 dB. The various lines show the
amounts of temporal integration predicted from the best-
fitting loudness functions derived by applying the equal-
loudness-ratio hypothesis to the data, as discussed later.
Clearly, the equal-ratio loudness functions can account for
the data.

As the level of the background masker increases from 40
to 80 dB SPL, the amount of temporal integration decreases
and the shape of the temporal-integration function changes.
The functions become flatter and peak at increasingly higher
levels and they merge at the highest levels. These observa-
tions are supported by the ANOVA shown in Table I. The
effects of the stimulus variables are shown in the top half of

FIG. 1. Temporal integration of loudness for six listeners. The level differences between 5- and 200-ms tones needed to obtain equal loudness are plotted as
a function of the level of the 5-ms tone. The four panels in each column show results obtained in quiet and in three levels of broadband masking~40, 60, and
80 dB SPL! for one listener. The unfilled symbols show results with the 5-ms tone varied; the filled symbols show results with the 200-ms tone varied. The
vertical bars show plus and minus one standard error of the mean. The solid and dashed lines show polynomial fits to the data~see text!.
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the table and individual differences~i.e., the effect of and
interaction with listener! in the bottom half. As shown at the
top, the effects of masker level and sensation level are highly
significant. The Scheffe´ tests for contrast show that the
amount of temporal integration is generally larger at 20 and
30 dB SL than at 5 dB SL and high sensation levels~i.e., 60,
70, and 80 dB SL!. As indicated by the highly significant
interaction between masker level and sensation level, these
effects depend on masker level. In quiet, the amounts of
temporal integration at 30 and 40 dB SL are the largest and

are larger than those at 5, 10, 50, 60, 70, and 80 dB SL. The
amount of temporal integration is also larger at 20 dB SL
than at 5, 10, 60, 70, and 80 dB SL. With the 40-dB masker,
the amounts of temporal integration at 20 and 30 dB SL are
largest and are significantly larger than those at 5, 10, 50, 60,
and 70 dB SL. In addition, the amount of temporal integra-
tion with the 40-dB masker is larger at 40 than at 60 dB SL.
There are no significant differences among SLs with the 60-
and 80-dB maskers.

The Scheffe´ tests also show that the amount of temporal
integration is larger in quiet than in 60- or 80-dB maskers,
but this effect depends on the sensation level. No effect of
masker level is present at 5 and 10 dB SL. At 20 dB SL, the
amount of temporal integration with the 40-dB masker is
larger than that with the 60-dB masker, which is larger than
that with the 80-dB masker, and the amount of temporal
integration in the quiet is larger than that with the 80-dB
masker. At 30 dB SL, the amount of temporal integration is
larger in the quiet and with the 40-dB masker than with the
60-dB masker. At 40 dB SL, the amount of temporal inte-
gration in the quiet is larger than that with the 40-dB masker,
which is larger than that with the 60-dB masker.

Variable duration alone has no significant effect, but it
does interact with masker level and sensation level in a com-
plex manner. This finding probably reflects that equal sensa-
tion level is not equal loudness for the two durations. There-
fore, the SPL of the short tone and the amount of temporal
integration will differ depending on whether the short tone or
the long tone is varied.

The lower half of Table I shows that the amount of
temporal integration differs across listeners. The Scheffe´
tests for contrast show that, in general, the amount of tem-
poral integration for listeners L3 and L4 is larger than the
amount of temporal integration for L5 and L6, which is
larger than that for L1 and L2. These differences depend on
stimulus condition in a complex manner as indicated by the
numerous highly significant interactions between listener and
stimulus variables.

III. DISCUSSION

A. Comparison with data in the literature

The group data obtained in quiet are in qualitative agree-
ment with other data~see Florentineet al., 1996!. However,
the amount of temporal integration in the present study is
about 40% greater than that obtained using identical stimuli
and procedures with a different group of normal-hearing lis-
teners. This difference is not surprising given the large dif-
ferences among listeners.

The effects of partial masking and of stimulus level also
agree qualitatively with Richards’s~1977! data. Quantitative
comparisons are inappropriate because the method and
stimuli differ from those in the present study. Richards used
an adjustment procedure and his listeners adjusted only the
variable-duration stimuli~with or without masking! to sound
as loud as a fixed-level 500-ms tone presented in quiet. His
shortest duration was 10 ms and the masker was a one-octave
band of noise, whereas the present study used a broadband
noise. Finally, he tested only three loudness levels for each

FIG. 2. Average temporal integration of loudness for tones obtained in quiet
and in broadband noise at 40, 60, or 80 dB SPL. The level differences
between 5- and 200-ms tones needed to obtain equal loudness are plotted as
a function of the level of the 5-ms tone. The unfilled symbols show results
with the 5-ms tone varied; the filled symbols show results with the 200-ms
tone varied. The various lines show the amounts of temporal integration
predicted from the best-fitting equal-ratio loudness function.

TABLE I. Four-way analysis of variance for repeated measures of loudness
matching. The dependent variable is the level difference between equally
loud 5- and 200-ms tones. The stimulus variables Variable Duration~Vrb; 2
levels: 5 or 200 ms!, Masker Level~ML; 4 levels: Quiet, 40, 60, and 80 dB
SPL!, and Sensation Level~SL; 11 levels: 5, 10,..., 25, 30, 40,..., 70, and 80
dB! are fixed factors. Listener~Lsr; 6 levels: L1 to L6! is random factor.

Source df
Error

df
Sums of
squares

Mean
square F-ratio Prob

Const 1 5 442 426 442 426 1036 <0.0001
Vrb 1 5 4.980 4.980 0.03 0.87
ML 3 15 1874 624.8 28.31<0.0001
Vrb*ML 3 15 106.2 35.39 4.17 0.025
SL 10 50 4329 432.9 10.03<0.0001
Vrb*SL 10 50 901.1 90.11 4.00 0.0005
ML*SL 14 70 3619 258.5 17.54<0.0001
Vrb*ML*SL 14 66 558.1 39.86 3.73 0.0001

Lsr 5 942 2135 427.0 39.80<0.0001
Vrb*Lsr 5 942 794.8 159.0 14.81<0.0001
ML*Lsr 15 942 331.1 22.07 2.06 0.010
Vrb*ML*Lsr 15 942 127.6 8.484 0.79 0.69
SL*Lsr 50 942 2159 43.17 4.02<0.0001
Vrb*SL*Lsr 50 942 1127 22.54 2.10<0.0001
ML*SL*Lsr 70 942 1032 14.74 1.37 0.026
Vrb*ML*SL*Lsr 66 942 705.7 10.69 1.00 0.49

Error 942 10 107 10.73

Total 1273 46 645
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masker condition, which are too few to allow derivation of
loudness functions and testing the equal-loudness-ratio hy-
pothesis. Nevertheless, the effects of stimulus level and
masker levels in Richards’s~1977! data are similar to those
in the present data. This is illustrated in Fig. 3, which shows
Richards’s~1977! data in the format of Fig. 2. The level
difference required to obtain equal loudness between 10- and
640-ms tones is plotted as a function of the level of the
10-ms tone. The amount of temporal integration is clearly
largest at moderate levels and decreases with increasing level
at high levels. As the level of the background noise increases
from 40 to 80 dB SPL, the maximal amount of temporal
integration generally decreases, but at high levels the amount
of temporal integration is about the same for all masker con-
ditions. These trends all agree with the present data.

B. Testing the equal-loudness-ratio hypothesis

The primary purpose of the present experiment was to
test the hypothesis that the loudness ratio between equal-SPL
long and short tones is independent of the SPL. If this hy-
pothesis is true, measurements of temporal integration can be
used to derive loudness functions~to within a multiplicative
and an additive constant for the logarithm of loudness!.
These loudness functions then can be used to predict loud-
ness matches between tones in quiet and tones under mask-
ing. Therefore, the hypothesis can be tested by comparing
the predictions to Stevens and Guirao’s~1967! data for loud-
ness matches between tones presented in quiet and in broad-
band maskers.

To this end, loudness functions are first derived from the
average temporal-integration data in Fig. 2. According to the
equal-loudness-ratio hypothesis, the slope of the loudness
function should be approximately inversely proportional to
the amount of temporal integration. More precise estimates
of the loudness functions were obtained by modeling the
logarithm of the loudness function as a sixth-order polyno-
mial. The loudness function for the 5-ms tone was assumed
to be a constant amount below~on a logarithmic axis of

loudness! that for the 200-ms tone and the amount of tem-
poral integration was predicted as the horizontal distance be-
tween the two functions. The six coefficients of the sixth-
order polynomial ~the constant term does not affect the
predictions of temporal integration! were then varied to
minimize the squared error between the predicted amounts of
temporal integration and the data in Fig. 2. As shown in Fig.
2, the best-fitting polynomials provide an excellent account
of the temporal-integration data.

The polynomials determined in this manner describe the
logarithms of the loudness functions~as approximated by the
sixth-order polynomial! except for one additive and one mul-
tiplicative constant. To determine these constants for the
loudness function in quiet, one additive and one multiplica-
tive constant were applied to the least-squared error polyno-
mial determined from the temporal-integration data; these
constants were then set to minimize the squared difference
between the logarithm of Zwislocki’s~1965! modified power
function (N50.076* @(110.4* (I /I th))

0.2721#) and the
polynomial. This fixed the loudness ratio between the 200-
and 5-ms tones to be 4.4 at any SPL. This ratio was then
used to determine the values of the multiplicative constants
for the polynomials fitted to the data for the partially masked
tones.

To complete the derivation of the loudness functions, the
additive constants to be applied to the polynomials for the
partially masked tones also had to be determined. The
amounts of temporal integration obtained at high levels were
practically identical for all conditions, which indicates that
the slopes of the loudness functions at high levels are the
same in quiet and under the various levels of masking. This
does not mean that the loudness functions coincide at high
levels, however. The broadband masker obscures the excita-
tion from the tone over a broad range of frequencies and
reduces the overall loudness, even of intense tones. This ef-
fect is readily apparent in Stevens and Guirao’s~1967! data
for loudness balances between tones in quiet and under par-
tial masking, which show that partially masked tones have to
be somewhat more intense than tones in quiet to obtain equal
loudness, even at high levels. To account for this effect, the
additive constant for the polynomials had to be determined
individually for each level of masking and provided one free
parameter, which was used to minimize the squared error
between Stevens and Guirao’s~1967! data for a particular
masker level and loudness matches predicted from the model
loudness functions.

This procedure resulted in the loudness functions shown
in Fig. 4. To avoid extrapolating the data, the loudness func-
tions are only shown for the range of levels encompassed by
the temporal-integration measurements. For each masking
condition, the lowest SPL generally corresponds to 5 dB SL
for the 200-ms tone and the highest SPL is the highest level
used for the 5-ms tones, which is approximately 100 dB
SPL. As expected, the loudness functions are shallower at
moderate than at low and high levels, although the loudness
function for a tone in the 80-dB masker is close to a power
function. The local exponents@i.e., the derivative of
10* log(loudness) vs SPL# of these loudness functions reach
minima of 0.21 at 43 dB SPL in quiet, 0.24 at 49 dB SPL

FIG. 3. Average data from Richards~1977! are plotted in the same manner
as Fig. 2. The amount of temporal integration~i.e., the level difference
between equally loud 10- and 640-ms tones! is plotted as a function of the
SPL of the 10-ms tone. As shown by the legend, different symbols show
data obtained in quiet and in octave-band noise at 40, 60, or 80 dB SPL.
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with the 40-dB masker, 0.32 at 60 dB SPL with the 60-dB
masker, and 0.38 at 73 dB SPL with the 80-dB masker.
Therefore, the minimal slope becomes increasingly larger
and occurs at increasingly higher levels as the masker level
increases. This simply reflects the finding that the maximal
amounts of temporal integration decreased and the level at
which the maximum occurred increased as the masker level
increased. At 95 dB SPL, the local exponent is about 0.43 for
all the loudness functions. The local exponents obtained for
the tones in quiet are similar to those obtained in our previ-
ous study~Florentineet al., 1996!, which yielded a minimal
exponent of 0.25 at 46 dB SPL and an exponent of 0.45 at 95
dB SPL.

If the loudness functions shown in Fig. 4 for tones in
quiet and tones under partial masking are correct, they
should predict the steepening of loudness-matching functions
between tones under partial masking and tones in quiet. The
predictions are shown by the lines in Fig. 5. Again, the range
of levels encompassed by the predicted matching functions
are limited to the ranges of levels tested in the temporal-
integration experiment. Because the lowest level was 5 dB
SL, predictions for the lowest loudness levels in the 60- and
80-dB-SPL maskers cannot be obtained. The symbols show a
subset of the data from Stevens and Guirao~1967!. The
40-dB predictions fit well next to the 50-dB data. The pre-
dictions and the data follow closely at 60 dB. However, the
predictions for the 80-dB masker deviate somewhat from the
data. Whereas the predictions for the 40- and 60-dB maskers
offer considerable support for the equal-loudness-ratio hy-
pothesis, the predictions at 80 dB indicate that modifications
may be required.

The failure to fit the data for the 80-dB masker does not
necessarily indicate that the equal-loudness-ratio model fails
under intense masking. It seems possible that auditory-nerve
adaptation may change under intense masking. If loudness is
related to the amount of neural activity evoked by the stimu-
lus ~up to some maximum integration time!,2 a reduction of
the rapidly decaying onset response would cause a propor-
tionally larger reduction of loudness for a brief tone than for
a long tone. Accordingly, intense masking could cause the

loudness ratio between the long and the short tone to be
larger than that in quiet or under low and moderate levels of
partial masking. In fact, if the level-independent loudness
ratio were assumed to increase under high levels of masking,
a substantially better fit to Stevens and Guirao’s~1967! data
could be obtained. Therefore, the equal-loudness-ratio model
may hold even under intense masking, but the loudness ratio
may not be the same as in quiet and under low and moderate
levels of partial masking. This indicates that the equal-
loudness-ratio hypothesis may be modified to state that the
loudness ratio between equal-SPL long and short tones pre-
sented in a given masker is independent of the tones’ level,
but may depend on the masker level when the masker is
intense.

Given the substantial differences in the individual data
for temporal integration of loudness shown in Fig. 1, it
seems that individual differences also should be present in
the loudness functions for the various masking conditions. If
so, loudness matches between tones in quiet and under par-
tial masking also would be likely to differ among individu-
als. Therefore, we sought to determine if such individual
differences exist and if they can be predicted by the indi-
vidual differences in the temporal-integration functions. To
this end, loudness matches between 200-ms tones presented
in quiet and under partial masking were obtained for listeners
L1 and L3.~The other four listeners were no longer available
for testing.!

The loudness matches are shown by the various symbols
in Fig. 6. They generally follow the trends shown by Stevens
and Guirao’s~1967! data in Fig. 5. At low levels, the match-
ing functions become increasingly steep as the masker level
increases. At high levels, all the matching functions have a
slope close to unity, but the broadband masker reduces the
loudness level by an amount that increases with the masker
level. However, the data show differences between the two
listeners both in the amount of loudness-level reduction at

FIG. 4. Loudness functions obtained from temporal integration in quiet and
in three levels of broadband white noise at 40, 60, and 80 dB SPL. A
modified power function~Zwislocki, 1965! describing the loudness of a
200-ms tone presented in quiet is shown for comparison.

FIG. 5. Loudness-matching functions showing the level of a tone in quiet as
a function of the level of an equally loud partially masked tone. Masker
level is the parameter. The lines show predictions obtained from the
temporal-integration data. The symbols show a subset of the data from
Stevens and Guirao~1967!.
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high levels and, more importantly, in the details of the cur-
vature of the matching functions, especially at moderate
loudness levels. Whereas the loudness reduction at high lev-
els can be fitted by varying the single free parameter avail-
able for a masking condition, the curvature of the predictions
depends almost entirely on the temporal-integration func-
tions. For listener L1~left panel!, the matching functions
tend to show a monotonically decreasing slope and have a
downward-concave curvature at moderate loudness levels.
For listener L3~right panel!, the slope varies nonmonotoni-
cally with level and the matching functions have an upward-
concave curvature when the tone in quiet is between 20 and
50 dB SPL. The solid lines show loudness matches predicted
from the individual temporal-integration functions in the
manner described above for the average data. Again, the
ranges of the predictions are limited to encompass stimulus
levels used in the temporal-integration experiment. The pre-
dictions closely follow the data, except at the 80-dB-SPL
masker level for L3. It appears that the predicted functions
replicate most of the details that differ between L1 and L3.
In particular, they show the upward-concave curvature found
for L3 and the downward-concave curvature found for L1.
These findings support the contention that the individual dif-
ferences in the temporal-integration functions are also ob-
served in the loudness functions and provide further support
for the equal-loudness-ratio hypothesis. However, as was
noted for the comparison with average data, intense masking
may increase the loudness ratio, which may explain the me-
diocre fit obtained for L3 with the 80-dB-SPL masker.

IV. CONCLUSIONS

The present study measured temporal integration of
loudness for 1-kHz tones presented over a wide range of
levels in quiet and under three levels of white-noise masking.
The results from six listeners with normal hearing show that

~1! The amount of temporal integration for loudness is
largest at moderate loudnesses. As the level of partial mask-

ing increases, the maximal amount of temporal integration
decreases and occurs at higher SPLs.

~2! Loudness functions obtained by applying the equal-
loudness-ratio hypothesis to temporal-integration data are
flatter at moderate levels than at low and high levels. There-
fore, loudness may not follow a power law even at levels
well above threshold.

~3! The equal-ratio loudness functions predict loudness
matches between partially masked tones and tones in quiet
for masker levels of 40 and 60 dB SPL, but not 80 dB SPL.
The discrepancy for the 80-dB-SPL masker may indicate that
the loudness ratio is altered by intense masking. Therefore,
the present results generally support the equal-loudness-ratio
hypothesis.

~4! The equal-loudness-ratio hypothesis is further sup-
ported by two individual listeners’ loudness matches be-
tween a tone in quiet and partially masked tones. The loud-
ness matches differed between the two listeners and the
differences were apparent in the predictions obtained from
their temporal-integration data. However, the fit was medio-
cre for one listener with the 80-dB-SPL masker as may be
expected if the loudness ratio between a long and a short
tone is altered by intense masking.
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1The present procedure differs from that used by Buuset al. ~1997!. They
used a roving-level procedure with a two-down, one-up adaptive rule,
which caused the variable stimulus to converge to a level at which it was
just noticeably louder than the fixed stimulus. Although this procedure gave
reliable results and appeared to eliminate biases that often affect loudness
judgments, we chose not to use it for the present study because extensive
modeling was required to separate the loudness jnds from the equal-
loudness function. To measure the equal-loudness function directly, we

FIG. 6. Measured and predicted loudness-matching functions for individual listeners. The level of a tone in quiet is plotted as a function of the level of an
equally loud partially masked tone. Masker level is the parameter. The left panel is for listener L1 and the right panel is for listener L3. The unfilled symbols
show results obtained by varying the tone in quiet; the filled symbols show results obtained by varying the partially masked tone. The vertical and horizontal
bars show plus and minus one standard error of the mean. The solid lines show predictions obtained from the individual listener’s temporal-integration data.
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preferred to use a one-up, one-down procedure identical to that used by
Florentineet al. ~1996!.

2The relation between loudness and the amount of auditory-nerve activity
may be complex~see Relkin and Doucet, 1997!.
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Across-channel intensity discrimination in the presence
of an interferer
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Listeners’ thresholds for discriminating changes in the relative intensities of two octave-spaced pure
tones were measured in three conditions using a 2AFC procedure. In the baseline condition the tone
pair was presented alone, while in the twointerferenceconditions the tone pair was accompanied by
four additional tones, with the frequency separation between adjacent components of the resultant
six-component complex being one octave. In the interference conditions the flanking components
were either gated synchronously with the target pair, or began 200 ms ahead. The level of the
flanking components relative to the target was randomized on each presentation. The overall
stimulus level was also randomized on each presentation to reduce the effectiveness of
within-channel comparisons. Threshold elevations in the synchronous condition relative to the
baseline ranged from approximately 5 to 17 decibels. By contrast, in the asynchronous condition
only one listener showed significant~although substantially reduced! interference. The results
complement previous observations that across-channel intensity comparisons are poorer between
components that begin or end at different times, and are qualitatively consistent with the hypothesis
that temporal misalignment promotes the perceptual segregation of simultaneous frequency
components. ©1998 Acoustical Society of America.@S0001-4966~98!02708-8#

PACS numbers: 43.66.Dc, 43.66.Fe, 43.66.Ba@JWH#

INTRODUCTION

It is widely accepted, based on considerable psycho-
physical and physiological evidence, that the auditory pe-
riphery functions as a frequency analyzer with energy in dif-
ferent spectral regions being processed in distinct, frequency-
specific channels~e.g., Fletcher, 1940; Scharf, 1970!. This
raises the question of whether and to what extent information
in the different channels interacts at higher levels in the au-
ditory system. Among the paradigms that have been used to
investigate this issue is that of auditory profile analysis pio-
neered by Green and colleagues~Spiegelet al., 1981; Green
et al., 1983; see Green, 1988 for a review!. In a typical pro-
file analysis experiment, a multitone complex is presented in
each of two observation intervals, with listeners required to
indicate the interval in which the relative level of one com-
ponent~the target! was increased. To reduce the effective-
ness of loudness cues, the overall level of the stimulus is
randomized between presentations. The results from such
studies indicate that under conditions of minimal uncertainty,
thresholds for detecting across-frequency differences in in-
tensity are similar to those obtained in traditional intensity
discrimination tasks using sequential presentation and no
within-trial randomization of level~e.g., Jesteadtet al.,
1977!.

Consistent with the hypothesis that the auditory system
only combines information fully across those frequency
components for which there is evidence of a common source
~e.g., Bregman and Pinker, 1978; Darwin, 1984; Darwin and
Ciocca, 1992!, several profile analysis studies have reported
results which suggest that the ability of listeners to compare

relative intensities across frequency is impaired by manipu-
lations which promote perceptual segregation of the target
and flanking components. Such manipulations include pre-
senting the target and flanking components to different ears
~Green and Kidd, 1983; Bernstein and Green, 1987!, apply-
ing different patterns of frequency modulation to the target
and flanking components~Green and Nguyen, 1988; Dai and
Green, 1991!, and gating the target and flanking components
on at different times~Green and Dai, 1992; Hill and Bailey,
1997, 1998!. Conversely, Green and Forest~1986! found that
in the absence of cues to segregation, listeners were appar-
ently unable to ignore the presence of a random-amplitude
frequency component when detecting an increment in the
central component of a 21-component complex. The effec-
tiveness of the masker component increased with increasing
proximity to the target, the average increase in threshold at-
tributable to the uncertainty in spectral shape being approxi-
mately 5 dB.

While the issue of across-frequency interference effects
in profile analysis has been largely ignored, there have been
numerous demonstrations and investigations of other inter-
ference phenomena. These include so-called binaural inter-
ference ~e.g., Dye, 1990; Trahiotis and Bernstein, 1990;
Woods and Colburn, 1992!, and modulation detection/
discrimination interference~e.g., Yost and Sheft, 1989; Yost
et al., 1989; Bacon and Moore, 1993!. The presence of ex-
traneous frequency components has also been shown to im-
pair the detection of tones in noise~e.g., Neff and Green,
1987; Neff and Callaghan, 1988! and affects adversely tradi-
tional intensity discrimination when the frequencies of the
extraneous components are selected randomly on each pre-
sentation~Neff and Jesteadt, 1996!. In many cases the detri-
mental effect of extraneous energy can be reduced either bya!Corresponding author, Electronic mail: nih1@york.ac.uk
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gating the interferer asynchronously~e.g., Hall and Grose,
1991; Moore and Jorasz, 1992; Neff, 1995! or else present-
ing the interferer continuously throughout a block of trials
~Hall and Grose, 1990; Bernstein and Trahiotis, 1995!.

The first objective of the current experiment was to de-
termine whether, as suggested by the results of Green and
Forest~1986!, listeners’ ability to discriminate the relative
levels of a pair of tones was impaired by the presence of an
interfering signal. Assuming that interference did result, the
second objective was to assess whether interference could be
reduced by gating the interferer on ahead of the tone pair.
Three conditions were tested: a baseline condition in which
only the target tone and a single referent tone were pre-
sented, asynchronousinterferer condition in which a four-
component interferer began and ended at the same time as
the target and referent tones, and anasynchronousinterferer
condition in which the interferer was gated on ahead of the
other tones. The amplitudes of the components of the inter-
ferer were equal to one another, but variable with respect to
the target and referent. If listeners were able to compare the
levels of the target and referent even in the presence of ex-
traneous energy, then there should be little difference in
threshold between the three conditions. However, if listeners
combine information across all components for which there
is evidence of a common source, then one would expect
thresholds to be elevated in the synchronous interferer con-
dition relative to the other two.

I. EXPERIMENT

A. Listeners

The four listeners were aged between 20 and 30 years.
All listeners had normal pure-tone thresholds over the range
of frequencies used in this experiment. All participants were
experienced profile listeners. Listener NH was the first au-
thor. The remaining listeners were students at the university
and received payment.

B. Stimuli and equipment

The stimulus in the baseline condition consisted of a
1200-Hz target tone and a 600-Hz referent. In the two inter-
ference conditions this tone pair was accompanied by four
equal-level interferer tones at frequencies of 150, 300, 2400,
and 4800 Hz. In all three conditions, the signal was an in-
crement in the level of the 1200-Hz target component. Ex-
cept in the asynchronous interferer condition, all tones had a
duration of 200 ms and were gated on and off at the same
time. In the asynchronous condition, the duration of the in-
terferer tones was increased to 400 ms, with the onset of the
interferer preceding that of the target and referent by 200 ms.
All durations included 10-ms cos2 onset and offset ramps. To
render comparisons of intensity between the target and inter-
ferer tones unreliable, the level of the interferer relative to
the target was selected randomly on each presentation from a
uniform distribution spanning a 20-dB range. The mid-point
of the distribution of interferer levels corresponded to the
level of the unincremented target such that the maximum
level difference between the target component and a compo-
nent of the interferer in the nonsignal interval was610 dB.

To reduce the effectiveness of within-channel loudness cues,
the overall level of the stimuli was also selected randomly on
each presentation. These levels were again selected from a
uniform distribution spanning a 20-dB range, with the level
of the target and referent components at the mid-point of this
range being 55 dB SPL. The starting phases of the tones
were randomized on each presentation.

Stimuli were synthesized in real time at a sampling rate
of 20 kHz using custom software running on an IBM-
compatible PC. The resulting waveforms were converted to
voltages using 16-bit DACs~TDT model DD1! and were
low-pass filtered at 8 kHz~TDT model FT5!. The overall
level of the stimuli was controlled using a pair of attenuators
~TDT model PA4! having a resolution of 0.1 dB. The level
of the interferer relative to the referent was adjusted in soft-
ware. Stimuli were presented diotically over Sennheiser
HD414 headphones. Listeners were run individually in a
sound-attenuating enclosure.

C. Procedure

Thresholds were determined using a two-alternative,
forced-choice, adaptive procedure employing a 3-down, 1-up
rule which targeted the level increment corresponding to
79% correct responses~Levitt, 1971!. Each 80-trial run be-
gan with the size of the intensity increment, defined as
10 log(11DI/I), set to 10 dB. During a run the magnitude of
the increment was varied logarithmically with an initial ratio
of 0.7225. This ratio was increased to 0.85 following the first
error so as to increase the resolution of the adaptive proce-
dure near threshold. For example, if the first three responses
in a run were correct, the level increment would be reduced
to 7.225 dB (0.7225310.0 dB). An error on the following
trial would result in the increment being set to 8.50 dB
~7.225 dB/0.85!. The data corresponding to the first three or
four reversals in each run were ignored, estimated threshold
being based on the average intensity increment over the re-
maining even number of reversals. A typical threshold esti-
mate was based on an average of 8–14 reversals. In each
session listeners completed eight runs of the adaptive proce-
dure, which lasted approximately 45 mins.

The beginning of each trial was signaled by the presen-
tation of a visual alerting signal in the center of a computer
screen for 200 ms. In the baseline and synchronous interferer
conditions, the first observation interval followed 700 ms
after the offset of the alerting signal, and the inter-stimulus
interval was also 700 ms. In the asynchronous interferer con-
dition these intervals were reduced to 500 ms so that the
overall duration of a trial was fixed across the three condi-
tions. Listeners were given an unlimited time in which to
respond, immediately after which they were presented with
feedback for 400 ms. The next trial began 1 s after the ter-
mination of feedback.

So far as was possible listeners participated five days per
week over a period of approximately four weeks. On any
given session the same condition was presented on each of
the eight runs in order to minimize effects of uncertainty.
Listeners completed six sessions~3840 trials! in each condi-
tion with the conditions rotated daily. For consistency with
the majority of profile analysis studies the threshold level
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increment for each run was converted to the corresponding
signal-to-pedestal ratio in decibels@defined as 20 log(DA/A)#
before averaging.

D. Results

Table I shows the threshold signal-to-pedestal ratio and
associated standard error for each listener and condition de-
rived from the final two sessions per condition. Also shown
are the pairwise differences between performance in the
three conditions. For all listeners, discrimination thresholds
were higher in the synchronous interferer condition than in
the baseline condition, the magnitude of the impairment
ranging from approximately 5 dB for listener AC up to al-
most 17 dB for listeners AK and HB. Gating the interferer on
200 ms ahead of the target and referent resulted in improved
performance for all listeners, with only AK having thresh-
olds more than 2 dB higher than in the baseline condition.

For a 3-down, 1-up adaptive procedure and a level varia-
tion of 20 dB, the theoretical lower limit on threshold for a
listener basing his/her decision purely on across-interval
comparisons of loudness is 2.13 dB.1 With the exception of
listeners HB and AK in the synchronous interferer condition,
all thresholds were below this limit indicating that in most
cases some use was being made of within-interval, across-
frequency comparisons of intensity~i.e., spectral cues!. Since
the level of the interferers relative to the target was roved
independently of the overall level, listeners could theoreti-
cally achieve a threshold below 2.13 dB without utilizing the
referent tone, by combining both level and spectral cues.
Such a strategy would predict a lower limit on performance
of 22.45 dB.2 Since the highest threshold in the asynchro-
nous interferer condition was25.48 dB, all listeners must
have been utilizing the referent tone in this condition. Over-
all performance in the baseline condition was comparable to
that reported by Dai and Green~1992! and Versfeld and
Houtsma~1995! for similarly spaced two-tone complexes af-
ter correcting for differences in targeted threshold.

Listener AC showed the largest effects of practice, with
thresholds in all three conditions improving over the six ses-
sions. This improvement ranged from approximately 8 dB in
the synchronous interferer condition to just under 3 dB in the
asynchronous interferer condition. Of the remaining listen-
ers, NH displayed an improvement of approximately 4 dB in
the synchronous interferer condition, while HB improved by
nearly 6 dB in the asynchronous interferer condition. The
relatively small effects of practice probably reflect the fact

that these listeners had considerable prior experience in pro-
file analysis tasks, albeit using different stimuli.

E. Discussion

Thresholds for all listeners were elevated when the in-
terferer was gated synchronously with the target and referent.
This result replicates the earlier finding of Green and Forest
~1986! and suggests that such interference cannot be over-
come even with substantial practice using the same inter-
ferer. By comparison with performance in the baseline con-
dition, there were marked quantitative differences in the
amount of masking in the synchronous interferer condition.
Similar variability has also been observed in other interfer-
ence paradigms~e.g., Neff and Callaghan, 1988!, and may
reflect the use of different strategies on the part of the listen-
ers. For example, listeners could base their decision on spec-
tral cues, level cues, or a combination of the two.

Given that the frequency components were spaced at
octave intervals, it would appear unlikely that the increase in
threshold in the synchronous interference condition resulted
entirely from within-channel masking. For example, masking
pattern data~Egan and Hake, 1950! and estimates of auditory
filter shape derived from the notched-noise method~Moore
et al., 1990! suggest that the masking effect of the 300-Hz
component of the interferer would have been reduced by
approximately 30 dB at the frequency of the referent tone. A
more likely explanation for the observed pattern of results is
that listeners were unable to exclude the synchronously gated
interferer components from the decision process. That is, in
the absence of cues to segregation, listeners were basing their
decision on a perceptual attribute derived from an integration
of intensity information across all frequency components.
This interpretation is qualitatively consistent with the model
of auditory object formation proposed by Woods~1990!. Ac-
cording to this model, the perceptual attributes of an object
are derived from a weighted average of auditory information
across frequency, the weight assigned to a given component
reflecting the probability of that component belonging to the
attended object. This probability is hypothesized to depend
on such factors as similarity of onset, and harmonicity.

The reduction in the effect of the interferer when it was
gated on ahead of the target and referent is consistent with a
number of previous demonstrations of beneficial effects of
asynchrony in other across-frequency interference paradigms
including modulation detection and discrimination interfer-
ence~Hall and Grose, 1991; Moore and Jorasz, 1992! and

TABLE I. Threshold signal-to-pedestal ratio and associated standard error for each listener and condition
derived from the final two sessions of data collection per condition. Also shown are the pairwise differences
between performance in the three conditions.

Threshold~dB! Difference~dB!

Listener Sync Async None Sync-
None

Async-
None

Sync-
Async

AC 29.47 ~0.58! 213.83 ~0.41! 214.37 ~0.55! 4.90 0.54 4.36
NH 26.59 ~0.76! 213.98 ~0.29! 215.72 ~0.60! 9.13 1.74 7.39
HB 4.58 ~0.71! 214.12 ~0.61! 212.35 ~0.86! 16.93 21.77 18.70
AK 4.82 ~0.70! 25.48 ~0.48! 212.16 ~0.34! 16.98 6.68 10.30
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informational masking~Neff, 1995!. However, the result
contrasts with the failure to find consistent effects of asyn-
chrony in binaural interference paradigms~e.g., Woods and
Colburn, 1992; Stellmack and Dye, 1993; Bernstein and Tra-
hiotis, 1995!.

Previous studies of the effect of asynchrony in profile
analysis tasks have shown that the presence of an asynchrony
between the spectral components or regions being compared
leads to an elevation in threshold relative to the situation in
which all components begin and end at the same time~Green
and Dai, 1992; Hill and Bailey, 1997, 1998!. The present
experiment complements these earlier studies, providing fur-
ther evidence that, in the case of timbre perception, onset
asynchrony is an effective cue for segregating concurrent
frequency components. The results of the present experiment
also suggest that the reduction in performance as a result of
asynchrony observed in previous profile analysis studies was
not due to a simple distracting effect, since in the present
experiment thresholds were actually lower in the asynchro-
nous condition.

While the present experiment used stimuli that were har-
monically related, the result of Green and Forest~1986! sug-
gests that this is an unnecessary condition for interference.
Nonetheless, it is possible that the magnitude of the interfer-
ence in the present experiment was enhanced by the exis-
tence of a harmonic relationship. Conversely, presenting the
interferer with a different fundamental frequency to the tar-
get pair may be an effective way of reducing interference
even when the extraneous energy is gated synchronously
~e.g., Buell and Hafter, 1991!.

In summary, the results of the present experiment indi-
cate that listeners’ ability to discriminate the relative inten-
sities of frequency components in one frequency region is
impaired by the presence of synchronously gated energy
elsewhere in the frequency spectrum. The interference per-
sisted despite nearly 4000 trials of practice, although there
was some improvement for two of the four listeners. Gating
the extraneous energy on ahead of the critical components
either reduced~one listener! or abolished~three listeners! the
interference. The results are consistent with an explanation in
terms of perceptual grouping of simultaneous frequency
components.
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Psychophysical suppression as a function of signal frequency:
Noise and tonal maskersa)
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Physiological studies have suggested that the basal region of the cochlea is more nonlinear than the
apical region. To evaluate this possibility psychophysically, suppression was investigated across
signal frequency~250, 500, 1000, 2000, and 4000 Hz! in a forward-masking paradigm using both
noise and tonal maskers/suppressors. Masker duration was 200 ms, signal duration was 20 or 40 ms,
and signal delay was 0 or 20 ms; the longer delay was necessary to eliminate potential confusion
effects observed with the~narrow-band! noise masker. When using a noise masker~spectrum level
of 40 dB!, suppression was determined by comparing the threshold in the presence of a broadband
masker with that in the presence of a critical band~ERB! masker. When using a tonal masker
~masker level of 50 dB SPL, suppressor level of 70 dB SPL, with the suppressor frequency being
1.2 times the masker/signal frequency!, suppression was determined by comparing the threshold in
the presence of the masker plus suppressor with that in the presence of the masker alone. The
magnitude of suppression was determined either by the measured change in signal threshold or by
the inferred change in masker level. Regardless of how suppression was quantified, for both masker
types, the amount of suppression increased as signal frequency increased up to about 1000 Hz, but
then reached an asymptote or decreased somewhat as signal frequency increased to 4000 Hz. The
magnitude of suppression was much larger with a noise masker than with a tonal masker, which
could be a result of the different number of components in the masker which might serve as a
suppressor. ©1998 Acoustical Society of America.@S0001-4966~98!02308-X#

PACS numbers: 43.66.Dc, 43.66.Mk@RVS#

INTRODUCTION

Since Rhode’s~1971! important demonstration of non-
linear basilar membrane motion in the squirrel monkey, it
has become increasingly clear that the healthy peripheral au-
ditory system is highly nonlinear. The results of physiologi-
cal studies have suggested that the basal regions of the basi-
lar membrane behave more nonlinearly than the apical
regions~e.g., Rhode, 1977; Ruggeroet al., 1992; Rhode and
Cooper, 1993; Cooper and Rhode, 1995!. Because most stud-
ies of basilar membrane nonlinearity have concentrated on
the basal region~e.g., Rhode, 1977; Ruggeroet al., 1992;
Rhode and Cooper, 1993!, however, it is difficult to deter-
mine if there are differences in the extent of the nonlinearity
at the basal and apical regions of the cochlea. However, Coo-
per and Rhode~1995! recently studied basilar membrane me-
chanics at the apical regions~characteristic frequencies were
between 200 and 350 Hz! of the guinea pig cochlea, and
found compressive input–output functions above 80 dB SPL
in only 5 of 17 preparations, and two-tone suppression in
only 1 of 5 preparations. Their results contrast with those
observed in other studies at the basal region, where compres-
sive input–output functions were observed at levels above
60–70 dB SPL and two-tone suppression was observed in

most preparations. Their results suggest, therefore, that the
nonlinearity may be more dominant at the basal region than
at the apical region of cochlea.

Insight into basilar membrane nonlinearity can be ob-
tained by studying firing rate responses of auditory nerve
fibers ~e.g., Schmiedtet al., 1980; Delgutte, 1990; Yates
et al., 1990; Javel, 1994!. Schmiedtet al. ~1980! measured
two-tone suppression in the gerbil auditory nerve using ex-
citor tones at characteristic frequencies~CFs! ranging from
about 1000–12 000 Hz, and suppressor tones located above
CF. They found that the amount of suppression increased
with increasing CF, and, in particular, that fibers with CFs
between 4000 and 12 000 Hz showed the strongest suppres-
sion. Consistent with those results, Delgutte~1990! found
that two-tone suppression varies as a function of CF in the
cat auditory nerve. Using suppressor frequencies below CF,
he found that fibers with CFs greater than 2000 Hz showed
as much as 40–50 dB of suppression, whereas fibers with
CFs less than 2000 Hz showed less than 20–30 dB of sup-
pression. Finally, Javel~1994! measured tuning curves in cat
auditory nerve fibers, and fitted those curves with a compu-
tational model. He found that the magnitude of the compres-
sive component in his model had to increase with increasing
CF in order to fit his tuning curve data.

Psychophysical suppression can be observed when the
effectiveness of a masker is reduced by the presence of an
additional stimulus~suppressor!. Since Houtgast~1973! in-
vestigated two-tone suppression using the pulsation thresh-
old technique, it has been extensively studied using several
different psychophysical paradigms and various stimuli~e.g.,
Shannon, 1976; Terry and Moore, 1977; Weber, 1978; We-

a!Portions of this research were presented at the 133rd meeting of the Acous-
tical Society of America@J. Lee and S. P. Bacon, ‘‘Psychophysical sup-
pression as a function of signal frequency,’’ J. Acoust. Soc. Am.101,
3148~A! ~1997!#.
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ber and Green, 1978; Stelmachowiczet al., 1982; Fastl and
Bechly, 1983; Moore and Glasberg, 1983!. Most studies
have concentrated on the effects of the temporal, intensive,
and spectral relationship between masker and suppressor.
Relatively little research has concentrated on the effect of
signal frequency. Such research, however, might provide
some insight into whether the degree of nonlinearity differs
between the basal and apical regions of the cochlea.

In Shannon’s study~1976! with tonal maskers, some
subjects showed more suppression at higher signal frequen-
cies than at lower frequencies, but others showed no effect of
signal frequency on suppression. Because different signal
durations were used for different signal frequencies~40, 20,
10, 5, and 3 ms for 500, 1000, 2000, 4000, and 6000 Hz,
respectively!, it is difficult to interpret his results in terms of
the effect of signal frequency on suppression: the smaller
amount of suppression at lower frequencies may have been
due to the longer signal duration. Recently, Thibodeau and
Fagelson~1993! investigated suppression at two signal fre-
quencies~500 and 2000 Hz! using noise and tonal maskers.
Consistent with the results from at least some of Shannon’s
subjects, they found that suppression was larger at the higher
signal frequency. On the other hand, Moore and Glasberg
~1983! measured suppression using noise maskers, and found
more suppression at 2000 Hz than at 4000 Hz. Thus, the
results in the literature suggest that there may be an effect of
frequency on suppression, although that effect is unclear. To
gain a better understanding of the effect of signal frequency
on suppression, the present study measured psychophysical
suppression over a wide range of signal frequencies~from
250–4000 Hz! with both noise and tonal maskers.

When using a noise masker, suppression was determined
by comparing the threshold in the presence of a broadband
masker with that in the presence of an ERB~equivalent rect-
angular bandwidth! masker. When using a tonal masker, sup-
pression was determined by comparing the threshold in the
presence of a two-tone masker~consisting of masker plus
suppressor! with that in the presence of a one-tone masker
~masker alone!. The magnitude of suppression was deter-
mined either by the measured change in signal threshold or
by the inferred change in masker level. The latter may pro-
vide a more accurate estimate of suppression magnitude, in-
asmuch as suppression may represent a reduction in the ef-
fective level of the masker~Houtgast, 1974; Shannon, 1976;
Moore and Glasberg, 1983!. To express suppression as a
change in masker level, growth-of-masking functions for the
different signal frequencies were measured for both the ERB
and tonal maskers. Because growth of masking in forward
masking is typically nonlinear~i.e., the slope is usually less
than 1 dB/dB!, the two measures of suppression will not
yield identical estimates of suppression magnitude. More-
over, if the slope of the growth-of-masking function varies
systematically as a function of masker/signal frequency, the
pattern of results representing suppression versus frequency
may depend upon whether suppression is defined as a change
in threshold or a change in masker level.

I. EXPERIMENT 1: SUPPRESSION ACROSS SIGNAL
FREQUENCY WITH A NOISE MASKER

A. Method

1. Subjects

Three normal-hearing subjects participated. They ranged
in age from 24–31 yr. Each subject’s absolute thresholds
were not worse than 10 dB HL~ANSI, 1989! at any of the
octave frequencies from 250–8000 Hz. All subjects had ex-
perience in other psychoacoustic experiments. One of the
subjects~S1! was author JL; the other two subjects were paid
an hourly wage for their participation.

2. Apparatus and stimuli

A forward-masking paradigm was used: a noise masker
was followed by a sinusoidal signal. The signal frequency
was 250, 500, 1000, 2000, or 4000 Hz. The signals were
digitally generated and produced~TDT DA1! at a 20-kHz
sampling rate. The output of the 16-bit digital-to-analog con-
verter was low-pass filtered at 8 kHz~Kemo VBF 25.01, 135
dB/oct!. The bandwidth of the noise masker was one ERB
~Glasberg and Moore, 1990! or broadband~BB; 10 kHz
wide!. The bandwidths~in Hz! for the ERB masker at the
various signal frequencies were: 60 at 250 Hz; 80 at 500 Hz;
140 at 1000 Hz; 240 at 2000 Hz; and 460 at 4000 Hz. The
noise masker was created by multiplying a sinusoid~HP
8904A synthesizer! whose frequency was equal to the signal
frequency~for the ERB masker! or to 5000 Hz~for the BB
masker! by a low-pass-filtered~Kemo VBF 25.01! random
noise~GenRad 1381!.

The onsets and offsets of both masker and signal were
shaped by a cosine-squared function~the analog masker was
gated with a digital gating function!. The duration of the
masker was 200 ms, including rise/fall times of 10 ms. The
duration of the signal was 20 or 40 ms, including rise/fall
times of 10 or 20 ms, respectively. The 40-ms duration was
used to reduce the likelihood of off-frequency listening to
splatter in the signal spectrum, which could especially be a
problem for the 20-ms signal at the lower signal frequencies
~Moore, 1981!. The delay~0-voltage points! between the
masker offset and signal onset was 0 or 20 ms. The 20-ms
delay was employed to effectively eliminate any ‘‘confu-
sion’’ effects that could contaminate the threshold measure-
ment at the 0-ms delay~Moore, 1981; Neff, 1985!. Signal
level was varied adaptively whereas the spectrum level of the
masker was fixed at 40 dB SPL.

The growth-of-masking functions were obtained for the
20-ms signal at all signal frequencies. The spectrum level of
the ERB masker ranged from 0–40 dB SPL. The delay~0-
voltage points! between the masker offset and signal onset
was 0 or 20 ms.

An independent BB noise was presented in the nontest
ear ~contralateral cue!. It was gated synchronously with the
masker to provide a temporal cue for the onset and, more
importantly, the offset of the masker~Moore and Glasberg,
1982!. The spectrum level of the cue was 10 dB SPL for the
suppression phase of the experiment, and was 30 dB less
than the spectrum level of the ERB masker for the growth-
of-masking phase of the experiment. Because this cue was
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generated by a different noise source from that which gener-
ated the masker at the test ear, there is no possibility of a
masking level difference.

3. Procedure

A two-interval, forced-choice paradigm employing a
three-down, one-up adaptive rule estimating 79.4% correct
~Levitt, 1971! was used to measure threshold. Each run con-
sisted of 60 trials. The initial step size of 4 dB was reduced
to 2 dB after the first two reversals. The first two or three
reversals were discarded~two if the total number of reversals
was even, three if it was odd! and the remaining reversals
were averaged to obtain the threshold estimate for that run.
Threshold estimates were discarded on the rare occasions
when the standard deviation of the reversals was greater than
5 dB or when there were fewer than six reversals in the
mean. Each threshold reported is the mean of the estimates
from at least three runs. When the standard deviation of this
mean exceeded 3 dB, an additional estimate was obtained,
and all estimates were averaged. This continued until the
standard deviation of the estimates was less than 3 dB or
until six estimates were obtained. All of the thresholds re-
ported here had standard deviations less than 3 dB.

Subjects listened through TDH-49P headphones while
seated in a soundproof room and responded by pushing one
of two buttons on a response panel. Lights were used to
indicate the warning interval, the two observation intervals,
the response interval, and then to provide correct-response
feedback.

B. Results and discussion

Figure 1 shows detection thresholds as a function of
signal frequency for the 0-ms signal delay condition. The
individual results are shown in three panels, and the mean
results in the fourth. The open symbols represent the 20-ms
signal duration, and the closed symbols represent the 40-ms
signal duration; the triangles are for the ERB masker, and the
squares are for the BB masker. In the bottom right panel, the
short- and long-dashed lines without symbols represent the
group mean absolute thresholds for the 20- and 40-ms signal
durations, respectively. The solid line represents the overall
level of the ERB masker. Because the pattern of results was
similar across subjects, only the mean data will be discussed.

In general, thresholds for the ERB masker are higher
than those for the BB masker for both signal durations. The
lower thresholds for the BB masker could be interpreted as
reflecting suppression~Weber, 1978; Moore, 1981; Moore
and Glasberg, 1983!, although this interpretation should be
made with some caution. Previous studies have indicated that
the inherent fluctuations of a narrow-band masker can be
confused with the brief signal immediately following the
masker, resulting in artificially high thresholds in, for ex-
ample, the ERB condition~Fastl and Bechly, 1981; Moore,
1981; Moore and Glasberg, 1982, 1983, 1985; Neff and Jest-
eadt, 1983; Neff, 1985, 1986!. The lower thresholds for the
BB condition might, therefore, simply reflect the lack of such
a confusion effect. Although a contralateral cue was used
here to eliminate such confusion, it may have been ineffec-

tive. It is, therefore, necessary to examine if the measure-
ments for the ERB masker in the present study were affected
by confusion.

Notice that for both signal durations, the thresholds for
the BB masker follow the pattern for the absolute thresholds
very well, whereas those for the ERB masker do not. More-
over, most of the thresholds for the ERB masker are higher
than the overall level of the ERB masker~solid line!, par-
ticularly at the lower signal frequencies. These results sug-
gest that a confusion effect influenced the thresholds for the
ERB masker, but not for the BB masker~Pastore and Freda,
1980; Moore and Glasberg, 1983; Neff, 1986!, indicating
that the contralateral cue was not effective in eliminating the
confusion~see the Appendix for further evidence that confu-
sion effects influenced the results for the ERB masker!. An-
other, probably more effective, way to eliminate the confu-
sion between the ERB masker and sinusoidal signal is to
introduce a delay between the two~Moore, 1981; Neff,
1985!. Based on the results of Moore~1981! and Neff
~1985!, a 20-ms delay was introduced between masker and
signal to resolve the confusion effects that apparently influ-
enced the results in Fig. 1. These results are shown in Fig. 2.
Because the results are similar across subjects, only their
mean results are discussed.

For the ERB masker, the thresholds for both the 20- and
40-ms signals are lower than the overall level of the ERB
masker and follow the absolute thresholds reasonably well.
These results indicate that the confusion effect was elimi-

FIG. 1. Detection thresholds as a function of signal frequency for a 0-ms
delay between masker offset and signal onset. The open symbols are for a
20-ms signal, and the closed symbols are for a 40-ms signal. Different
symbols in each panel represent different masker conditions: triangles for
the ERB masker, and squares for the BB masker. In the bottom right panel,
the short- and long-dashed lines without symbols represent the group mean
absolute threshold for the 20- and 40-ms signal durations, respectively. The
solid line represents the overall level of the ERB masker. Error bars indicate
plus and minus one standard error. Error bars for some conditions are not
visible because they are smaller than the size of the symbols.
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nated by inserting the delay between masker offset and sig-
nal onset, consistent with the findings of Moore~1981! and
Neff ~1985!.

The 40-ms signal was used in the present experiment in
order to minimize off-frequency listening due to the detec-
tion of signal splatter, which may have been most prominent
at the low signal frequencies in the presence of the ERB
masker. The consequence of such off-frequency listening
would be to reduce the estimate of suppression at low fre-
quencies, and consequently invalidate the comparison of
suppression across frequency. If subjects were listening off
frequency in the 20-ms condition, then those thresholds
might be expected to be lower than those in the 40-ms con-
dition. In fact, thresholds for the 20-ms signal are never
lower than those for the 40-ms signal at either delay~see
Figs. 1 and 2!, suggesting that off-frequency listening may
not have been a problem after all for the 20-ms signal.

According to an energy-detection model, there should be
a 3-dB decrease in threshold as the signal duration is in-
creased from 20 to 40 ms. The absolute thresholds are in
good agreement with this. The masked thresholds, however,
show an improvement of anywhere from 0 to 14 dB. Al-
though some of the change in the masked thresholds may be
understood by the change in signal energy, it may be better
explained by the change ineffectivesignal delay that accom-
panies a change in signal duration. The effective signal delay
may be defined as the time from masker offset to signal
offset ~recall that the delay reported here is from masker
offset to signalonset!. To evaluate whether the effect of
signal duration on masked threshold can be accounted for
quantitatively by a change in effective signal delay, thresh-
olds were measured for a 20-ms signal at a 40-ms~offset to
onset! delay and compared with those in Fig. 2 with a 40-ms
signal at a 20-ms delay.1 The results are shown in Fig. 3.

Important here is the overlap between the open and closed
symbols for a given symbol type~triangles for the ERB
masker, squares for the BB masker!. The results thus suggest
that most of the change in masked thresholds with signal
duration in Fig. 2 reflects the concomitant change in effec-
tive signal delay.

Given the possible influence of confusion effects at the
0-ms delay, suppression was calculated only for the 20-ms
delay condition. The results are shown in Fig. 4. The amount
of suppression was calculated by subtracting the thresholds
obtained with the BB masker from those obtained with the
ERB masker. Although there are some differences within
and across subjects, the amount of suppression generally in-
creases with increasing signal frequency up to 500 or 1000
Hz, and then decreases somewhat as signal frequency in-
creases to 4000 Hz. Moore and Glasberg~1983! have also
observed a smaller amount of suppression at 4000 Hz com-
pared to 2000 Hz. The cause of this decrease in suppression
at high frequencies is unclear, although it may be related to a
decrease in energy at high frequencies due to the middle ear
transfer function or the rolloff of the headphones at high
frequencies~also see Moore and Glasberg, 1983!: for these
higher signal frequencies, the high-frequency~suppressor!
energy in the BB masker that lies above the critical band
centered at the signal frequency would be attenuated, and
thus less effective. Regardless, the results from this experi-
ment show that the amount of suppression depends on signal
frequency.

The amount of suppression in Fig. 4 was defined as the
difference between the thresholds in the ERB and BB con-
ditions. If suppression, however, represents a reduction in the
effective level of the masker~Houtgast, 1974; Shannon,
1976; Moore and Glasberg, 1983!, it may be more appropri-

FIG. 2. As for Fig. 1, but for a 20-ms delay between masker offset and
signal onset.

FIG. 3. Comparison between thresholds obtained with a 40-ms signal at a
20-ms delay~closed symbols!, and those obtained with a 20-ms signal at a
40-ms delay~open symbols!. Triangles are for the ERB masker, and squares
are for the BB masker. Error bars indicate plus and minus one standard
error.
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ate to define suppression as a change in masker level. This
can be done here by taking into account the growth-of-
masking functions obtained with the ERB masker. Note,
however, that these functions were obtained only for the
20-ms signal, and thus this measure of suppression is con-
fined here to this duration. Each growth-of-masking function
was fitted with a least-squares procedure including only
those thresholds representing at least 5 dB of masking. Table
I shows the resulting slope,y intercept, and variance (R2)
accounted for. There is no systematic change in slope across
signal frequency~see Moore and Glasberg, 1983!. Impor-
tantly, this suggests that the pattern reflecting the amount of

suppression as a function of signal frequency will not depend
upon how suppression is defined. This is shown in Fig. 5,
where suppression is plotted both as a change in threshold
~squares, from Fig. 4! and as a change in masker level
~circles, defined as a change in threshold divided by the slope
of the masking function!. Although the pattern of results
across signal frequency is similar for the two ways of calcu-
lating suppression, the amount of suppression is generally
greater when expressed in terms of a change in masker level.

II. EXPERIMENT 2: SUPPRESSION ACROSS SIGNAL
FREQUENCY WITH A TONAL MASKER

A. Method

1. Subjects

The subjects were the same as in experiment 1.

2. Apparatus and stimuli

The same forward-masking paradigm was used as in ex-
periment 1, except that the masker was a tone. The stimuli
were digitally generated and produced~TDT DA 1! at a 20-
kHz sampling rate. The output of the 16-bit digital-to-analog
converter was low-pass filtered at 8 kHz~Kemo VBF 25.01,
135 dB/oct!.

The masker and signal frequencies were the same as one
another and were equal to 250, 500, 1000, or 4000 Hz. The
suppressor frequency was 1.2 times the frequency of the
masker~and signal!. The onsets and offsets of all stimuli
were shaped by a cosine-squared function. The duration of
the masker ~and synchronously gated suppressor, when
present! was 200 ms, including the rise/fall times of 10 ms.
The duration of the signal was 20 or 40 ms, including the

FIG. 4. Suppression as a function of signal frequency for the 20-ms delay
condition. Signal duration was either 20 ms~squares! or 40 ms~circles!.
Suppression is calculated as the difference between threshold in the pres-
ence of the ERB masker and threshold in the presence of the BB masker.

TABLE I. Individual results of the least-squares fits to the growth-of-
masking functions for the ERB masker. Signal duration was 20 ms.

Signal
frequency

0-ms delay 20-ms delay

Slope y intercept R2 Slope y intercept R2

S1 250 0.82 29.2 0.97 0.40 40.2 0.97
500 0.93 27.1 0.99 0.42 33.3 0.97

1000 0.94 28.9 0.99 0.34 29.3 0.98
2000 0.75 34.0 0.94 0.48 27.7 0.98
4000 0.69 35.6 0.95 0.30 28.4 0.98

S2 250 0.57 42.3 0.97 0.52 38.4 0.99
500 0.72 36.8 0.95 0.67 27.8 0.99

1000 0.78 37.0 1.00 0.53 27.1 1.00
2000 0.80 37.5 0.98 0.41 34.7 0.95
4000 0.78 33.7 0.93 0.36 28.1 0.99

S3 250 0.76 32.5 0.98 0.63 34.0 1.00
500 0.75 32.3 0.97 0.42 30.3 0.94

1000 0.89 30.7 0.99 0.30 33.2 0.99
2000 1.00 28.7 1.00 0.37 26.6 0.88
4000 0.71 35.3 0.95 0.38 29.5 0.88

FIG. 5. Suppression as a function of signal frequency for the noise masker.
Signal delay was 20 ms, and signal duration was 20 ms. Suppression is
calculated in terms of a threshold change~squares, from Fig. 4! and in terms
of a masker level change~circles!.
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rise/fall times of 10 or 20 ms, respectively. The delay~0-
voltage points! between the masker offset and signal onset
was 0 or 20 ms. Signal level was varied adaptively whereas
masker and suppressor levels were fixed at 50 and 70 dB
SPL, respectively.2

The growth-of-masking functions were measured for
signal frequencies of 250, 500, 1000, or 4000 Hz. The delay
~0-voltage points! between the masker offset and signal onset
was 0 or 20 ms. The level of the masker ranged from 30–70
dB SPL.

The contralateral cue that was employed in experiment 1
was not used for the suppression phase of the experiment,
because it did not appear effective in experiment 1, and the
temporal confusion that might exist for narrow-band noise
maskers and sinusoidal signals should not exist for sinu-
soidal maskers and signals~Neff and Jesteadt, 1983; Neff,
1986!.3 The contralateral cue was used for the growth-of-
masking functions, and the spectrum level of the cue was 20
dB less than the level of the masker.

3. Procedure

The procedure was the same as in experiment 1.

B. Results and discussion

Detection thresholds for the 0-ms delay condition are
plotted as a function of signal frequency in Fig. 6. The indi-
vidual and mean results are shown in separate panels. The
open symbols depict the results for the 20-ms signal, and the

closed symbols depict those for the 40-ms signal: the tri-
angles are for the masker alone (M ), the squares are for the
masker plus suppressor (M1S), and the stars are for the
suppressor alone (S).4 In the bottom right panel, the short-
and long-dashed lines without symbols indicate the group
mean absolute thresholds for the 20- and 40-ms signals, re-
spectively. The solid line indicates the masker level. Because
the results are similar across subjects, only the mean data
will be discussed. Furthermore, the results obtained for the
two signal durations were similar, and thus will not be de-
scribed separately.

Overall, it appears that confusion effects did not affect
the threshold measurements here with the 0-ms delay. In
general, the masked thresholds follow the same trend across
frequency as do the absolute thresholds, which is expected
given that the amount of forward masking is approximately
independent of frequency for a fixed-SPL masker~Jesteadt
et al., 1982!. Moreover, most thresholds in theM condition
are lower than the masker level~solid line!. The exception to
this is at 250 Hz, where the relatively high masked threshold
may be due to the relatively high absolute threshold.

For signal frequencies of 1000 and 4000 Hz, the thresh-
olds obtained in theM1S condition are lower than those
obtained in theM condition, suggesting a certain amount of
suppression at these frequencies. For signal frequencies of
250 and 500 Hz, the thresholds obtained in theM1S condi-
tion are nearly the same or even higher than those obtained
in the M condition, suggesting that the suppressor may be
producing significant amounts of masking. This is confirmed
by noting that, at 250 and 500 Hz, the thresholds in theS
condition ~stars! are similar to those in theM1S condition,
indicating that the suppressor dominates the masking in the
latter condition. The larger amount of masking by the sup-
pressor at the lower frequencies is probably related to the
fact that the distance on the basilar membrane between
places representing the suppressor and signal~for a fixed
frequency ratio! is smaller at lower frequencies than at
higher frequencies~Greenwood, 1990!.

Figure 7 shows the results obtained with a 20-ms delay
between the masker and signal. The thresholds obtained in
the M condition are lower than the level of the masker at all
frequencies. The thresholds obtained in theM1S condition
are still clearly higher than those obtained in theM condition
at 250 Hz, at least with the 20-ms signal. Thresholds ob-
tained in theS condition indicate that this is due to masking
by the suppressor.

For the most part, at both signal delays, the masked
thresholds for the 40-ms signal were more than 3 dB lower
than those for the 20-ms signal. As argued previously in the
context of similar findings in experiment 1, this probably
reflects the longer effective signal delay for the 40-ms signal.
The lower thresholds for the longer signal also suggest that
off-frequency listening to signal splatter probably did not
influence the results presented here.

Figure 8 shows suppression as a function of signal fre-
quency for both the 0-ms~closed symbols! and 20-ms delay
~open symbols!. The amount of suppression was calculated
by subtracting the thresholds obtained in theM1S condition
from those obtained in theM condition. In general, the

FIG. 6. Detection threshold as a function of signal frequency for a 0-ms
delay condition. The open symbols are for a 20-ms signal duration, and the
closed symbols are for a 40-ms duration. Different symbols in each panel
represent different masker conditions: triangles for masker alone (M );
squares for masker plus suppressor (M1S); and stars for suppressor alone
(S). In the bottom right panel, the short- and long-dashed lines without
symbols represent the group mean absolute threshold for the 20- and 40-ms
signal durations, respectively. The solid line represents the level of the
masker. Error bars indicate plus and minus one standard error.
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amount of suppression increases as the signal frequency in-
creases from 250 to 1000 Hz, and then it remains the same
~20-ms signal! or decreases slightly~40-ms signal! as fre-
quency increases to 4000 Hz. The maximum amount of sup-
pression was about 10 dB for the 0-ms delay and about 5 dB
for the 20-ms delay, which is in line with other estimates of
two-tone suppression. The negative value of suppression at
250 Hz is due to the fact that the suppressor produces more
masking than the masker. This raises the question of whether

a positive amount of suppression could be measured at 250
Hz using larger suppressor/masker frequency ratios, where
masking by the suppressor should be reduced. To address
this, pilot data from one subject~S1! were obtained with a
suppressor/masker frequency ratio ranging from 1.1–1.7.
The threshold in theM1S condition decreased as the ratio
increased from 1.1 to 1.4, and then it remained nearly con-
stant at a value similar to the threshold obtained in theM
condition as the ratio increased to 1.7. These results suggest
that the lack of suppression at 250 Hz was not due to our
choice of a suppressor/masker frequency ratio of 1.2.

Suppression also can be calculated as a change in effec-
tive masker level, by taking into account the growth-of-
masking functions for the masker alone. As in experiment 1,
these functions were fitted with a least-squares procedure
including only those thresholds representing at least 5 dB of
masking. Table II shows the resulting slope,y intercept, and
variance accounted for (R2). Consistent with previous re-
sults~Jesteadtet al., 1982; Moore and Glasberg, 1983!, there
is no systematic change in the slope of the masking function
across signal frequency. Figure 9 shows suppression magni-
tude plotted both as a change in masker level and as a change
in threshold~replotted from Fig. 8!. The effect of signal fre-
quency is similar, regardless of how suppression is defined,
although the amount of suppression is generally greater
when suppression is expressed as a change in masker level.

The amount of suppression observed in experiment 2
with a tonal masker is smaller than that observed in experi-
ment 1 with a noise masker~compare Figs. 4 and 8!. The
difference may be related to the number of components in
the masker, and in particular to the number of components in
the masker which might serve as a suppressor.5 Duifhuis
~1980! compared the amount of suppression produced by
two suppressors with that produced by either suppressor
alone. He sometimes found more suppression with two sup-
pressor components than with either one by itself~also see
Weber, 1984!. Viemeister and Bacon~1982! also found more
suppression with a multicomponent harmonic complex than
with a four-component harmonic complex. To evaluate the
possibility that the larger amounts of suppression observed
with the noise masker were due to the larger number of com-

FIG. 7. As for Fig. 6, but for a 20-ms delay between masker offset and
signal onset.

FIG. 8. Suppression as a function of signal frequency for both 0-ms~closed
symbols! and 20-ms delays~open symbols!. Signal duration was either 20
ms ~squares! or 40 ms~circles!. Suppression is calculated as the difference
between threshold in theM condition and threshold in theM1S condition.

TABLE II. Individual results of the least-squares fits to the growth-of-
masking functions for the tonal masker. Signal duration was 20 ms.

Signal
frequency

0-ms delay 20-ms delay

Slope y intercept R2 Slope y intercept R2

S1 250 0.74 12.7 1.00 0.53 22.3 0.98
500 0.64 13.9 0.96 0.27 24.5 0.99

1000 0.79 7.6 1.00 0.39 16.2 0.96
4000 0.81 9.6 0.99 0.30 20.5 0.85

S2 250 0.70 18.6 0.98 0.41 32.7 0.94
500 0.52 21.2 0.98 0.42 19.3 0.98

1000 0.65 12.6 0.99 0.50 10.1 0.99
4000 0.71 11.4 0.99 0.27 19.7 0.95

S3 250 0.82 11.2 1.00 0.46 23.4 0.89
500 0.72 8.8 0.98 0.59 7.0 0.97

1000 0.76 7.7 1.00 0.40 16.0 0.97
4000 1.01 20.9 0.99 0.44 13.4 0.96
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ponents in the masker, pilot data on the effects of number of
components were obtained from two subjects~S1 and S2!.
The masker and signal frequency was 1000 Hz, and the
masker level was 40 dB SPL. Three suppression conditions
were run. In the first, there was only one suppressor compo-
nent ~1200 Hz!. In the second, there were 102 suppressor
components, 51 on each side of the masker, spaced at 2-Hz
intervals ~700–800 Hz on the low side; 1200–1300 Hz on
the high side!. In the third, there were 202 suppressor com-
ponents, 101 on each side of the masker, spaced at 2-Hz
intervals ~600–800 Hz on the low side; 1200–1400 Hz on
the high side!. When there was only one suppressor compo-
nent, its level was 60 dB SPL; when there were multiple
components, the level of each component was 40 dB SPL.
Thus, the overall level of the suppressor was about the same
in all conditions. The masker duration was 200 ms, and the
signal duration was 20 ms. The average amount of suppres-
sion ~measured as a change in signal threshold! in the three
conditions was 2.6, 5.2, and 12 dB, respectively. In terms of
a change in effective masker level, this would correspond to
a change in suppression from about 5 to 28 dB. These results
are thus consistent with the possibility that the difference in
amount of suppression between experiments 1 and 2 is due
to the number of suppressor components in the masker.6

III. GENERAL DISCUSSION

The major purpose of this study was to investigate the
effect of signal frequency on psychophysical suppression.
The results from experiments 1~noise masker! and 2~tonal
masker! suggest that suppression increases as a function of
frequency from 250 to about 1000 Hz, beyond which it either
decreases slightly~noise masker! or remains the same~tonal

masker!.7 These results are consistent with those of Thi-
bodeau and Fagelson~1993!, who found smaller amounts of
suppression at 500 Hz than at 2000 Hz. They are also con-
sistent with the results of some of the subjects in Shannon
~1976!.

Before considering the implication of the present results,
it is worth considering whether they reflect ‘‘true’’ differ-
ences in suppression across frequency, or whether they might
instead reflect some other differences across frequency. An
obvious concern is that they could reflect differences in the
sensation level~SL! of the masker, given the form of the
normal audibility curve. In particular, if the amount of sup-
pression increased with increasing~sensation! level, then one
would expect greater suppression at mid to high frequencies,
simply because the SL of the masker~and suppressor! would
be higher at those frequencies than it would be at low fre-
quencies. The literature suggests, however, that suppression
is not strongly influenced by SL. For example, for
suppressor/masker frequency ratios greater than 1.0, Shan-
non ~1976! found a roughly constant amount of suppression
as the masker level increased from 30 to 70 dB SPL~sup-
pressor level always 20 dB greater than the masker level, as
in the present study!. Furthermore, Moore and Glasberg
~1983! reported that the slopes of the growth-of-masking
functions for narrow-band and broadband maskers were not
significantly different from one another, and thus the esti-
mate of suppression~either as a threshold change or a masker
level change! would not be expected to depend upon noise
level. However, according to Weber’s data~1978!, the
growth of masking may be steeper for narrow-band than for
broadband maskers, suggesting that suppression might in-
crease with increasing noise level. Thus, to evaluate the pos-
sibility that SL may have influenced our comparison of sup-
pression across frequency, we obtained pilot data from one
subject~S1! in a condition where the SL of the noise masker
at the 1000-Hz signal frequency was equated to the SL of the
noise at the 250-Hz signal frequency.8 The amount of sup-
pression at 1000 Hz was unaffected by the decrease in level,
suggesting that the larger amount of suppression at higher
frequencies was not due to the higher SL of the masker at
those frequencies.

Given the apparent lack of an effect of level on suppres-
sion, it is logical to assume that the difference in suppression
across frequency with the noise masker also cannot be ex-
plained by differences in the effective level at the output of
the auditory filter centered at the signal frequency~i.e., in the
level per ERB!: because the auditory filter is narrower at low
frequencies, the level per ERB is less there than it is at
higher frequencies. Nevertheless, to test this possibility, pilot
data from one subject~S1! were obtained in conditions
where the level per ERB was constant~66.6 dB! across sig-
nal frequency. The results did not differ significantly from
those where the spectrum level of the masker was held con-
stant. Again, the smaller amount of suppression at lower fre-
quencies does not appear to be due to differences in effective
level across frequency.

Another possibility is that the pattern of suppression
across signal frequency is dependent upon the choice of

FIG. 9. Suppression as a function of signal frequency for the tonal masker
for both 0-ms~closed symbols! and 20-ms delays~open symbols!. Signal
duration was 20 ms. Suppression is calculated in terms of a threshold change
~squares, from Fig. 8! and in terms of a masker level change~circles!.
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suppressor/masker frequency ratio or masker level, and that
different choices from the ones used here could yield a dif-
ferent pattern of results. This seems unlikely, however, given
recent results from another study from our laboratory. Hicks
~1997! measured two-tone suppression for signal frequencies
from 375 to 3000 Hz using suppressor/masker frequency ra-
tios of 1.1, 1.2, and 1.3, and masker levels of 40, 50, and 60
dB SPL~the suppressor level was always 20 dB higher than
the masker level!, and showed that suppression increases
with signal frequency for all conditions. Moreover, she
showed that the maximum amount of suppression at a given
signal frequency~collapsing across all conditions! increased
as a function of signal frequency. Her results suggest that the
use of different stimulus parameters would not have influ-
enced our conclusion regarding the influence of signal fre-
quency on psychophysical suppression.

Inasmuch as we can rule out factors that might ‘‘con-
taminate’’ our estimates of suppression, or influence our es-
timate of how suppression varies with signal frequency, we
suggest that our results are consistent with a ‘‘true’’ increase
in suppression, at least from low to mid frequencies. Our
results are thus consistent with a growing body of physi-
ological work ~reviewed in the Introduction! that indicates
that the basal region of the cochlea is more nonlinear than
the apical region.

IV. SUMMARY AND CONCLUSIONS

Psychophysical suppression was measured for both
noise and tonal maskers across different signal frequencies.
Growth-of-masking functions were also obtained in order to
quantify suppression as a change in masker level. The fol-
lowing conclusions may be drawn.

~1! For both noise and tonal maskers, psychophysical sup-
pression increased with signal frequency up to about
1000 Hz, and then stayed constant or decreased some-
what as signal frequency increased to 4000 Hz. This re-
sult suggests that the nonlinearity underlying psycho-
physical suppression is less prominent at the apical end
of the cochlea, consistent with some physiological data
~Schmiedt et al., 1980; Delgutte, 1990; Javel, 1994;
Cooper and Rhode, 1995!.

~2! The pattern of results describing the amount of suppres-
sion across signal frequency was similar regardless of
whether suppression was defined in terms of a change in
signal threshold or a change in masker level. The only
difference was in the magnitude of suppression, which
was larger when suppression was defined as a change in
masker level.

~3! At a 0-ms delay, the thresholds in the presence of an
ERB masker seemed to be contaminated by ‘‘confu-
sion’’ effects; the confusion effects were eliminated by
inserting a 20-ms delay between masker offset and sig-
nal onset. This is consistent with the findings of Moore
~1981! and Neff ~1985!.

~4! The amount of suppression was larger with a noise
than with a tonal masker. This may be due to the
larger number of components in the noise masker
which might serve as a suppressor.
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APPENDIX: ADDITIONAL TEST OF CONFUSION
EFFECTS

One of our reviewers suggested an additional way to
evaluate whether a confusion effect may have influenced our
results with an ERB masker at the 0-ms delay. If there were
no confusion effects, then the amount of suppressionex-
pressed as a change in masker levelshould be independent
of signal delay. Because growth-of-masking functions were
measured in both the 0- and 20-ms delay conditions~see
Tables I and II!, it was possible to evaluate the potential
influence of confusion in this way. The results for the noise
masker, averaged across the three subjects, are shown in the
left panel of Fig. A1. The results for the two delay conditions
nearly overlap at the lowest and highest signal frequencies,
but clearly diverge at the mid-frequencies, indicating that
confusion effects probably did influence some of our thresh-
olds in the presence of the ERB masker. This confusion can
be explained by the relation between signal duration and the
average time between minima in the envelope of the narrow-
band noise masker~Neff, 1986!. Neff ~1986! showed that for
a 60-Hz-wide narrow-band noise, confusion effects can in-
fluence performance for signal durations ranging from 10 to
60 or 70 ms, which is roughly one-half to twice the mean
time ~26 ms! between envelope minima. The calculated
mean time between envelope minima for the ERB masker
~Rice, 1954! used in experiment 1 at the various center fre-
quencies was: 26 ms for 250 Hz; 19.5 ms for 500 Hz; 11.1
ms for 1000 Hz; 6.5 ms for 2000 Hz; and 3.4 ms for 4000
Hz. Based on Neff~1986!, we conclude that confusion may
have influenced the threshold measurements at all signal fre-
quencies except 4000 Hz. This is certainly consistent with
data shown in the left panel of Fig. A1, where the data points
diverge at all frequencies except 4000 and 250 Hz. It is un-
clear why there were apparently no confusion effects at 250
Hz.

The average results for the tonal masker are shown in
the right panel of Fig. A1. In this case, the results nearly

FIG. A1. Suppression as a function of signal frequency for both the 0-ms
~squares! and 20-ms delay conditions~circles!, averaged across the three
subjects. Suppression is calculated as a change in masker level. The results
for the noise masker are shown in the left panel and the results for the tonal
masker are shown in the right panel.
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overlap at all signal frequencies, indicating an absence of
confusion effects with the tonal masker.

1Additional thresholds were measured for this comparison, rather than using
the thresholds for the 40-ms signal at a 0-ms delay~Fig. 1! to compare with
the 20-ms signal at a 20-ms delay~Fig. 2!, because of the possible confu-
sion effects that may have influenced the thresholds at a 0-ms delay.

2The suppressor/masker frequency ratio of 1.2 and level difference of 20 dB
were chosen based on the results of Shannon~1976!, who found that these
conditions produced maximum or nearly maximum amounts of suppres-
sion.

3Terry and Moore~1977!, however, suggested that a confusion effect may
arise in the case of a sinusoidal masker and signal, based on the lack of a
salient pitch difference between the two. Data obtained here suggest that
such a confusion did not exist. Thresholds for the masker level of 50 dB
SPL were compared both without a contralateral cue~from the suppression
phase of the experiment! and with a cue~from the growth-of-masking
phase of the experiment! for signal and masker frequencies of 250, 500,
1000, and 4000 Hz. There were no statistically significant differences (p
.0.05) between thresholds obtained with and without the cue.

4The 4000-Hz case was not included because it was obvious from the results
at 1000 Hz that the suppressor would produce considerably less masking
than the masker at 4000 Hz.

5One reviewer noted that the comparison between the noise and tonal
maskers ‘‘would be more fair if the maskers had been equated in terms of
amount of masking.’’ Although in general this may be true, there are sev-
eral instances from the present study where the ERB and on-frequency
tonal masker produced comparable amounts of masking, and yet the
amount of suppression was greater for the noise masker~e.g., compare the
open symbols for S2 at 1000 Hz in Figs. 3 and 7!.

6To ensure that the considerably larger amount of suppression observed with
the 202-component suppressor was not due to its wider frequency range or
slightly greater overall level, an additional condition was run with a four-
component suppressor. The components were located at 600, 800, 1200,
and 1400 Hz, and each was presented at a level of 57 dB SPL. Thus the
four-component suppressor had the same frequency range and overall level
as the 202-component suppressor. The four-component suppressor, how-
ever, produced only 4.8 dB of suppression compared to the 12 dB of sup-
pression produced by the 202-component suppressor.

7The finding that suppression decreases at 4000 Hz only for the noise
masker is at least consistent with the possibility~discussed in Sec. 1 B! that
the decrease is due to the attenuation of important suppressive components
in the BB masker located somewhat above the signal frequency. The
4800-Hz tonal suppressor, on the other hand, would not be attenuated
much.

8This was accomplished by reducing the spectrum level of the noise by the
difference between the absolute thresholds at 1000 Hz~17.7 dB SPL! and
250 Hz ~40.7 dB SPL!. Thus, while the spectrum level of the masker
remained at 40 dB SPL when estimating suppression at 250 Hz, the spec-
trum level of the masker decreased to 17 dB SPL when estimating suppres-
sion at 1000 Hz. The masker duration was 200 ms and signal duration was
20 ms. The delay between the offset of masker and onset of signal was 20
ms.
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The masking patterns produced by narrow-band maskers can show distinct irregularities. These
experiments attempted to clarify the relative importance of factors contributing to these
irregularities. A three-alternative adaptive forced-choice method with feedback was used, to
promote use of the optimal detection cues. The masker and signal were either a sinusoid or a band
of noise that was 80 Hz wide, giving four possible combinations of masker and signal type. In
experiment 1, masking patterns were measured for maskers centered at 1 kHz, for all combinations
of masker and signal type~tone or noise!. The masking patterns showed irregularities~dips or
‘‘shoulders’’! above the masker frequency, and the irregularities were larger for the sinusoidal than
for the noise masker. Experiment 2 was similar to experiment 1, except that low-pass noise was
added to mask combination products. For the noise masker, the low-pass noise slightly increased
thresholds, and largely eliminated the irregularities in the patterns, but for the tone masker, the
irregularities persisted. Experiment 3 used a noise signal with tone and noise maskers centered at
250, 1000, and 4000 Hz. The tone masker produced less masking than the noise masker for
masker-signal frequency separations of 150–250 Hz, regardless of masker frequency. Experiment 4
used an additional masker tone to introduce beats similar to those produced by the interaction of the
signal and~main! masker, and to mask combination products. This largely eliminated the dips in the
masking patterns for both the noise and tone maskers. Experiment 5 used an additional pair of
high-frequency tones to introduce beats, with similar results. We conclude that temporal fluctuations
~beats! have a strong influence on the masking patterns for sinusoidal maskers, for masker-signal
frequency separations up to a few hundred Hz. Beats may also have some influence on the masking
patterns for noise maskers. The detection of combination products also plays a role. ©1998
Acoustical Society of America.@S0001-4966~98!02808-2#

PACS numbers: 43.66.Dc, 43.66.Ba@JWH#

INTRODUCTION

Masking patterns~also called masked audiograms! are
plots of the amount of masking~or the threshold! of a signal
as a function of signal frequency in the presence of a masker
with fixed frequency and level. The masking patterns of
narrow-band sounds, either sinusoids or bands of noise, have
been measured in many experiments. Early work on masking
patterns was particularly concerned with using the patterns as
a tool for estimating the spread of excitation of the masker
within the cochlea~Wegel and Lane, 1924; Fletcher and
Munson, 1937; Egan and Hake, 1950; Zwicker, 1956!. It was
thought that the signal threshold might be directly related to
the amount of excitation evoked by the masker at the place
whose characteristic frequency~CF! corresponds to the sig-
nal frequency. However, it soon became apparent that the
masking patterns showed a variety of complex features that
could not be readily explained in terms of spread of excita-
tion. Also, there were systematic differences between the
shapes of masking patterns obtained using sinusoidal and
narrow-band noise maskers, even though these are generally
assumed to produce similar long-term-average excitation
patterns.

The masking patterns for sinusoidal maskers published

by Wegel and Lane~1924!, by Fletcher and Munson~1937!,
and by Egan and Hake~1950! showed distinct nonmonoto-
nicities. The peaks in the masking patterns were usually, but
not always centered close to the masker frequency, although
the data of Wegel and Lane~1924! and of Egan and Hake
~1950! showed a local minimum immediately around the
masker frequency, which was explained in terms of the de-
tection of beats~envelope fluctuations! between the signal
and masker. These researchers suggested that beats only
played a role when the signal frequency was within about
100 Hz of the masker frequency. Similar peaks with local
minima were observed at twice the masker frequency. These
were attributed to the presence of aural harmonics.

Later, Ehmer~1959! and Greenwood~1971! presented
extensive measurements of masking patterns for sinusoidal
maskers. The masking patterns often showed nonmonoto-
nicities, with local peaks above the masker frequency, but
these peaks were often not centered at integer multiples of
the masker frequency, as would be expected if they were
caused by aural harmonics. Ehmer concluded that ‘‘Aural
harmonics are not responsible for the extension of masking
to the octaves above the masking tone...’’~page 1120!, ex-
cept perhaps for very high masker levels~100 dB SL!. He
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also concluded that difference tones play only a minor role,
except for very high masker levels. However, he was prob-
ably thinking only of the simple difference tone,f 22 f 1 , and
did not consider the possible contribution of the cubic differ-
ence tone, 2f 12 f 2 ~see below for more discussion of this!.
He argued that the masking patterns of sinusoidal maskers
depend mainly on the spread of excitation within the co-
chlea, and that most of the irregularities in the masking pat-
terns could be explained in terms of beats. The ‘‘dips’’ in the
patterns for signal frequencies above the masker frequency
were assumed to be due to the detection of beats or rough-
ness. In this region, he suggested that ‘‘...the height of the
masking pattern does not truly show the amount of activ-
ity...’’ ~evoked by the masker! ~page 1119!. On the other
hand, when beats and roughness could not be detected, be-
cause the masker-signal frequency separation was too large,
then he argued that ‘‘...the masking pattern is thought to
reflect accurately the level of masking-tone activity in the
cochlea’’ ~page 1119!. If these arguments are correct, then
the detection of beats and roughness would have to play a
role over a much larger range of masker-signal frequency
separations than assumed by Wegel and Lane~1924! and by
Egan and Hake~1950!; the ‘‘dips’’ in the masking patterns
extend to signal frequencies over 1000 Hz above the masker
frequency.

The masking patterns for narrow-band noise maskers are
generally much more regular than those for sinusoids, and
they often do not show secondary maxima well above the
masker frequency~Fletcher and Munson, 1937; Egan and
Hake, 1950; Zwicker, 1956; Zwicker and Fastl, 1990!. It has
been argued that the greater regularity is due to the fact that
narrow-band noise has inherent random amplitude fluctua-
tions, which cause beats between the signal and masker to be
less regular and less salient than when sinusoidal maskers are
used ~Fletcher and Munson, 1937; Egan and Hake, 1950;
Zwicker and Fastl, 1990!. If this is the case, then the mask-
ing patterns for narrow-band noise might give a better rep-
resentation of the spread of excitation of the masker
~Zwicker, 1970; Zwicker and Fastl, 1990!. However, tempo-
ral interactions between the masker and signal may still play
some role~Egan and Hake, 1950!. Also, masking patterns for
narrow-band noises can show a small ‘‘dip’’ for signal fre-
quencies just above the masker frequency, and Greenwood
~1971, 1972! has presented extensive evidence that such dips
are at least partly due to the detection of combination prod-
ucts produced by the interaction of signal and masker, par-
ticularly products of the type 2f 12 f 2 . These combination
products also play a role in tone-on-tone masking, and con-
tribute to the minima in the masking patterns for signal fre-
quencies above the masker frequency~Greenwood, 1971;
Smoorenburg, 1972; Zwicker and Fastl, 1990!. It should be
noted that combination tones may themselves be detected by
virtue of the beats that they produce by interaction with the
masker~Greenwood and Joris, 1996!. However, in this pa-
per, when we refer to beats, this will usually mean beats
produced by the interaction of the masker and signal. When
we refer to cues produced by combination tones, this will
refer to any case where combination tones result in lower
thresholds, either because the combination tones are them-

selves heard as separate tones, or because the combination
tones produce beats with the masker. The relative role of
beats and combination tones in producing dips in masking
patterns remains uncertain.

One curious feature of masking patterns is that sinu-
soidal maskers often produce more masking than narrow-
band noise maskers when the masker level is high and the
signal frequency is well above the masker frequency~Egan
and Hake, 1950; Greenwood, 1971; Buus, 1985; Mott and
Feth, 1986; Zwicker and Fastl, 1990!. A possible explanation
for this is that, for a narrow-band noise masker, subjects may
‘‘listen in the dips’’ of the masker envelope~Buus, 1985;
Moore and Glasberg, 1987; van der Heijden and Kohlrausch,
1995; Nelson and Schroder, 1996!. The envelope fluctuations
are compressed more at places with CFs close to the masker
frequency than at places with CFs well above the masker
frequency; see Nelson and Schroder~1996!. If this explana-
tion is correct, then, for signal frequencies well above the
masker frequency, the masking pattern for a sinusoidal
masker would give a better indication of the average masker
excitation than the masking pattern for a narrow-band noise
masker.

For signal frequencies below the masker frequency,
sinusoidal maskers usually give less masking than narrow-
band noise maskers~Greenwood, 1961, 1971; Mott and Feth,
1986; Glasberg and Moore, 1994!. Also, on their low-
frequency sides, the masking patterns for sinusoidal maskers
tend to become steeper with increasing level, while the
masking patterns for narrow-band noise maskers have slopes
that are almost invariant with level~Zwicker, 1954; Zwicker
and Feldtkeller, 1967; Zwicker and Jaroszewski, 1982;
Zwicker and Fastl, 1990!. Most of the narrow-band noises
used by Zwicker and co-workers had bandwidths of about
one critical band~160 Hz at 1 kHz!. Greenwood~1971! and
Glasberg and Moore~1994! presented evidence that for such
noises, combination products produced by the interaction of
components within the noise masker may have a masking
effect. Glasberg and Moore found that when the noise
masker had a very small bandwidth~16 Hz! then similar
masked thresholds were obtained for a sinusoidal and
narrow-band noise masker, for signal frequencies below the
masker frequency. However, thresholds were still slightly
lower for the sinusoidal masker, suggesting that some factor
other than combination products played a role.

In summary, masking patterns for narrow-band maskers
may be affected by a large variety of different factors. The
relative importance of these factors is not well established.
Although it is often assumed that the masking patterns for
narrow-band noise maskers give a better indication of the
spread of excitation within the cochlea than the masking pat-
terns for sinusoidal maskers~Zwicker, 1970; Zwicker and
Fastl, 1990!, this may not be the case for signal frequencies
well above the masker frequency, or for signal frequencies
below the masker frequency.

The present study was undertaken in an attempt to
clarify the relative importance of the factors influencing
masking patterns for sinusoidal and narrow-band noise
maskers. In contrast to the great majority of previous studies
of masking patterns, we used an adaptive forced-choice
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method with feedback, as opposed to Be´késy tracking or the
method of adjustment. We used a three-interval task, in
which subjects simply had to indicate the interval that
sounded different. This was done to allow subjects to ‘‘home
in’’ on the optimal detection cues for each masker-signal
combination. In previous studies, subjects were sometimes
instructed to listen for a specific cue~e.g., the pitch of the
signal! and to ignore other cues~Zwicker and Fastl, 1990!.
Even when they were instructed to use ‘‘any cue’’ it is not
clear that they selected the cue that would have yielded the
lowest threshold.

A second feature of our study was that we compared
masking patterns for sinusoidal and narrow-band noise
maskers using the same subjects. Only a few previous stud-
ies have done this~Egan and Hake, 1950; Greenwood, 1971;
Buus, 1985; Mott and Feth, 1986!. This is important, as the
shapes of masking patterns can vary markedly across sub-
jects, especially for sinusoidal maskers.

A third feature of our study was that we used as signals
both sinusoids and narrow bands of noise. This was done in
an attempt to tease out the importance of temporal cues.
Consider a signal added to a sinusoidal masker. If the signal
is itself a sinusoid, then this produces regular beats. If the
signal is a narrow-band noise, then the signal will cause fluc-
tuations in the temporal envelope of the total stimulus; but
the fluctuations will not be regular. Thus a difference be-
tween these two cases would indicate a role for the regularity
of the fluctuations.

A fourth feature of our study was that the stimuli were
digitally generated. This allowed us to control the relative
phase of the signal and masker in the special case when the
signal and masker were sinusoids with equal frequency. We
used a phase of 90°, so that the power of the masker and
signal would add. Most previous studies of masking patterns
have not controlled the phase in this way, and this would
almost certainly have influenced the tips of the masking pat-
terns.

In a series of experiments we explored the role of vari-
ous cues by manipulation of the characteristics of the signal
and masker, and by adding extra components to the masker,
to mask combination tones and/or to disrupt temporal cues
caused by the interaction of the signal and the masker.

I. GENERAL METHOD

A. Procedure

Thresholds were estimated using a three-alternative
forced-choice adaptive procedure. The masker was presented
in three observation intervals and the signal was gated on
synchronously with the masker in one of those intervals,
chosen randomly. The subject indicated, by pressing one of
three buttons, which interval was thought to contain the sig-
nal. Immediate feedback was provided by lights on the re-
sponse box. A run was started with the signal at a level about
10 dB above the expected threshold value, as determined in
practice trials. After three successive correct responses the
signal level was decreased, while after a single incorrect re-
sponse it was increased. This procedure tracks the signal
level corresponding to 79.4% correct. The initial step size

was 5 dB. After four reversals the step size was decreased to
2 dB and eight further reversals were obtained. The threshold
was estimated as the mean of the signal levels at the last
eight reversal points. Runs were discarded when the standard
deviation ~s.d.! of the levels at the last eight reversals ex-
ceeded 5 dB. Initially, two threshold estimates were obtained
for each condition. If the two estimates differed by more than
2 dB, at least one additional estimate was obtained and the
two closest estimates were averaged. Absolute thresholds
were estimated using a similar procedure; observation inter-
vals were marked by lights on the response box.

B. Stimuli

The masker was either a sinusoid or a Gaussian band of
noise that was 80 Hz wide. The signal was also either a
sinusoid or a band of noise that was 80 Hz wide. For brevity,
these will be referred to as ‘‘tone’’ and ‘‘noise’’ maskers and
signals. The starting phase of the tone masker was 0° and the
tone signal had a starting phase of 90° relative to the masker.
Hence, when the tone signal and the tone masker had the
same frequency, the powers of the signal and masker added.
When the signal and masker were both noises with the same
center frequency, the two noises were independent of one
another. The three masker bursts each had a steady state
duration of 200 ms, and 10-ms raised-cosine rise/fall times.
The inter-stimulus interval was 500 ms. The signal was gated
synchronously with one of the masker bursts.

All stimuli were generated digitally using a Tucker-
Davis Technologies~TDT! System II, controlled by a PC.
The noise bands were generated by adding sinusoids spaced
at 5-Hz intervals, with equal component amplitudes and
phases drawn randomly from a uniform distribution in the
range 0°–360°; this gives a good approximation to Gaussian
noise ~Hartmann, 1987!. However, unlike true Gaussian
noise, the overall energy of the noise bands did not vary
significantly from stimulus to stimulus. The spectral slopes
were essentially infinite. When noise bands were used, a dif-
ferent randomly generated noise was used for every stimulus.
The sampling rate was 25 kHz and stimuli were converted to
analog form using two channels of a TDT DD1, one for the
signal and one for the masker. The levels were controlled by
TDT PA4 programmable attenuators, and signal and masker
were mixed~TDT SM3! before being passed to a headphone
buffer ~TDT HB6!, a final manual attenuator~Hatfield 2125!
and one earpiece of a Sennheiser HD414 headphone. Sound
levels are specified as levels close to the eardrum. The cali-
bration was based on average measurements for three sub-
jects~not those of the present experiments!, using a Rastron-
ics Portarem 2000 system with a probe microphone within 4
mm of the eardrum. The positioning of the probe was deter-
mined as recommended by the manufacturer, using the on-
screen display to monitor standing waves in the ear canal and
to place the valley in the frequency response curve above 8
kHz ~Siegel, 1994!. For a fixed input voltage, the standard
deviation of the sound level across subjects was typically
about 1 dB for frequencies up to 1 kHz, about 2 dB for
frequencies from 2 to 6 kHz, and about 3 dB from 6 to 8
kHz. Subjects were tested in an IAC double-walled sound-
attenuating chamber.
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To check that the results would not be unduly influenced
by distortion products generated in the earphones, measure-
ments were made of the earphone output using a Bruel &
Kjær 4153 artificial ear, fitted with a Bruel & Kjær 4134
microphone, connected to a Hewlett-Packard 35670A dy-
namic signal analyzer. For a sinusoidal input, harmonic dis-
tortion occurred mainly for the odd harmonics, and all har-
monics had levels at least 62 dB down from the level of the
primary tone. We also checked for intermodulation distortion
products, especially of the type 2f 12 f 2 . These were at least
82 dB lower in level than the more intense of the two pri-
mary tones. Simple difference tones were at least 78 dB
lower in level than the primary tones.

II. EXPERIMENT 1. MASKING PATTERNS AT 1 kHz
FOR SINUSOIDAL AND NOISE MASKERS AND
SINUSOIDAL AND NOISE SIGNALS

A. Stimuli

In this experiment, the masker center frequency was
fixed at 1 kHz. The masker overall level was 45, 65, or 85
dB SPL. Signal frequencies of 0.25, 0.5, 0.75, 0.9, 1.0, 1.1,
1.25, 1.5, 2, 3, and 4 kHz were used. One subject~JA! was
also tested using signal frequencies of 0.95 and 1.05 kHz.
The masker was either a sinusoid or an 80-Hz-wide band of
noise. The signal was also either a sinusoid or an 80-Hz-wide
band of noise. All four masker-signal combinations were
used.

B. Subjects

Three normally hearing subjects were used. None had
any history of hearing problems. All had absolute thresholds
less than 10 dB HL at all audiometric frequencies. One sub-
ject was author JA who was highly experienced in psychoa-
coustic tasks, including masking. The other two subjects per-
formed the experiment as part of an undergraduate project.
All subjects were given practice until their performance ap-
peared to be stable. This took only 2–3 h. No systematic
changes in performance were observed during the course of
the experiment.

C. Results

Absolute thresholds did not differ systematically for the
noise signal and for the tone signal. Hence, means of the
thresholds for the two signal types are given in Table I for
each subject, HF, BM, and JA~the table also shows absolute
thresholds for the subjects used in subsequent experiments;
note that, for each subject, absolute thresholds were only
measured for frequencies for which a masked threshold was
also measured!. The absolute thresholds show a small peak
close to 2000 Hz for all three subjects. This is typical for
thresholds specified in terms of sound level at the eardrum
~Killion, 1978!.

Figures 1–3 show results for the individual subjects;
amount of masking is plotted as a function of signal fre-
quency. The abscissa is scaled in ERB units~Glasberg and
Moore, 1990!, with the corresponding frequency shown at
the top. The equation relating ERB number to frequency is:

ERB number521.4 log10~4.37F11!, ~1!

whereF is the frequency in kHz.
Consider first the results for the noise masker~upper

panels!. Generally, the pattern of results is similar for the
tone and noise signals~left and right panels, respectively!.
The only difference is for subject BM, for whom the high-
frequency sides of the masking patterns are slightly less
regular for the tone signal than for the noise signal. The
signal levels at the peaks of the masking patterns are close to
or a few decibels below the overall masker levels. This is
typical of what is observed for narrow-band noise maskers
~Fletcher and Munson, 1937; Fletcher, 1940; Egan and Hake,
1950; Zwicker and Fastl, 1990! and it is consistent with the
idea that the main detection cue in this case was the change
in overall level produced by adding the signal to the masker
~Greenwood, 1961; Bos and de Boer, 1966!, although other
cues may also be used, especially when the overall level is
roved; see Kidd~1989!. On average, the level at threshold for
the noise signal was 1.2 dB below the masker level, while
the threshold for the tone signal was 1.9 dB below the
masker level. It should be noted that while the overall level
of the noise masker did not vary from one stimulus to the
next, thechangein level produced by adding the signal to
the masker did vary randomly from trial to trial, as a differ-
ent sample of random noise was generated for every masker
presentation.

As previously reported for narrow-band noise maskers

TABLE I. Absolute thresholds for each subject at each tested signal fre-
quency, specified as dB SPL at the eardrum.

Frequency
~Hz!

Subject

JA AO BM HV DAV OM

50 47 35
100 32 26
150 28 23
200 22 19
250 19 16 11 12 15
300 19 15
350 18 15
500 17 13 4 9 12 2
750 14 11 4 7 11 7
900 13 13 5 5 13
950 14

1000 11 10 3 8 12 8
1060 8 7 6
1100 14 12 8 6 11 11
1170 10 11 4
1250 16 10 11 8 11 2
1500 17 11 18 11 13 12
1750 19 14 21 3
2000 22 16 14 18 3
3000 7 3 10 7 0
3500 9 6
3900 13 8
4000 17 13 10 8
4100 20 9
4500 20 11
5000 21 13
6000 17 24
7000 17 22
8000 29 16
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~Zwicker, 1980; Zwicker and Fastl, 1990!, the masking pat-
terns are reasonably symmetrical~on an ERB scale which
approximates a log-frequency scale above 500 Hz! for the
lowest masker level, but become distinctly asymmetric for
the highest masker level. The slopes of the masking patterns
on the low-frequency sides, over the range where the amount
of masking exceeds 15 dB, are almost invariant with level. In
contrast, the slopes on the high-frequency side become less
steep with increasing level, reflecting the classic ‘‘upward
spread of masking.’’

Consider now the masking patterns for the tone maskers
~lower panels!. These are much less regular than for the
noise maskers, and individual differences are also larger. For
the highest masker level, the patterns show distinct irregu-
larities ~dips, peaks, and shoulders! above the masker fre-
quency. The dips and shoulders might be due to the detection
of beats between signal and masker, to the detection of com-
bination products produced by the interaction of signal and
masker, to the detection of beats between a combination tone
and the masker, or all three; we will return to this point later.

The signal levels at the tips of the patterns for the tone
masker are much higher for the tone signal~left panels! than
for the noise signal~right panels!. For the former, the only
detection cue was the change in level produced by adding the
signal to the masker. The signal threshold in this case was
generally close to the masker level, and the signal-to-masker

FIG. 1. Results of experiment 1 for subject JA. The amount of masking is
plotted as a function of number of ERBs~bottom axis! with the correspond-
ing frequency shown at the top. Each panel shows results for a different
masker-signal combination. Open symbols show the amount of masking for
each masker level. The filled diamonds show results from experiment 2,
obtained using an extra low-pass noise to mask combination tones.

FIG. 2. As Fig. 1 but for subject BM.

FIG. 3. As Fig. 1 but for subject HF.
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ratio at threshold decreased with increasing masker level,
consistent with the familiar ‘‘near miss’’ to Weber’s law for
the intensity discrimination of sinusoids~McGill and Gold-
berg, 1968; Viemeister, 1972; Moore, 1997!; the mean
signal-to-masker ratio at threshold was11.5, 21.2, and
24.8 dB for masker levels of 45, 65, and 85 dB, respec-
tively. For the noise signal, an additional detection cue was
available, namely the within-interval fluctuation in level pro-
duced by adding the signal to the masker. This cue was evi-
dently very effective, since the signal-to-masker ratios at
threshold were rather low; average values were216.3,
219.5, and220.7 dB for masker levels of 45, 65, and 85
dB, respectively. These values are comparable to those re-
ported by Greenwood~1961, 1971! for a noise signal and
tone masker.

For the case where the signal was centered at the masker
frequency, the signal thresholds were similar for three of the
masker-signal combinations: noise–tone, noise–noise, and
tone–tone. These are all cases where the main detection cue
was probably the change in overall level produced by adding
the signal to the masker. The case with the tone masker and
noise signal gives clearly lower thresholds as this is the one
case where the signal adds a within-interval cue of a fluctua-
tion in level. The asymmetry of masking between a noise
masker and tone signal and vice versa has been reported
previously ~Hellman, 1972; Hall, 1997! and explained in a
similar way. In particular, Hall~1997! presented evidence
that, when the signal bandwidth was less than the masker
bandwidth, detection was based on differences in overall en-
ergy or level. When the signal bandwidth was greater than
the masker bandwidth~as for our tone masker and noise
signal!, detection was based on the temporal structure of the
stimuli.

For the tone masker, thresholds are reasonably similar
for the tone signal and the noise signal, except when the
signal frequency equals the masker frequency. For signal fre-
quencies close to the masker frequency, the cue of a within-
interval fluctuation in level would have been present for both
masker-signal combinations. The similarity of the patterns in
this region suggests that the regularities of the fluctuations
are not critical; the tone signal would have produced regular
fluctuations~beats! while the noise signal would have pro-
duced irregular fluctuations. The very sharp tip of the mask-
ing pattern for the tone–tone combination can be attributed
to the lack of within-interval fluctuations for the specific case
where the signal frequency equals the masker frequency.

The dips and shoulders in the masking patterns for the
tone masker extend to signal frequencies up to 1500 Hz;
possibly, they would extend to somewhat higher frequencies,
but we did not include any signal frequencies between 1500
and 2000 Hz. While these dips were probably partly or
mainly caused by the detection of combination products, it is
possible that the detection of beats also contributed to the
dips and plateaus in the masking patterns; beats in sinusoidal
signals are highly detectable for rates up to about 100 Hz,
but they become less detectable for higher rates, and are
almost undetectable for rates of 1000 Hz or higher~Yost and
Sheft, 1988; Zwicker and Fastl, 1990; Dauet al., 1997; Fas-
sel et al., 1998!. For signal frequencies above 2000 Hz, it

seems likely that beats did not provide a useful cue. It is
noteworthy that, in this region, the tone masker generally
produced more masking than the noise masker, both for the
tone signal and for the noise signal. As noted in the Intro-
duction, the better performance with the noise masker can
probably be explained by subjects ‘‘listening in the dips’’ of
the envelope of the noise masker.

In summary, the shapes of the masking patterns for sig-
nal frequencies above and below the masker frequency seem
to be determined mainly by the characteristics of the masker
rather than by the characteristics of the signal. The masking
patterns for both types of masker show irregularities above
the masker frequency, which may be attributed partly to the
detection of combination products. The dips and shoulders
for the tone masker are much larger and extend to higher
signal frequencies. When the signal frequency is equal to the
masker frequency, thresholds are similar for all masker-
signal combinations except the tone masker and noise signal,
which gives much lower thresholds. The lower thresholds
can be attributed to the availability of a within-channel cue
of a fluctuation in level.

III. EXPERIMENT 2. EFFECTS OF USING NOISE TO
MASK COMBINATION PRODUCTS

A. Method

This experiment explored the role of combination prod-
ucts in producing the dips and shoulders in the masking pat-
terns described above. This was done by using an additional
noise to mask the combination products. The subjects were
the same as for experiment 1. The main masker level was
always 85 dB SPL, the level for which the dips and shoul-
ders were most pronounced. The additional noise was white
noise low-pass filtered at 800 Hz~360 dB/octave slope!. It
was generated using a Hewlett-Packard 3722A noise genera-
tor and four sections of two Kemo VBF8/04 filters.

The level of the low-pass noise was determined as fol-
lows. The level of the signal in the region of the dips in the
masking patterns~as determined in experiment 1! was used
as a starting point. It was reasoned that the level of any
combination products would be at least 10 dB below this
level ~Smoorenburg, 1972; Zwicker, 1981!. Hence we ad-
justed the level of the low-pass masking noise so that, on its
own, it would just mask a 750-Hz signal~i.e., a signal in the
frequency range where combination products were expected
for a 1250-Hz primary signal and a 1000-Hz masker! at a
level 10 dB below the level of the dips in the original mask-
ing patterns. For all three subjects, this was achieved using
an overall noise level of 55 dB SPL~a spectrum level of 26
dB!. A check was made that this noise had a negligible effect
on the masked threshold for a signal at 1 kHz, when the main
masker was present. This was the case for all three subjects.

The experiment was conducted using the three masker-
signal combinations that gave rise to dips or shoulders in
experiment 1, namely noise–tone, tone–tone, and tone–
noise. The signal frequencies were 1100, 1250, and 1500 Hz.
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B. Results

The results are shown as the filled diamonds in Figs.
1–3. For the noise masker and tone signal, the added low-
pass noise slightly increased thresholds. For the tone masker,
the added low-pass noise produced greater threshold eleva-
tions, especially for BM and HF. This is consistent with
results of Greenwood~1971!, obtained under similar but not
identical conditions. However, the masking patterns for JA
and BM still showed shoulders or dips. Note that for the next
higher signal frequency used~2000 Hz!, the combination
product 2f 12 f 2 would have fallen at zero frequency, while
f 22 f 1 would have fallen at the masker frequency.

It is possible that the shoulders and dips still occurred
when the noise was present because the noise level was not
sufficiently high to mask combination products for all
masker-signal frequency separations. To check on this, the
experiment was rerun using both the original low-pass noise
levels and two extra noise levels, 10 and 20 dB higher than
the original. Unfortunately, subjects BM and HF were no
longer available, so two new subjects, AO and OM, were
run, together with subject JA. AO was highly experienced in
psychoacoustic tasks, including masking. OM had some pre-
vious experience in psychoacoustical tasks. AO and OM
were trained for this experiment for 2–3 h. Both subjects
were paid for their services. Absolute thresholds for these
subjects are shown in Table I. Data were gathered for the
1000-Hz 85-dB tone masker using both noise and tone sig-
nals. Extra signal frequencies of 1060, 1170, and 1750 Hz
were used, so as to map out any irregularities in the masking
patterns more precisely. The results are shown in Fig. 4.

For subject JA, the added low-pass noise had very little
influence on the amount of masking, even for the highest
level used. This is consistent with his earlier results, and may
indicate that combination products did not provide useful
detection cues for him. For the other subjects, the low-pass
noise increased the amount of masking, mainly over the
range 1250–1750 Hz. However, the level of the low-pass

noise did not have any clear influence on the amount of
masking, suggesting that the original overall noise level of
55 dB SPL was sufficient to mask combination products. The
masking patterns for AO and OM show distinct dips just
above the masker frequency, extending up to about 1170 Hz.
The amount of masking in this frequency range was not af-
fected by the low-pass noise. However, the most intense
noise should have masked combination tones produced by
signals with frequencies of 1100 Hz and above. Consider, for
example, the 1170-Hz and 1100-Hz signals, which would
have produced combination tones at 830 Hz and 900 Hz,
respectively. The excitation level produced by the 75-dB
low-pass noise masker, calculated using the program of
Glasberg and Moore~1990!, was about 62 dB at 830 Hz and
56 dB at 900 Hz. Since the signal thresholds were about 60
dB SPL for AO and OM at both 1170 and 1100 Hz, it seems
likely that the effective levels of the combination tones at
830 Hz and 900 Hz were below 50 dB, so they should have
been masked by the low-pass noise. We cannot be certain
that, for the 1060-Hz signal frequency, the combination tone
at 940 Hz was completely masked by the low-pass noise.
Also, it is possible that beats produced by the interaction of a
combination tone and the masker provided a detection cue
for small masker-signal frequency separations. However, the
finding that the low-pass noise hadno effect on signal
thresholds for signal frequencies up to 1170 Hz, suggests
that combination tones did not influence thresholds in this
frequency region. If combination tones did play a role, then
the low-pass noise would surely have somewhat reduced the
detectability of the combination tones, and it would also
have reduced the salience of beats produced by the interac-
tion of combination tones with the masker. Probably, the
dips in the masking patterns for signal frequencies up to
1170 Hz arose from temporal interactions between the signal
and masker, rather than from the detection of combination
products.

Overall, these results suggest that the detection of com-

FIG. 4. Masking patterns for three
subjects for a tone masker and noise
signal ~top! or tone signal~bottom!.
Results are shown for the tone masker
alone ~standard condition—open
circles! and for that masker together
with low-pass noise at three different
overall levels.

1029 1029J. Acoust. Soc. Am., Vol. 104, No. 2, Pt. 1, August 1998 Moore et al.: Masking patterns



bination products cannot account completely for the shoul-
ders and dips in the masking patterns for the tone masker.
Even under conditions where the combination tones would
have been masked, the thresholds did not decline smoothly
and progressively with increasing masker-signal frequency
separation. It seems likely that temporal interactions~beats!
between the signal and masker played a strong role, at least
for the tone masker. The detectability of beats depends on
their rapidity; fast beats are less detectable than slow ones, at
least for rates above about 100 Hz.~Yost and Sheft, 1988;
Zwicker and Fastl, 1990; Dauet al., 1997!. It appears that
beats provide a dominant detection cue for masker-signal
frequency separations up to about 200 Hz, and that combi-
nation tones can play an important role above that. It is note-
worthy, however, that when combination products are
masked, the masking patterns for the tone masker still tend to
show a plateau in the range from about 1250 Hz to 2000 Hz.
It is possible that, when combination products do not provide
useful cues, the detection of beats plays some role even for
masker-signal frequency separations above 200 Hz.

IV. EXPERIMENT 3. MASKING PATTERNS FOR
DIFFERENT MASKER FREQUENCIES

A. Rationale and method

In this experiment, masking patterns were measured for
both the tone and noise maskers using masker center fre-
quencies of 250, 1000, and 4000 Hz and masker levels of 45,
65, and 85 dB SPL. For the noise masker and the noise
signal, the bandwidth was fixed at 80 Hz for all center fre-
quencies. Only the noise signal was used. The signal fre-
quency covered a wide range above and below each masker
frequency. Our goal was to assess whether the difference in
the results for the tone and noise maskers was mainly due to
the greater detectability of beats for the former or to the
greater detectability of combination products for the former.

Consider the effect predicted on the basis of the detec-
tion of beats between the signal and the masker. We assume
that beats are much more salient for the tone masker than for
the noise masker, since the inherent fluctuations in the noise
masker make beats harder to detect~although the dominant
frequencies in the spectrum of the envelope of the noise
masker differ progressively more from the beat rate as the
beat rate increases, which might make beats usable even for
the noise masker at intermediate beat rates; see Sec. VII for
further discussion of this point!. Hence, masked thresholds
should be lower for the tone masker than for the noise
masker over the range of signal frequencies for which beats
are audible. For small masker-signal frequency separations,
the beats are slow and highly salient. As the masker-signal
frequency separation is increased, the beats become more
rapid, and, for beat rates above 100 Hz, they would be ex-
pected to become progressively less salient, and so less use-
ful as a detection cue~Dau et al., 1997; Fasselet al., 1998!.
For very large masker-signal frequency separations, greater
than about 1000 Hz, the beats would probably be too fast to
be detectable. The beat rate depends on theabsolutevalue of
the masker-signal frequency separation in Hz, not on the
masker-signal frequency ratio. Therefore, the tone masker

should give less masking than the noise masker over a fixed
absolute range of masker-signal frequency separations; this
range should not vary with the masker frequency. Also, the
range over which thresholds are lower for the tone than for
the noise masker should be reasonably symmetrical about the
signal frequency.

Consider now predictions based on the assumption that
thresholds are lower for the tone than for the noise masker
because combination products, or beats between combination
products and the masker, are more detectable for the former.
Firstly, combination products probably only play a role for
signal frequencies above the masker frequency~Greenwood,
1971; Zwicker and Fastl, 1990!. Therefore, an asymmetry is
predicted: Thresholds should be lower for the tone than for
the noise masker by a greater amount for signal frequencies
above the masker frequency than for signal frequencies be-
low the masker frequency. In addition, the relative levels of
combination products produced by the interaction of signal
and masker depend more on the frequencyratio between
signal and masker than on their absolute frequency separa-
tion ~Goldstein, 1967; Smoorenburg, 1972; Zwicker, 1981!.
Hence, if the detectability of combination products deter-
mines masked threshold, the tone masker should lead to
lower thresholds than the noise masker over a fixed ratio of
signal/masker frequencies, and this ratio should be the same
for each masker frequency.

In summary, by using a wide range of masker center
frequencies, we hoped to tease out the relative roles of beat
detection and combination-product detection in producing
the difference between the noise and tone maskers.

Two subjects were used. One was author JA. The other
was AO, who was also used in experiment 2. Absolute
thresholds for both subjects are shown in Table I.

B. Results

The results are plotted as amount of masking in Figs. 5
~subject JA! and 6~subject AO!. The data for subject JA for
the 1-kHz maskers are taken from experiment 1. The mask-
ing patterns for the noise masker~upper panels! mostly show
a peak at, or very close to, the masker frequency, and the
amount of masking declines monotonically with increasing
masker-signal frequency separation. However, the masking
patterns for JA for the 4-kHz masker show some dips on the
high-frequency side. The masking patterns may be less regu-
lar at 4 kHz because the relative bandwidth of the noise is
smallest at that frequency and the effects of combination
products are strongest when the relative bandwidth is small
~Greenwood, 1971, 1972!. Consistent with earlier work
~Egan and Hake, 1950; Zwicker, 1956; Zwicker and Fastl,
1990!, the masking patterns are reasonably symmetrical for
the lowest masker level, but become increasingly asymmet-
ric as the masker level increases. The slopes of the masking
patterns hardly vary with level on the low-frequency side.
The patterns become shallower with increasing level on the
high-frequency side.

In theory, if the masking patterns for the noise masker
reflect the shapes of the excitation pattern of the maskers
~Zwicker and Fastl, 1990!, then the patterns should be simi-
lar in shape for the different masker frequencies when plot-
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ted on an ERB scale, as in Figs. 5 and 6~Moore and Glas-
berg, 1983; Glasberg and Moore, 1990!. This is
approximately true, although the patterns for JA at 250 Hz
are slightly broader than at the two higher frequencies, while
the patterns for AO at 4000 Hz are slightly sharper than at
the two lower frequencies. The greater breadth at 250 Hz
may reflect the fact that the noise bandwidth of 80 Hz was
somewhat greater than the ERB at 250 Hz, which is about 52
Hz ~Glasberg and Moore, 1990!; at 1000 and 4000 Hz the
noise bandwidth was less than the ERBs, which are 132 Hz
and 456 Hz, respectively.

The masking patterns for the tone masker~lower panels!
are generally less regular than for the noise masker, espe-
cially for the 4-kHz masker at 85 dB SPL. The changes in

the masking patterns across frequency are similar to those
reported by Ehmer~1959!. The tips of the masking patterns
for the tone masker generally fall well below the tips of the
patterns for the noise masker, as was also reported by Green-
wood ~1971! and by Hellman~1972! for tone signals. This is
true for signal frequencies adjacent to the masker frequency
as well as for the case where the signal frequency equals the
masker frequency.

For the 85 dB SPL masker level, the frequency range
over which the tone masker produced less masking than the
noise masker~by 2 dB or more! corresponded roughly to a
constant masker-signal frequency separation of 100–250 Hz,
regardless of masker frequency. The mean~regardless of
sign! was 163, 187, and 163 Hz, for masker frequencies of

FIG. 5. Results of experiment 3 for
subject JA, showing the amount of
masking of a noise signal by a noise
masker ~top! or a tone masker~bot-
tom!. Each column shows results for a
different masker frequency.

FIG. 6. As Fig. 5, but for subject AO.
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250, 1000, and 4000 Hz, respectively. The corresponding
mean differences for the 65 dB SPL masker level were 144,
243, and 238 Hz, respectively~it was not possible to conduct
a similar analysis for the lowest masker level, as masking
occurred only over a limited frequency range!. Also, the size
of the differences was similar for signal frequencies above
and below the masker frequency. These two findings support
the idea that the lower thresholds for the tone masker depend
upon temporal fluctuations produced by the interaction of
signal and masker. The fluctuations become more rapid, and
less perceptually salient, as the masker-signal frequency
separation increases. If the lower thresholds produced by the
tone masker depended on greater detectability of combina-
tion products, one would expect the frequency range of the
effect to correspond to roughly a constant masker-signal fre-
quency ratio at each level, rather than a constant separation
in Hz. If the effect depended on the detection of beats pro-
duced by the interaction of a combination product with the
masker, one would expect the size of the effect to be greater
for signal frequencies above the masker frequency, which is
not the case.

For the highest masker level, and for signal frequencies
more than 500 Hz above the masker frequency, the tone
masker produced more masking than the noise masker. This
is consistent with what has been reported previously for tone
signals ~Buus, 1985; Mott and Feth, 1986; Zwicker and
Fastl, 1990; Nelson and Schroder, 1996!, and can be ex-
plained in terms of ‘‘listening in the dips’’ of the noise
masker.

The masking patterns for the 4-kHz tone masker at 85
dB show distinct irregularities for both subjects. However,
the patterns differ across subjects. The masking pattern for
JA has a peak at 6 kHz, while the pattern for AO has a dip at
6 kHz and a peak at 7 kHz. The frequencies of these peaks
and dips did not change when the masked thresholds were
expressed as SPL, rather than amount of masking. Note that
the peaks are not at twice the masker frequency, as would be
expected if they were produced by aural harmonics. The dip
for AO is very unlikely to be due to the detection of beats
between signal and masker, as the beat rate of 2 kHz would
be too high for the beats to provide a useful cue. The indi-
vidual differences in the masking patterns for masker-signal
frequency separations exceeding 1000 Hz are probably due
to individual differences in the perceptibility of combination
products.

In summary, the results suggest that fluctuations in level
produced by adding the signal to the masker can play a sub-
stantial role for the tone masker for signal frequencies within
a few hundred hertz of the masker frequency. Such fluctua-
tions provide an effective detection cue, as fluctuations are
completely absent in the nonsignal intervals. However, the
fluctuations are less effective for the noise masker, as the
inherent fluctuations of the masker are present in all obser-
vation intervals. Combination products produced by the in-
teraction of the masker and signal may also play a role, and
these are probably the dominant cause of dips in the masking
patterns for the 85 dB SPL tone masker for signal frequen-
cies well above the masker frequency.

V. EXPERIMENT 4. THE EFFECT OF ADDING AN
ADDITIONAL TONE TO THE MASKER

A. Rationale and method

The goal of this experiment was to see if the distinct
dips in the masking patterns for the tone masker and tone
signal and the smaller dips for the noise masker and tone
signal, as observed in experiment 1, could be eliminated by
adding an extra sinusoidal component to the masker to mask
combination tones and to reduce the effectiveness of beats as
a cue. The added tone was as far below the masker frequency
as the signal frequency was above it and thus was coincident
with the 2 f 12 f 2 combination tone. The rationale of the ex-
periment is illustrated in Fig. 7.

Consider as an example a 1-kHz tone masker at 85 dB,
and a tone signal at 1400 Hz. The excitation pattern pro-
duced by the masker, calculated according to the procedure
described by Glasberg and Moore~1990!, is shown by the
dashed curve in Fig. 7. The combination tone 2f 12 f 2 , pro-
duced by the interaction of the signal and masker, would fall
at 600 Hz. To mask the combination tone, a 600-Hz tone is
added to the masker at a level of 85 dB SPL. Its excitation
pattern is shown by the dotted line. The excitation pattern
produced by combining the two maskers is shown by the
solid line. Note that the added tone produces a negligible
increase in the excitation evoked by the masker in the fre-
quency region of the 1400-Hz signal. Hence, there should
not be any extra masking of the signal caused by an increase
in the effective excitation evoked by the masker around 1400
Hz.

The added 600-Hz tone served a second purpose. It
would interact with the 1000-Hz tone to give beats at a
400-Hz rate. These beats would be strongest at the outputs of
auditory filters tuned around 850 Hz, where the excitation
evoked by the two masker components is almost equal.
These beats would be expected to make it more difficult to
detect the beats due to the interaction of the 1000-Hz masker

FIG. 7. Illustration of the rationale for experiment 4. The long-dashed line
shows the excitation pattern of a 1000-Hz tone at 85 dB SPL. The dotted
line shows the excitation pattern for a 600-Hz tone at 85 dB SPL. The solid
line shows the excitation pattern produced by combining the two tones.
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component and the signal, because of an effect known as
modulation detection interference~MDI ! ~Yost and Sheft,
1989; Yostet al., 1989!. MDI appears to be at least partly an
across-channel process, whereby modulation in one fre-
quency region makes it harder to detect modulation in an-
other frequency region. Hence, the added 600-Hz tone would
be expected largely to eliminate both of the sources of the
dips in the masking patterns.

In the experiment, the main masker was a sinusoid or an
80-Hz-wide band of noise centered at 1 kHz, and it always
had a level of 85 dB SPL. The added tone also had a level of
85 dB SPL. For a signal frequencyf s , the added tone had a
frequency of 20002 f s . The signal frequency ranged from
1100 to 1750 Hz.

Three subjects were used. These were the two subjects
of experiment 3~AO and JA!, plus a new normally hearing
subject~DAV ! who was highly experienced in psychoacous-
tic tasks, including masking. Absolute thresholds for all sub-
jects are shown in Table I.

B. Results

Figure 8 shows individual results for three subjects. The
open symbols show the amount of masking without the
added tone; results for JA are taken from experiment 1. The
filled squares show the amount of masking with the added
tone. Upper panels show results for the noise masker and
lower panels show results for the tone masker.

Consider first the results for the tone masker. The added
tone produced marked increases in the signal threshold, rang-
ing up to about 20 dB. The added tone eliminated the dips in
the masking patterns on the high-frequency side. This is con-
sistent with our expectation that the added tone would both
mask the 2f 12 f 2 combination tone~and any beats produced
by the interaction of the combination tone with the 1-kHz
masker! and make beats between the signal and masker in-
effective as a cue. Hence, the masking patterns obtained in
the presence of the added tone may give a reasonably accu-

rate indication of the spread of excitation evoked by the
masker for frequencies above the masker frequency.

Consider now the results for the noise masker~upper
panels!. The added tone resulted in elevated thresholds, the
elevations ranging up to about 17 dB. When the added tone
was present, the dips in the masking patterns were largely
eliminated, although some slight irregularities remained for
subjects AO and DAV.

Thresholds obtained with the added tone were 3–8 dB
higher for the tone masker than for the noise masker. This
difference between the two maskers was small for signal
frequencies just above the masker frequency, but tended to
increase with increasing signal frequency. The difference can
probably be explained in terms of subjects listening in the
dips of the noise masker, as described earlier. In the absence
of the added tone, the tone masker isnot more effective than
the noise masker for signal frequencies in the range up to
1500 Hz, probably because beats and combination tones pro-
duced by interaction of the signal and tone masker provide
salient detection cues. The added tone makes these cues less
salient, and this allows the effect of dip listening to be re-
vealed over a wider range of signal frequencies.

VI. EXPERIMENT 5. THE INFLUENCE OF A PAIR OF
HIGH-FREQUENCY TONES ON MASKING
PATTERNS

A. Rationale and method

As a further method for assessing the influence of beat
detection on the masking patterns, we measured the effect of
adding to the main masker a pair of high-frequency tones,
whose frequency separation was equal to that of the main
masker and signal. The lower of these two tones had a fre-
quency of 4000 Hz and each tone had a level of 82 dB SPL.
For example, if the masker frequency was 1000 Hz, and the
signal frequency was 1250 Hz, the two additional tones had
frequencies of 4000 Hz and 4250 Hz. The basic idea was that

FIG. 8. Results of experiment 4, for
three individual subjects. The masker
was either a noise~upper panels! or a
tone ~lower panels!. The signal was a
tone. The filled squares show results
with the added tone. The open circles
show results without the added tone.
Results for subject JA are reproduced
from experiment 1.
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the two high-frequency tones would produce beats, and that
these beats would interfere with the detection of beats of the
same rate produced by the interaction of the main masker
and signal, because of the phenomenon of MDI~Yost and
Sheft, 1989; Yostet al., 1989!. The beats produced by the
high-frequency tones would also interfere with the detection
of beats produced by the main masker and the 2f 12 f 2 com-
bination tone. When the signal frequency was equal to the
masker frequency, a single 4000-Hz tone was added to the
masker with a level of 85 dB SPL.

The experiment was run following the supplementary
experiment described in Sec. III B, and the same subjects
were used as in that experiment. The 85-dB tone masker was
used with both the tone signal and the noise signal. The
following conditions were run:

~1! Main masker alone, referred to as ‘‘standard.’’
~2! The main masker together with a low-pass noise with an

overall level of 75 dB SPL; this noise was the same as
the most intense noise used in the supplementary experi-
ment described in Sec. III B.

~3! The main masker together with the pair of high-
frequency tones, referred to as ‘‘MDI tones.’’

~4! The main masker together with a 75 dB SPL low-pass
noise and the MDI tones.

Initially, we only used signal frequencies above the
masker frequency, since we were mainly interested in the
irregularities in the masking patterns in that region. How-
ever, subsequently, two of the subjects were also run using
signal frequencies below the masker frequency~subject OM
was no longer available at this stage!. In this case, only con-
ditions ~1! and~3! were run; it would not have been sensible
to include the conditions using low-pass noise, as that noise
would have masked the signal.

B. Results

The results are shown in Fig. 9. Note that in this figure
the frequency range plotted is smaller than in the previous
figures. This was done to display more clearly the frequency
region of interest. Consider first the results for signal fre-
quencies above the masker frequency. For subject JA, the
masking pattern was essentially the same for the main
masker alone and the main masker plus the low-pass noise,
for both the noise signal and tone signal. For the two condi-
tions with MDI tones, thresholds were somewhat elevated.
The elevation occurred over the frequency range 1060 Hz–
1500 Hz for the tone signal, suggesting that beats played a
role for masker-frequency separations up to 500 Hz. How-
ever, for the noise signal, the elevation only occurred for
signal frequencies up to 1250 Hz.

For subjects AO and OM, adding the MDI tones to the
tonal masker elevated thresholds more than adding only the
low-pass noise, for signal frequencies up to about 1250 Hz.
This suggests that detection of beats between the masker and
signal played a role for signal frequencies up to 1250 Hz.
Interestingly, thresholds obtained with the MDI tones added
generally did not change much when the low-pass noise was
also added. At first sight, it may appear surprising that add-
ing the MDI tones resulted in masked thresholds around
1500 Hz that were similar to those obtained when low-pass
noise was added; one would expect the MDI tones to hinder
beat detection, but not to mask the 2f 12 f 2 combination
product. The similarity of thresholds produced by the addi-
tion of the low-pass noise and the MDI tones around 1500
Hz probably happened because the MDI tones gave rise to a
simple difference tone which acted as a masker of the cubic
difference tone produced by the interaction of the main
masker and signal. For example, when the signal frequency
was 1500 Hz, 2f 12 f 2 would have fallen at 500 Hz, the
same frequency as the simple difference tone produced by
the 4000-Hz and 4500-Hz MDI tones. When listening to the

FIG. 9. Results of experiment 5 for
three individual subjects. The main
masker was a 1000-Hz tone, and the
signal was either a noise~upper pan-
els! or a tone~lower panels!. Results
are shown for: Main masker alone, re-
ferred to as ‘‘standard’’ ~circles!;
Main masker together with a lowpass
noise with an overall level of 75 dB
SPL ~diamonds!; Main masker to-
gether with a pair of high-frequency
tones, referred to as ‘‘MDI tones’’
~stars!; Main masker together with a
75 dB SPL low-pass noise and the
MDI tones ~filled diamonds!.
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MDI tones alone, subjects reported that they could indeed
hear a low-frequency tone with pitch corresponding to the
simple difference tone.

Note that masking by a simple difference tone would not
be significant for signal frequencies of 1250 Hz and below;
indeed such masking may have been negligible for signal
frequencies more than about 100 Hz above or below 1500
Hz. For example, for a signal frequency of 1250 Hz, 2f 1

2 f 2 would have fallen at 750 Hz, but the difference tone
produced by the MDI tones would have fallen at 250 Hz. A
low-level 250-Hz tone would be expected to produce very
little masking of a 750-Hz combination product. Two find-
ings suggest that, for signal frequencies up to 1250 Hz, de-
tection of beats between the signal and masker rather than
combination-product detection~or detection of beats be-
tween 2f 12 f 2 and the masker!, was responsible for the
masked threshold in the standard condition~main masker
alone!. First, the amount of masking was almost unaffected
by the lowpass noise alone. Second, the MDI tones produced
threshold elevations, but masked thresholds in the presence
of the MDI tones were almost unaffected by the presence or
absence of the low-pass noise.

In the presence of the MDI tones, the masking patterns
were generally reasonably smooth, except for small dips in
the patterns for subject OM around 1100 Hz. These small
residual dips probably occurred because the MDI tones did
not make beats completely undetectable; modulated interfer-
ing sounds can make it more difficult to detect beats, but
they do not mask beats completely~Yost and Sheft, 1989;
Yost et al., 1989!.

For the noise signal, the amounts of masking for signal
frequencies just above the masker frequency were actually
greater than when the signal frequency equaled the masker
frequency. This probably happened because, for the noise
signal, there was a within-interval cue of a fluctuation in
level when the signal frequency equaled the masker fre-
quency. This cue would not have been disrupted by the extra
high-frequency component, because in this special case the
extra component was a single tone at 4000 Hz. For the tone
signal, the amount of masking was always greatest when the
signal frequency equaled the masker frequency.

Consider now the results for signal frequencies below
the masker frequency. The MDI tones resulted in amounts of
masking that were typically about 5–10 dB higher than for
the standard condition. However, the extra masking was
greater, especially for JA, when the signal frequency was
500 Hz. This probably happened because, in this special
case, the simple difference tone produced by the MDI tones
had a frequency of 500 Hz; this tone probably contributed to
the masking of the signal. For higher signal frequencies, the
simple difference tone would have fallen at lower frequen-
cies, and would have contributed less to the masking of the
signal. The extra masking produced by the MDI tones for
signal frequencies of 750 Hz and above~for which the
simple difference tone produced by the MDI tones would
have fallen at 250 Hz or below! was almost certainly pro-
duced by disruption of the ability to detect beats between the
primary masker and signal.

In summary, the addition of the MDI tones to the main

masker produced higher thresholds than obtained in the pres-
ence of a low-pass noise for signal frequencies from 1060 to
1250 Hz. The MDI tones also increased the amount of mask-
ing for signal frequencies below the masker frequency. The
results suggest that beats between the masker and signal in-
fluenced the masking patterns for the main masker alone for
signal frequencies within 250 Hz of the masker frequency.

VII. DISCUSSION

The results indicate that the masking patterns for tone
maskers can be strongly influenced both by the detection of
combination products and by temporal interactions between
the signal and masker~beats!. The temporal interactions
seem to play a role not only for signal frequencies very close
to the masker frequency, as assumed by Wegel and Lane
~1924! and by Egan and Hake~1950!. Rather, they probably
play a role for masker-frequency separations up to about 250
Hz. This is indicated by the results of experiment 2, which
showed that when a low-pass noise was added to an 85 dB
SPL tone masker to mask combination products, dips, and/or
irregularities in the masking patterns persisted for signal fre-
quencies up to about 250 Hz above the masker frequency. It
is also indicated by the results of experiment 3, which
showed that thresholds for a noise signal were higher for a
narrow-band noise masker than for a tone masker over a
range of 100–250 Hz on either side of the masker frequency,
regardless of the masker frequency, for masker levels of 65
and 85 dB SPL. Finally, it is indicated by the results of
experiment 5, which showed that the addition of a pair of
high-frequency beating tones to the 85 dB SPL main masker
produced higher thresholds than obtained in the presence of a
low-pass noise~or the main masker alone for signal frequen-
cies below the masker frequency! for signal-masker fre-
quency separations up to 250 Hz.

It is generally assumed that beats play little role in the
detection of a narrow-band signal in a noise masker, since
the inherent random amplitude fluctuations in the masker
make beats less salient as a cue~Egan and Hake, 1950!.
However, this may not be completely true. One might think
of this in terms of masking in the modulation domain~Bacon
and Grantham, 1989; Houtgast, 1989; Dau, 1996; Dauet al.,
1997!. The inherent fluctuations in the masker will be most
effective in masking the beats when the modulation spectrum
of the masker contains strong components at the beat fre-
quency. The modulation spectrum of the masker depends on
its bandwidth; the narrower the bandwidth, the more the
modulation spectrum is concentrated at low frequencies. For
the 80-Hz-wide noise masker used by us, the modulation
spectrum is mainly concentrated below 80 Hz~Lawson and
Uhlenbeck, 1950!. Hence, assuming that there is some fre-
quency selectivity in the modulation domain, the effective-
ness of the inherent fluctuations of the masker in masking the
beats would have decreased as the masker-signal frequency
separation~corresponding to the average beat rate! increased
above 80 Hz. If this argument is correct, then temporal in-
teractions between the signal and masker may have influ-
enced a considerable portion of the masking patterns for the
noise masker.
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It is of interest to consider which, if any, of the masking
patterns give the most accurate indication of the spread of
excitation evoked by the masker. As described earlier, it has
often been assumed that masking patterns for narrow-band
noise maskers are the best for this purpose. However, this
may not be the case for two reasons. First, as discussed im-
mediately above, temporal interactions between the signal
and masker may influence the masking patterns for signal
frequencies up to a few hundred hertz from the masker fre-
quency. Second, subjects may ‘‘listen in the dips’’ of the
masker envelope, an effect which is especially large for sig-
nal frequencies well above the masker frequency, but which
probably occurs to some extent even for small masker-signal
frequency separations~Buus, 1985!. Zwicker and Feldtkeller
~1967! and Buus~1985! suggested that masking patterns for
sharply filtered low-pass noise maskers would give a good
indication of the spread of excitation above the masker cutoff
frequency. However, even for such maskers, there would be
some envelope fluctuations at the outputs of auditory filters
tuned above the signal frequency, which would give oppor-
tunities for dip listening. This would be especially true for
low cutoff frequencies of the masker, as the bandwidth of the
auditory filter is small at low center frequencies~Peters and
Moore, 1992; Rosen and Stock, 1992; Moore and Sek,
1995!.

The most accurate indication of the spread of masker
excitation to frequencies above the masker frequency might
be given by the masking pattern for a tone masker and tone
signal obtained in the presence of an additional tone, as was
done in experiment 4. The additional tone was placed at a
frequency 2f m2 f s and it served both to mask the 2f 12 f 2

combination tone and to make beats between the masker and
signal less effective as a cue. Once the signal frequency is
more than twice the masker frequency, then beats and com-
bination tones probably play little role, and the additional
tone is unnecessary. However, in this case an additional fac-
tor, namely suppression, may complicate the interpretation of
the masking pattern. It has been suggested that, for masker
frequencies well below the signal frequency, the masking of
the signal is determined mainly by suppression of the signal,
rather than by spread of masker excitation~Kiang, 1974;
Delgutte, 1990, 1996!. The data of Moore and Vickers
~1997! suggest that suppression plays a strong role in this
situation but is not completely responsible for the masking of
the signal. In any case, it seems likely that the masking pat-
tern for a sinusoidal masker, for signal frequencies well
above the masker frequency, overestimates the spread of ex-
citation of the masker.

Estimating the spread of masker excitation to frequen-
cies below the masker frequency is also problematic. The
masked thresholds in this frequency range are probably not
influenced by the detection of combination products pro-
duced by the interaction of signal and masker. However, for
a noise masker thresholds may be influenced by the combi-
nation products produced by the interaction of components
within the masker, unless the masker bandwidth is very
small ~Bilger and Hirsh, 1956; Greenwood, 1971; Glasberg
and Moore, 1994!. For both noise and tone maskers, thresh-
olds may be influenced by the presence of beats between the

signal and the masker, the effect being more pronounced for
the tone masker. The technique used in experiment 5, of
adding a pair of high-frequency MDI tones to the main
masker, may be effective in reducing the detectability of
beats. However, when the signal frequency is well below the
masker frequency, the simple difference tone produced by
the MDI tones may contribute to the masking of the signal.

VIII. SUMMARY AND CONCLUSIONS

Experiment 1 examined the shapes of masking patterns
for sinusoidal and narrow-band noise maskers, and sinu-
soidal and narrow-band noise signals, using masker levels of
45, 65, and 85 dB SPL. The shapes of the masking patterns
for signal frequencies above and below the masker frequency
were determined mainly by the characteristics of the masker
rather than by the characteristics of the signal. The masking
patterns for both types of masker showed dips immediately
above the masker frequency, which can be attributed partly
to the detection of combination products. The dips for the
tone masker were much larger than those for the noise
masker. When the signal frequency was equal to the masker
frequency, thresholds were similar for all masker-signal
combinations except the tone masker and noise signal, which
gave much lower thresholds. The lower thresholds can be
attributed to the availability of a within-channel cue of a
fluctuation in level.

Experiment 2 examined the effect of adding low-pass
noise to the 1-kHz 85 dB SPL masker, to mask combination
products produced by the interaction of signal and masker.
The noise largely eliminated the dips in the masking patterns
for the noise masker. The dips for the tone masker were
reduced, but not eliminated. For the tone masker, the noise
had no effect on masked thresholds for signal frequencies
between 1100 Hz and 1170 Hz, even though the highest
noise level used should have been sufficient to mask combi-
nation products produced by signals at those frequencies.
This suggests that some other factor, presumably beats be-
tween the signal and masker, contributed to the dips in the
masking patterns for signal frequencies close to the masker
frequency.

Experiment 3 compared masking patterns using a noise
signal with tone or noise maskers using a wide range of
masker frequencies and masker levels of 45, 65, and 85 dB
SPL. The tone masker produced less masking than the noise
masker for signal frequencies within 100–250 Hz of the
masker frequency, for all masker frequencies and for signal
frequencies both below and above the masker frequency.
This suggests that the lower thresholds produced by the tone
masker result mainly from more effective beat detection
rather than from greater detectability of combination prod-
ucts. However, combination products produced by the inter-
action of the masker and signal are probably the dominant
cause of dips in the masking patterns for the tone masker for
signal frequencies well above the masker frequency.

Experiment 4 examined how adding an extra sinusoid
with frequency below that of the main 85 dB SPL masker
affected detection of signals above the masker frequency.
This tone was intended both to mask combination products
and to reduce the salience of beats produced by the interac-
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tion of the signal and main masker. For both tone and noise
maskers, the added tone largely eliminated the dips in the
masking patterns. When the added tone was present, the tone
masker produced more masking than the noise masker, con-
sistent with the idea that subjects can listen in the dips of the
noise masker.

Experiment 5 explored the effect of adding a pair of
high-frequency tones to the main 85 dB SPL masker; the
frequency separation of these tones was equal to the separa-
tion of the main masker and signal, so the added tones pro-
duced beats at the same rate as those produced by the inter-
action of the main masker and signal. A low-pass noise
designed to mask combination tones was also presented in
some conditions. The addition of the high-frequency tones to
the main masker produced higher thresholds than did addi-
tion of a low-pass noise for masker-signal frequency separa-
tions up to 250 Hz. This suggests that beats between the
masker and signal influenced the masking patterns for the
main masker alone over this frequency range.

It is suggested that the spread of masker excitation to
frequencies above the masker frequency may best be esti-
mated by using a sinusoidal masker in the presence of an
extra tone, as in experiment 4. Estimating the spread of
masker excitation to lower frequencies may best be done in
the presence of a pair of high-frequency MDI tones, as in
experiment 5.
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These experiments examine the influence of excitation-pattern cues and temporal-fine-structure cues
on frequency difference limens~FDLs! measured as a function of duration. In the first three
conditions, listeners were required to detect a change in carrier frequency from a baseline of 250 or
2000 Hz, for stimuli with half-amplitude durations ranging from 5 to 320 ms. In the ‘‘steady’’
condition, duration was manipulated by increasing the steady-state portion of the envelope between
two 5-ms linear onset and offset ramps. This resulted in spectra and excitation patterns that
broadened with decreasing duration. In the ‘‘modulated’’ condition, the carrier was amplitude
modulated with a triangle function~period 10 ms! and duration was manipulated by varying the
number of cycles of the modulator. In this case, the spectral envelope did not vary with duration, but
the width of individual spectral lobes broadened with decreasing duration. The
‘‘low-peak-constant’’ condition was similar to the modulated condition, except that an increase in
carrier frequency was accompanied by a decrease in the period of the modulator, so as to hold
constant the frequency of the spectral lobe located roughly 100 Hz below the carrier frequency. In
this condition, changes in carrier frequency resulted in minimal changes in excitation level on the
low-frequency side of the excitation pattern, but changes on the high-frequency side were larger
than for the first two conditions. Both the values of the FDLs, and their variation with frequency and
duration, were similar in these three conditions. The fourth, ‘‘modulator varying,’’ condition
differed in that the carrier frequency was held constant and listeners were required to detect a change
in modulator frequency. Thresholds were expressed as the change in frequency of the spectral side
lobes adjacent to the carrier frequency~‘‘equivalent’’ FDLs!. Excitation-pattern cues in this
condition were at least as large as in the first three conditions. However, equivalent FDLs were
significantly higher than for the other three conditions. The higher FDLs are attributed to the lack
of temporal fine-structure cues related to the carrier frequency. Overall, the results suggest that
FDLs in the first three conditions were determined by temporal cues rather than by
excitation-pattern cues. The increase of the FDLs with decreasing duration did not arise from
increasing spectral splatter. ©1998 Acoustical Society of America.@S0001-4966~98!03708-4#

PACS numbers: 43.66.Fe, 43.66.Hg@RVS#

INTRODUCTION

It is well established that frequency difference limens
~FDLs! for pure tones increase as stimulus duration de-
creases~Turnbull, 1944; Konig, 1957; Liang and Chistovich,
1961; Sekey, 1963; Henning, 1970; Moore, 1973; Freyman
and Nelson, 1986! and that the increase is more marked at
low than at high frequencies~Liang and Chistovich, 1961;
Sekey, 1963; Moore, 1973; Freyman and Nelson, 1986!. One
interpretation of this phenomenon is based on an excitation-
pattern model~Zwicker, 1956, 1970!. According to this
model, frequency discrimination depends on the detection of
differences in the patterns of excitation evoked successively
in the auditory system by the stimuli to be discriminated.

Zwicker ~1956, 1970! assumed that a change in frequency
can be detected whenever the excitation patterns differ at any
point by more than a criterion value. The size of the FDL is
predicted to be inversely proportional to the slope of the
excitation pattern at its steepest point, and directly propor-
tional to the criterion value.

In the framework of this model, the increase in FDL
with decreasing stimulus duration can be accounted for by
two factors. The first is that the criterion change in excitation
level probably increases with decreasing duration~Henning,
1970; Moore, 1972; Florentine, 1986!. The second is that the
slopes of the stimulus spectrum become shallower as dura-
tion is reduced, an effect known as spectral splatter. Below a
critical duration, the slope of the spectrum becomes less than
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the slope of the excitation pattern evoked by a long-duration
tone, and so the slope of the spectrum becomes a limiting
factor ~Moore, 1973!. Because the slope of the spectrum is
independent of frequency, while the slopes of auditory fil-
ters, expressed in dB/Hz, increase with decreasing center fre-
quency, then, as duration is decreased, the spectral slope be-
comes a limiting factor earlier for low frequencies than for
high frequencies. This could explain the greater effect of
duration on FDLs at low frequencies, and, in particular, the
findings that there exist ‘‘kneepoints’’ in the functions relat-
ing FDLs to duration, and that the durations at these knee-
points increase with decreasing signal frequency~Liang and
Chistovich, 1961; Freyman and Nelson, 1986!. However,
these kneepoints are often not well defined by the data, es-
pecially for high center frequencies~Moore, 1973!.

Other data have indicated that an excitation-pattern
model cannot entirely account for FDLs. In particular, the
size of the FDL for low frequencies and short durations is
smaller than predicted by the model~Moore, 1973!. More-
over, for long-duration tones, the variation of FDLs with
frequency does not follow one prediction of the excitation-
pattern model~Zwicker, 1956!, which is that the FDL should
be a constant proportion of the auditory filter bandwidth at
the same center frequency~Moore, 1974; Moore and Glas-
berg, 1986, 1989; Sek and Moore, 1995!.

Mechanisms for pitch extraction operating in the tempo-
ral domain were suggested many years ago in order to ac-
count for the perception of the residue pitch elicited by com-
plex tones~Schouten, 1940, 1970!. The basic underlying
principle of such temporal mechanisms is the measurement
by the auditory system of time intervals between peaks in the
fine structure of the stimulus waveform. The increase in
FDLs with decreasing duration is explained by this mecha-
nism in terms of the decreasing number of waveform periods
that can be sampled~Goldstein and Srulovicz, 1977!. Al-
though the model of Goldstein and Srulovicz can account for
the greater effect of duration on FDLs at low frequencies, it
does this by adjustment of a parameter,tm , which represents
the upper bound on the processed interspike intervals; the
value of tm used for each frequency is chosen to give the
correct duration dependence. Thus the model fits the data,
but it does not actually predict them.

Support for a temporal account of the effect of duration
on FDLs comes from an experiment performed by Plack and
Carlyon ~1995!. They showed that the effect of duration on
FDLs for ~the fundamental frequency of! harmonic complex
tones was greater for tones with unresolved harmonics than
for tones with resolved harmonics. They argued that, for the
latter, listeners could detect changes in the periods of the
individual resolved harmonics~Pattersonet al., 1983!, but
that, for unresolved harmonics, they were forced to rely on
the periodicity of the envelope. They suggested that, when
there are only a few periods in the signal, further decreases in
duration produce a larger effect on FDLs than the same pro-
portional decrease in a larger number of periods. In support
of this idea, they noted that the variation of FDLs with du-
ration was similar for a group of unresolved harmonics with
a fundamental frequency of 250 Hz and for a 250-Hz pure
tone ~Moore, 1973!.

While temporal theories have become more popular over
the last two decades, such theories are not universally ac-
cepted, and some researchers have concluded that frequency
discrimination data are broadly consistent with an excitation-
pattern model~Freyman and Nelson, 1986!. The present ex-
periment was designed to test the relative importance of tem-
poral fine structure cues and excitation-pattern cues
associated with spectral splatter for the frequency discrimi-
nation of unmodulated and amplitude-modulated sinusoidal
carriers.

I. RATIONALE AND PREDICTIONS

A. Rationale

The stimuli were chosen to manipulate the extent to
which excitation-pattern cues and temporal cues were avail-
able. If FDLs depend on excitation-pattern cues, then
excitation-pattern differences between just-discriminable
stimuli should be similar for all conditions. FDLs were mea-
sured as a function of duration for 250- and 2000-Hz tones in
four different conditions, as illustrated schematically in Fig.
1. The figure is simplified in that, although the time-domain
representations~right-hand panels! are for brief stimuli, with
total durations of about 20 ms, the spectra are represented by
discrete lines rather than by broad lobes~left-hand panels!.
Also, for the conditions illustrated in panels~b!–~d!, the
spectra contained multiple side lobes, but only the two side
lobes with the highest amplitude are shown. When describ-
ing each condition we will also refer to calculated excitation
patterns of selected stimuli in those conditions, as shown in
Fig. 2. Full details of the calculations, which were imple-
mented using the algorithm described by Glasberg and
Moore ~1990!, are given in the Appendix. The effect of a
background pink noise that was present during the experi-
ments was included in the calculations. It has been suggested
that the high-frequency slopes of excitation patterns are not
as steep as predicted by this algorithm~van der Heijden and
Kohlrausch, 1994!. If so, the excitation-pattern differences
on the high-frequency sides of the excitation patterns would
be somewhat smaller than shown in Fig. 2.

The ‘‘steady’’ condition@Fig. 1~a!# was an approximate
replication of earlier studies~Henning, 1970; Moore, 1973!.
FDLs were measured for a sinusoid gated on and off with
5-ms linear ramps, and containing a steady-state portion with
a duration between 0 and 315 ms. The left-hand part of Fig.
2~a! shows simulated excitation patterns for a 250-Hz stan-
dard and a 254-Hz signal having an ‘‘effective’’ duration
~measured between the half-amplitude points! of 20 ms.
These same frequencies will be used in subsequent ex-
amples. The small ripples on the skirts of the excitation pat-
terns correspond to the side lobes in the spectra. The differ-
ence between these excitation patterns~right-hand side of the
figure! is greatest~just over 1 dB! on the low-frequency side.
The greatest difference also occurred on the low-frequency
side for other durations and frequency differences. In this
condition the spectrum broadened with decreasing duration.

The ‘‘modulated’’ condition@Fig. 1~b!# was similar to
the steady condition, except that the stimuli were 100% am-
plitude modulated by an integer number of cycles of a dc-
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shifted triangular waveform having a period of 10 ms. The
task was to detect a change in carrier frequency. In this con-
dition, the shortest stimulus was identical to that in the
steady condition, and duration was manipulated by varying
the number of cycles of the modulator. Again, as can be seen
in Fig. 2~b!, the greatest changes in excitation~about 1.4 dB!
occur on the low-frequency side of the excitation pattern.
These changes are strongly influenced by the shift in the
frequency of the lower side lobe in the spectrum~centered at
about 150 Hz!, whose effect is visible as a ‘‘bump’’ on the
low-frequency sides of the excitation patterns.

The ‘‘low-peak-constant’’ condition@Fig. 1~c!# was de-
signed, as its name suggests, to keep the frequency of the

side lobe immediately below the carrier frequency fixed, in-
dependently of any changes in the carrier frequency. This
was achieved by accompanying the increase in carrier fre-
quency between the standard and signal intervals by an in-
crease in the frequency of the triangular modulator. As Fig.
2~c! shows, this greatly reduced the excitation-pattern cues
below 250 Hz, even though the change in carrier frequency
was the same as in the modulated condition. However, the
differences on the high-frequency side of the excitation pat-
tern were larger, amounting to just over 2 dB.

The ‘‘modulator varying’’ condition@Fig. 1~d!# differed
from the first three conditions in that the carrier frequency
was the same in both the standard and signal intervals; in-

FIG. 1. Schematic representation of
the stimuli used in the different condi-
tions. The left-hand column shows
simplified spectra, consisting of the
main peak and the two most prominent
modulation side lobes. The right-hand
column shows temporal waveforms,
with the envelope superimposed, for
the standard~solid line! and signal
~dashed line!. The four panels illus-
trate the four conditions:~a! steady,
~b! modulated,~c! low-peak-constant,
~d! modulator-varying.
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stead, the signal differed from the standard only in the period
of the modulator. Figure 2~d! shows the excitation patterns
for a signal and standard whose spectral side lobes differed
by 4 Hz, the same difference as shown for the modulated
condition in Fig. 2~b!. It can be seen that this produced
excitation-pattern cues both above and below the nominal
signal frequency of 250 Hz, and that, on the low-frequency
side, these differences were roughly the same in size as those
obtained in the modulated condition@Fig. 2~b!#. On the high-

frequency side, the differences were slightly smaller than
those for the ‘‘low-peak-constant’’ condition, amounting to
about 1.6 dB, but were larger than those for the steady and
modulated conditions.

The spectral envelopes of the stimuli were similar for
the last three conditions, and so the excitation-pattern shapes
were also similar~although the differences between the stan-
dard and signal excitation patterns were not the same across
conditions!. The spectral envelopes did not change as the

FIG. 2. Calculated excitation patterns~left! and excitation pattern differences~right!. The conditions were:~a! steady,~b! modulated,~c! low-peak-constant,
~d! modulator-varying. In panels~a!–~c! the carrier frequency was 250 Hz~standard-solid lines! or 254 Hz ~signal-dashed lines!. In panel~d! the carrier
frequency was fixed at 250 Hz and the modulator frequency was either 100 Hz~standard-solid lines! or 96 Hz ~signal-dashed lines!.
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duration was altered, but the widths of individual spectral
lobes increased with decreasing duration.

B. Predictions

The excitation-pattern and temporal models make differ-
ent predictions about the relative size of the FDLs in the four
conditions and about how the FDLs vary with frequency and
duration.

The excitation-pattern model predicts that the size of the
excitation-pattern differences between the standard and sig-
nal stimuli at threshold should be similar in each condition.
If listeners can monitor any point on the excitation pattern
~Zwicker, 1956!, or if they can combine information from
different parts of the excitation pattern~Florentine and Buus,
1981; Moore and Sek, 1994!, performance should be poorest
for the steady and modulated conditions, and best for the
low-peak constant and modulator-varying conditions. If sub-
jects mainly monitor the low-frequency side of the excitation
patterns, then performance should be poorer for the low-
peak-constant condition than for any of the other conditions.
The excitation-pattern model also predicts that the effect of
duration should be greater at 250 Hz than at 2000 Hz in all
conditions. This is because the lines in the schematic spectra
shown in Fig. 1 would in fact be replaced by lobes which
broadened with decreasing duration, and because the maxi-
mum slope of the excitation pattern is limited by the width of
individual spectral lobes mainly at low frequencies. Because
the broadening occurs in all conditions, the effect of duration
at 250 Hz should be largely independent of condition.

Temporal models, such as that proposed by Goldstein
and Srulovicz~1977!, are based on the processing of inter-
spike intervals related to the temporal fine structure of the
stimuli. Of our four conditions, the modulator-varying con-
dition @Fig. 1~d!# is the only one in which cues relating to the
temporal fine structure of the carrier are not available. If
temporal fine-structure information is used in the other three
conditions, one would expect that performance would be
poorer in the modulator-varying condition than in the other
conditions. If a temporal mechanism is used in the
modulator-varying condition, then it must be based on analy-
sis of the period of the modulator, or if spectral side lobes are
resolved~as they might be for the 250-Hz carrier!, on the
periodicity of the side lobes. The model of Goldstein and
Srulovicz would need to be extended to make quantitative
predictions of performance using such cues, and we consider
this beyond the scope of this paper. However, it is possible to
make some qualitative predictions about the effect of dura-
tion. Plack and Carlyon argued that the effect of duration is
determined by the number of periods available to the lis-
tener; waveform periods when fine-structure cues are avail-
able and envelope periods when fine-structure is not avail-
able. For a given short duration, the number of envelope
periods in our modulator-varying condition was less than the
number of fine-structure periods in the other conditions.
Hence a temporal model leads to the prediction that, for short
durations, the effect of duration should be greatest for the
modulator-varying condition.

II. GENERAL METHOD

A. Listeners

The same four listeners took part in all conditions. One
was author CM; the others were paid an hourly wage for
their services. They had no prior training in psychoacoustic
tasks and received a minimum of 12 h training in frequency
discrimination before data collection began. During a ses-
sion, listeners were free to pause whenever they needed and
they were advised to do so as soon as they felt tired. Pure-
tone absolute thresholds were assessed at octave frequencies
between 250 and 8000 Hz using a two-interval forced-choice
~2IFC! procedure. All four listeners had absolute thresholds
within 15 dB of laboratory norms for young normally hear-
ing subjects~based on measurements in 16 subjects!.

B. Stimulus generation and spectral considerations

Signals were generated digitally on an IBM-compatible
computer and sent to a CED1401 laboratory interface~12 bit
DAC! at a sampling rate of 20 kHz, before being low-pass
filtered at 8.6 kHz~Kemo VBF25.01; slope of 100 dB/oct!.
The signals were based on sinusoidal carriers having a nomi-
nal frequency of either 250 or 2000 Hz and a level of 70 dB
SPL. A 10-kHz-wide pink noise with a spectrum level of 5
dB SPL at 2000 Hz was presented continuously. This was
done to limit the frequency range over which excitation pat-
tern cues might be used, and to mask low-level aural distor-
tion products. The signals and the noise were attenuated
separately by Wilsonics PATT or Tucker-Davis Technolo-
gies PA3 attenuators and each delivered to one input of a
headphone amplifier, being mixed at this stage. All stimuli
were presented through one earpiece of a Sennheiser
HD414SL headset. They were monitored using a Hewlett-
Packard HP3561A spectrum analyzer.

For the steady, modulated, and low-peak-constant con-
ditions, on each trial, the actual carrier frequency was ob-
tained by randomizing the nominal frequency over a 10%
range~i.e., 65% around the carrier frequency!. In the signal
interval, the actual frequency was the randomized frequency
used in the standard interval incremented byD f . SinceD f
was always positive, the carrier frequency was always
greater in the signal than in the standard interval. The ran-
domization was introduced to prevent subjects using specific
minor features in the spectra of the stimuli, or specific tran-
sients, to perform the task~see below for more details!.

In the steady condition, duration was manipulated by
introducing a steady-state envelope portion between the 5-ms
linear onset and offset ramps. For all conditions, we define
the nominal ‘‘effective’’ duration as the duration over which
the amplitude of the waveform is greater than or equal to half
the peak amplitude. Overall durations of 10, 15, 25, 45, 85,
165, and 325 ms were used to obtain effective durations of 5,
10, 20, 40, 80, 160, and 320 ms.

The stimuli in the modulated condition were the same as
in the steady condition, except that the carriers were multi-
plied by a dc-shifted triangular modulator having a period of
10 ms ~100% modulation depth!. In order that an integer
number of modulator periods be present in the modulated
condition, the overall durations used in this condition were

1043 1043J. Acoust. Soc. Am., Vol. 104, No. 2, Pt. 1, August 1998 Micheyl et al.: Frequency and modulation-rate discrimination



all multiples of 10 ms. The effective durations used in the
modulated condition were the same as for the steady condi-
tion; they were one-half of the overall durations. Because the
stimuli with only one modulator period ~effective
duration55 ms! were identical to the shortest stimuli in the
steady condition, those data points are common to the two
conditions.

The stimuli for the low-peak-constant condition were
similar to those for the modulated condition, except that, on
each trial, the modulation rate,f m , in the signal interval was
increased byD f , to keep constant the frequency of the side
lobe immediately below the carrier frequency~at frequency
f c2 f m!; the frequency of the side lobe immediately above
the carrier frequency was shifted by 2D f . Effective dura-
tions of 10, 20, 40, 80, 160, and 320 ms were used.

The stimuli for the modulator-varying condition were
similar to those for the modulated condition, i.e., sinusoidal
carriers modulated by a triangular waveform. However, in
this condition, the standard and signal stimuli differed in
modulation period,DP, instead of in carrier frequency. The
actual carrier frequency was randomized over a range of
10% around the nominal carrier frequency, 250 or 2000 Hz,
in each trial, but was the same in both the signal and standard
intervals of the trial. Again, this was done to prevent subjects
using specific spectral features as a cue. The modulation pe-
riod was always 10 ms in the standard interval. In the signal
interval, it was 101DP ms. SinceDP was always greater
than or equal to 0, the modulation period was always longer
in the signal interval. Listeners were instructed to use any
cue they wanted, using the visual feedback to help them, to
detect the interval in which the modulation period was the
longest. Effective durations of 10, 20, 40, 80, 160, and 320
ms were used.

Because the stimuli in the modulator-varying condition
always contained an integer number of modulation periods,
the overall duration of the stimuli was different for the signal
and standard intervals, by an amount depending onDP. The
overall duration in the signal interval was adjusted upwards
or downwards on each trial, by varying the number of modu-
lator cycles, so as to remain as close as possible to that for
the standard interval. The effects of this manipulation will be
discussed later.

In all conditions the phase of the carrier was randomized
from presentation to presentation, in order to prevent listen-
ers from using a particular transient or feature of the spec-
trum to identify the signal. As Hartmann and Sartor~1991!
have demonstrated, the phase at which a sinusoid is turned
on and off affects the spectrum for short durations. Calcula-
tions for the 250-Hz carrier and the shortest duration in the
steady condition showed that:~1! the phase effects were larg-
est when the stimuli contained close to an integer number of
periods of the carrier;~2! there were negligible effects of
phase on the excitation patterns below 250 Hz;~3! phase
affected the magnitude of the difference between standard
and signal excitation patterns above 250 Hz, but only rarely
the sign of that difference. These effects may have produced
some disruption of excitation-pattern cues in the low-peak-
constant and modulator-varying conditions, since for these
two conditions, the signal was associated with changes on

the high-frequency side of the excitation pattern. However,
the phase randomization probably had negligible effects for
the steady and modulated conditions, and for all conditions
at longer durations.

An additional spectral effect occurs specifically for the
250-Hz carrier when, in all except the steady condition, there
are side lobes at odd multiples of 100 Hz above and below
the carrier frequency. The lobe centered 300 Hz below the
carrier frequency ‘‘wraps around’’ zero frequency, and ap-
pears at 50 Hz. If listeners could detect changes in the fre-
quency of this lobe then this would improve performance in
the modulated, low-peak-constant, and modulator-varying
conditions, compared to the steady condition. However,
given that the level of this lobe is approximately 27 dB be-
low that at the carrier frequency, and 19 dB below that at 150
Hz, it seems unlikely that it would have a substantial effect
on performance.

C. Procedure

Thresholds were measured using a 2IFC procedure with
visual feedback. A two-down one-up adaptive tracking rule
was used which estimated the 71% correct point on the psy-
chometric function~Levitt, 1971!. The difference between
the two stimuli in a given trial,D f or DP, was changed by a
certain factor~step size!. Sixteen turnpoints were obtained. A
relatively large initial step size of 2.0 was applied until the
fourth turnpoint was reached, in order to allow rapid conver-
gence toward the threshold region. After the fourth turnpoint,
the step size was reduced to 1.41. Threshold was taken as the
geometric mean of the values ofD f or DP at the last 12
turnpoints. Nine threshold estimates were made for each con-
dition and the final estimate was the geometric mean of these
nine, which was therefore based on 108 turnpoints.

III. RESULTS

The results were similar across subjects for all condi-
tions, so only mean data will be presented. We start by pre-
senting results for the individual conditions and then com-
pare results across conditions. All statistical analyses are
based on the logarithms of the FDLs, as the standard devia-
tions of the FDLs were roughly proportional to the mean
values of the FDLs.

A. Steady condition

The circles in Fig. 3 show the FDLs in the steady con-
dition as a function of effective duration. For both carrier
frequencies, the FDLs decreased with increasing stimulus
duration, and this decrease was greater for the 250-Hz carrier
~open symbols! than for the 2000-Hz carrier~filled symbols!.
To assess the statistical significance of these observations, a
two-way analysis of variance~ANOVA ! was conducted with
the logarithm of the FDLs as the dependent variable and
frequency and effective duration as factors. This revealed, in
addition to significant main effects of frequency [F(1,3)
568.84, p,0.005] and duration [F(6,18)593.70, p
,0.001], a significant interaction between them [F(6,18)
515.96,p,0.001]. As discussed in Sec. I B, this interaction
is predicted both by the temporal and by the excitation-
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pattern models. The results replicate several aspects of the
data in the literature: FDLs are larger at 2000 than at 250 Hz
~Henning, 1970; Moore, 1973; Wieret al., 1977; Nelson
et al., 1983!; FDLs decrease markedly as duration is in-
creased from about 10 to 300 ms~Turnbull, 1944; Konig,
1957; Liang and Chistovich, 1961; Sekey, 1963; Henning,
1970; Moore, 1973; Freyman and Nelson, 1986!; and FDLs
decrease more as a function of duration at 250 Hz than at
2000 Hz ~Liang and Chistovich, 1961; Henning, 1970;
Moore, 1973; Freyman and Nelson, 1986!.

B. Modulated condition

Results from the modulated condition are shown by the
triangles in Fig. 3. As with the steady condition, FDLs in-
creased with decreasing duration [F(6,18)577.9, p
,0.001], and were higher at 2000 Hz than at 250 Hz
[F(1,3)546.0,p,0.01]. There was also a significant inter-
action between frequency and duration [F(6,18)53.16, p
,0.05], reflecting the greater effect of duration on FDLs at
250 Hz compared to 2000 Hz.

C. Low-peak-constant condition

The open and filled squares in Fig. 4 show the results of
the low-peak-constant condition for signal frequencies of
250 and 2000 Hz, respectively. Overall, the results were very
similar to those obtained in the steady and modulated condi-
tions, despite the fact that in this condition the excitation-
pattern changes were largely above rather than below the
carrier frequency, and were therefore affected somewhat by
the phase randomization. A two-way ANOVA revealed sig-
nificant main effects of frequency [F(1,3)576.12, p
,0.005] and duration [F(6,18)553.77, p,0.001]. The
two-way interaction was also significant@F(6,18)53.38, p
,0.05].

D. Modulator varying condition

Thresholds in this condition are expressed as the change
in modulation rate; we refer to this as the equivalent FDL,

FDLe. When the modulation rate changes by FDLe, the cen-
ter frequencies of the spectral side lobes adjacent to the car-
rier frequency also change by FDLe~although the sign of the
change is different for side lobes above and below the carrier
frequency!.

Thresholds~FDLe! in the modulator-varying condition
are shown by the diamonds connected by dashed lines in
panels~a! and~b! of Fig. 5 for carrier frequencies of 250 and
2000 Hz, respectively. This figure also shows results for the
other three conditions. A two-way repeated-measures
ANOVA was conducted, with log~FDLe! as the dependent
variable and carrier frequency and duration as factors. Not
surprisingly, there was a highly significant main effect of
duration [F(5,15)550.35, p,0.0001]. There was also a
significant effect of carrier frequency [F(1,3)514.58, p
,0.05] indicating that, as in the other conditions, thresholds
were lower for the 250-Hz carrier than for the 2000-Hz car-
rier. However, unlike in the steady, modulated, and low-
peak-constant conditions, the interaction between frequency
and duration was not significant [F(5,15)52.10, p
50.122]. For both frequencies, the values of FDLe reached
an asymptote at about 80 ms.

IV. DISCUSSION

A. Comparison between conditions

The most obvious difference between conditions is the
markedly worse performance in the modulator-varying con-
dition, compared to the other conditions~Fig. 5!. This was
confirmed by a three-way~condition3frequency3duration!
ANOVA performed on the complete data set. The data for
the 5-ms duration were not included, because the data ob-
tained in the steady and modulated conditions for this dura-
tion were based on the same blocks of trials. The ANOVA
revealed a significant main effect of condition [F(3,9)
526.49, p,0.001]. A planned comparison between the
modulator-varying condition and the mean of the other three
conditions showed a significant difference [F577.4, p
,0.001]. This result is not predictable from the excitation
patterns produced by the stimuli in the four conditions. This

FIG. 3. FDLs as a function of effective duration in the steady~circles! and
modulated~triangles! conditions for carrier frequencies of 250 Hz~open
symbols! and 2000 Hz~filled symbols!. The scales of both axes are loga-
rithmic. The error bars indicate6 one standard deviation across listeners.

FIG. 4. FDLs as a function of effective duration in the low-peak-constant
condition for carrier frequencies of 250 Hz~open symbols! and 2000 Hz
~filled symbols!. Otherwise as in Fig. 3.
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is illustrated in Fig. 6, which shows the differences in exci-
tation patterns between standards and signals at threshold in
the four conditions, for an effective duration of 20 ms, both
at 250 Hz~left-hand panels! and 2000 Hz~right-hand pan-
els!. Clearly, the excitation-pattern differences between the
standard and signal are much greater in the modulator-
varying condition@Fig. 6~d!# than in the steady@Fig. 6~a!#,
modulated@Fig. 6~b!#, and, at 250 Hz, low-peak-constant
@Fig. 6~c!# conditions. It is also noteworthy that, for each
condition, the excitation-pattern differences were greater at
250 Hz than at 2000 Hz, by a factor of 2 or more. The greater
differences at 250 Hz occurred because of the better resolu-
tion of spectral side lobes at 250 Hz. It seems likely that
excitation-pattern cues associated with spectral side lobes
were not used at all for the 2000-Hz carrier, in any condition.

If excitation-pattern differences were being used at all
for these short-duration stimuli, then the results for the
modulator-varying condition at 250 Hz suggest that the dif-
ferences needed to be about 5 dB, markedly greater than the
criterion value of 1 dB proposed by Zwicker~1956, 1970!.
This is not surprising, as the 1-dB criterion was intended to
apply to long-duration stimuli ~or slowly frequency-
modulated stimuli!. The excitation-pattern differences were

markedly smaller than 5 dB for the other three conditions,
especially the steady condition and the modulated condition
@Fig. 6~a! and ~b!#. This suggests that excitation-pattern dif-
ferences were not being used in those conditions. Also, the
excitation-pattern differences at threshold were markedly
larger for the low-peak constant condition@Fig. 6~c!# than for
the steady or modulated conditions, yet performance was
very similar for these three conditions. Again, this suggests
that excitation-pattern differences were not used in these
three conditions.

Consider now the effects of duration on the FDLs for the
steady, modulated, and low-peak-constant conditions. As de-
scribed in the introduction, the increase of FDLs with de-
creasing duration for unmodulated tones~our steady condi-
tion! has sometimes been explained in terms of the
increasing spectral splatter that occurs with decreasing dura-
tion, which leads to broader excitation patterns~Freyman and
Nelson, 1986!. In the modulated and low-peak-constant con-
ditions of our experiment, the spectral envelope did not
change with duration, although individual lobes in the spec-
trum did broaden with decreasing duration. For the 2000-Hz
carrier, the individual spectral lobes would have been largely
unresolved, so the excitation patterns evoked by the stimuli
would hardly have changed with duration. Yet, the variation
of the FDLs with duration at 2000 Hz was almost identical
for the steady, modulated, and low-peak constant conditions.
This suggests that the increase in the FDLs with decreasing
duration at 2000 Hz was not due to broadening of the exci-
tation patterns in any of these conditions.

The pattern of results is consistent with a temporal
model. In the steady, modulated, and low-peak-constant con-
ditions, the periodicity of the carrier provided a potential cue.
Performance was similar for these three conditions. In con-
trast, in the modulator-varying condition, the periodicity of
the carrier did not differ between the signal and the standard.
Performance in this condition, expressed as FDLe, was
markedly worse than for the other conditions. The results
suggest that the periodicity of the carrier was the main cue
for the steady, modulated, and low-peak constant conditions.
For the modulator-varying condition, performance could
have been based either on envelope periodicity cues, or, for
the 250-Hz carrier, on excitation-pattern differences or dif-
ferences in periodicity of resolved spectral side lobes.

The temporal model is also consistent with the finding
that, for durations up to 80 ms, thresholds varied more with
duration in the modulator-varying condition than in the other
three conditions. This was confirmed by a three-way
ANOVA based on the four shortest durations only, which
showed a significant interaction between duration and condi-
tion [F(9,27)52.79, p,0.0187]. The ratios of the FDL~e!
scores for the 10-ms and 80-ms durations in the steady,
modulated, low-peak-constant, and modulator-varying con-
ditions were 4.07, 3.80, 5.28, and 7.47, respectively, at 250
Hz, and 2.32, 2.53, 3.13, and 4.12 at 2000 Hz. The greater
effect of duration for the modulator-varying condition is con-
sistent with a temporal model, as, for a given short duration,
there are many fewer modulator cycles than carrier cycles. It
is noteworthy, however, that performance in the modulator-
varying condition did not improve for effective durations

FIG. 5. As in Fig. 4, but showing FDLs as a function of effective duration
for all conditions for the 250-Hz carrier~top! and the 2000-Hz carrier~bot-
tom!. The conditions were: steady~circles!, modulated~triangles!, low-
peak-constant~squares!, and modulator-varying~diamonds connected by
dashed lines!. The solid line in each panel shows thresholds predicted from
use of the ‘‘number of modulator periods’’ cue in the modulator-varying
condition ~see text for details!.
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beyond 80 ms~160-ms overall duration!. This may reflect a
limit on the duration over which temporal integration occurs
for modulation discrimination.

In the Introduction, we described the results of Plack
and Carlyon~1995!, showing that the effect of duration on
FDLs for ~the fundamental frequency of! harmonic complex
tones was greater for tones with unresolved harmonics than
for tones with resolved harmonics. They explained this result
using a temporal theory, suggesting that the effect of dura-

tion is determined by the number of periods available to the
listener; waveform periods for resolved components and en-
velope periods for a complex with unresolved components.
Our results for the modulator-varying condition are consis-
tent with this suggestion. For our 250-Hz carrier, the spectral
side band at 150 Hz was probably resolved, whereas the side
bands for the 2000-Hz carrier were probably not resolved.
For a given duration, the number of waveform periods of the
150-Hz side band~of the 250-Hz carrier! is roughly similar

FIG. 6. Differences in excitation patterns between standard and signal stimuli for an effective duration of 20 ms. The frequency differences between the signal
and standard were those corresponding to the mean measured threshold. The four rows correspond to the four conditions:~a! steady,~b! modulated,~c!
low-peak-constant,~d! modulator-varying. The left and right columns show results for the 250- and 2000-Hz carriers, respectively.
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to the number of envelope periods for the 2000-Hz carrier.
Hence the effect of duration is predicted to be similar for the
two cases, which was indeed the case. Note that it is prob-
ably only in the modulator-varying condition that cues relat-
ing to the 150-Hz sideband were useable. For the other con-
ditions, cues associated with the temporal fine structure of
the 250-Hz carrier would have been much more salient.

B. Additional cues in the modulator-varying condition

In the modulator-varying condition there were three
types of additional cues which, although not affecting our
main conclusions, need to be considered when interpreting
the results.

First, when the carrier frequency was fixed and the
modulation period was varied, the center frequencies of side
lobes farther from the carrier frequency changed by greater
amounts than FDLe. Subjects may have been able to use
information from these side lobes for the 250-Hz carrier at
short durations, as described above; indeed the large changes
in the frequencies of the side lobes are partly responsible for
the large excitation-pattern differences shown in Fig. 6~d! for
the 250-Hz carrier. However, it seems unlikely that subjects
could use this cue for the 2000-Hz carrier. Buus~1983! has
presented evidence that discrimination of modulation fre-
quency is based on the modulationper se, rather than on
spectral cues, at least for modulation rates up to 30%–40%
of the carrier frequency and for carrier frequencies above
500 Hz.

The second type of cue arises from our decision always
to maintain an integer number of cycles of the modulator,
and to adjust the number of modulation cycles in the signal
so that its duration was as close as possible to that of stan-
dard stimulus. At long durations this produced only small
differences in duration~never more than 1% at an effective
duration of 320 ms! and in the number of modulator cycles,
and the differences in duration did not vary monotonically
with DP. Therefore differences in duration and/or number of
modulator cycles would not have provided a reliable cue.
However, this was not necessarily the case for the shorter
stimuli. For example, for an effective duration of 10 ms the
standard stimulus consisted of two 10-ms periods of the
modulator, and, as the modulator period was increased to
13.3 ms, there was a monotonic increase in the overall dura-
tion. Beyond this duration the number of modulation cycles
would have been reduced from two to one. Listeners may
have been able to detect either the increasing duration, or the
change in number of modulator periods, or both. The solid
lines in Fig. 5 show the performance predicted from the use
of the latter strategy, on the assumption that listeners can
detect a difference of one modulator cycle at all durations. It
can be seen that the line predicts the FDLe values obtained at
250 Hz very well, for effective durations up to 80 ms. Hence
at this frequency we cannot rule out the possibility that, at
short durations, listeners were using the number of modula-
tion cycles as a cue. If they were doing so, then this cue was
presumably more effective than any excitation-pattern cues
available at these short durations, and so the effect of the
‘‘number of cycles’’ cue would have been toreducethe de-
terioration observed for very brief stimuli. However, it

should be borne in mind that the solid line falls below the
thresholds obtained at 2000 Hz at all durations, despite the
fact that the ‘‘number of cycles’’ cue was equally available
at both carrier frequencies.

Finally, it is worth mentioning one other unique feature
of the modulation-varying condition, which is that the fre-
quencies of the side lobes above and below the carrier fre-
quency changed in opposite directions. According to Zwick-
er’s ~1956, 1970! model, this should not have made any
difference, since the model assumes that performance is
based on changes in the excitation pattern at the single point
where the excitation changes the most. Other excitation-
pattern models have been proposed which assume that infor-
mation can be combined from different parts of the excita-
tion pattern ~Florentine and Buus, 1981; Moore and
Glasberg, 1989; Moore and Sek, 1994!. However, even in
these models, the direction of the changes is not assumed to
matter, provided that the direction is consistent across trials
for each point on the pattern. This assumption is essential for
excitation-pattern models when trying to account for the de-
tection of mixed amplitude modulation~AM ! and frequency
modulation ~Moore and Sek, 1994!. It is also required to
account for the finding that the detection of modulation is not
affected by whether or not listeners know on a given trial if
the modulation will be in amplitude or frequency~Demany
and Semal, 1986!. Thus the poorer performance found in the
modulator-varying condition than in the modulated condition
cannot be explained in terms of the different directions of
movement of the upper and lower side lobes in the
modulator-varying condition.

C. Comparison with previous modulation-
discrimination data

It is useful to compare the results from the modulator-
varying condition with existing data on AM-rate discrimina-
tion. The most comprehensive recent study, which used sinu-
soidal rather than triangular AM, was performed by Lee
~1994!. She found that thresholds increased markedly as the
number of modulator cycles was reduced below about five,
in broad agreement with the large effect of duration observed
in the present study. However, Fig. 5 shows that thresholds
continue to drop as effective duration is increased up to 80
ms ~total duration5160 ms!, suggesting that, for our 100-Hz
triangular modulator, the ‘‘critical’’ number of modulator
periods is closer to 16 than to five.

Overall the thresholds measured by us are slightly
higher than those measured by Lee~1994!. For example, for
the 2000-Hz carrier, we found a threshold of about 9 Hz for
an effective duration of 80 ms, corresponding to an overall
duration of 160 ms. For a similar duration, Lee found a
threshold of about 2.5 Hz for a modulation rate of 40 Hz and
about 6 Hz for a modulation rate of 160 Hz, when the carrier
frequency was randomized~as it was in our experiment, al-
beit over a smaller range than used by Lee!. For the 250-Hz
carrier, we found a threshold of about 3 Hz for an overall
duration of 160 ms, whereas for a fixed 500-Hz carrier~the
lowest used! and a similar duration, Lee found a threshold of
about 1 Hz for a 40-Hz modulation rate and about 5 Hz for a
160-Hz modulation rate. The slightly worse overall perfor-
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mance found by us might be due to the different modulator
waveforms~triangular versus sinusoidal!, to individual dif-
ferences~Lee used three subjects, while we used four!, or to
our use of a pink noise background; Lee reported that per-
formance worsened for some subjects when low-pass noise
was added to the stimuli, when the modulation rate was
above 80 Hz, and she attributed this to masking of combina-
tion tones.

Lee’s data are relevant to our finding that the values of
FDLe were higher at 2000 Hz than at 250 Hz. This predic-
tion is not made by the temporal model, but is consistent
with an excitation-pattern hypothesis, because excitation-
pattern changes associated with changes in spectral side
lobes should be larger at the lower carrier frequency@see Fig.
6~d!#. Although Lee found no effect of carrier frequency for
2-s stimuli, her Fig. 3 shows that, for overall durations from
125 to 1000 ms, thresholds were lower for a 500-Hz carrier
than for a 4000-Hz carrier. However, this difference only
occurred when the modulation rate was 20 or 40 Hz; at a rate
of 160 Hz thresholds were similar at the two carrier frequen-
cies. Hence it appears that the effect of carrier frequency is
greatest at low modulation rates, where the spectral cues are
weakest. We do not have an explanation for this effect,
which does not seem to follow from either the temporal or
excitation-pattern explanations.

V. SUMMARY AND CONCLUSIONS

This experiment examined the influence of excitation-
pattern cues and temporal-fine-structure cues on frequency
difference limens~FDLs! measured as a function of duration.
FDLs were measured in four conditions, chosen to manipu-
late the extent to which such cues were available. In the
steady condition, duration was altered by increasing the
steady-state portion of the envelope between two 5-ms linear
onset and offset ramps. In the modulated condition, the car-
rier was modulated with a triangle function~period 10 ms!
and duration was altered by varying the number of cycles of
the modulator. The low-peak-constant condition was similar
to the modulated condition, except that an increase in carrier
frequency was accompanied by a decrease in the period of
the modulator, so as to hold constant the frequency of the
spectral lobe 100 Hz below the carrier frequency. For a given
frequency difference between the standard and signal
stimuli, the size and location of the largest excitation-pattern
differences varied across conditions. However, both the val-
ues of the FDLs, and their variation with frequency and du-
ration, were similar in these three conditions. This suggests
that performance depended on the use of temporal fine struc-
ture cues, which were similar for the three conditions.

The fourth, modulator varying, condition differed in that
the carrier frequency was held constant and listeners were
required to detect a change in modulator frequency. Thresh-
olds were expressed as FDLe, the change in frequency of the
spectral side lobes adjacent to the carrier frequency.
Excitation-pattern cues in this condition were at least as large
as in the first three conditions. However, values of FDLe
were significantly higher than the FDLs for the other three
conditions. The higher values of FDLe are attributed to the

lack of temporal fine-structure cues related to the carrier fre-
quency.

The following main conclusions can be drawn from our
results:

~1! FDLs in the steady, modulated, and low-peak con-
stant conditions were determined by temporal cues rather
than by excitation-pattern cues.

~2! The increase of the FDLs with decreasing duration
in the steady, modulated, and low-peak constant conditions
did not arise from increasing spectral splatter. It probably
occurred because of the decreasing number of periods avail-
able for sampling by a temporal mechanism.

~3! Performance in the modulator-varying condition
might have been determined by several cues:~a! changes in
the modulator period;~b! changes associated with the exci-
tation pattern or periodicity of spectral side lobes~at 250 Hz
only!; ~c! ~for short durations! changes in the number of
modulator periods.

~4! If excitation-pattern changes are used at all for the
frequency discrimination of short-duration stimuli~for ex-
ample, in the modulator-varying condition!, the changes
need to be rather large~several decibels!.
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APPENDIX: EXCITATION PATTERN SIMULATIONS

The excitation patterns shown in this paper were calcu-
lated using the algorithm described in Glasberg and Moore
~1990!. The stimuli were generated in the time domain at a
sampling frequency of 10 kHz and submitted to fast Fourier
transform~FFT! before being processed in the spectral do-
main. The FFT was based on a rectangular window longer
than the stimulus duration. The input level to the excitation-
pattern program was adjusted so that the excitation level
evoked at the center frequency corresponding to the carrier
frequency ~250 or 2000 Hz! was the same as would be
evoked by a long-duration tone at 70 dB SPL. A pink noise
background with a spectrum level of 5 dB SPL at 2 kHz~as
in the experiment! was included, the smoothed long-term
power spectrum of the noise being added to the stimulus
power spectrum. The correction for the external and middle-
ear transfer functions described in Glasberg and Moore
~1990! as the ELC correction was applied to the stimulus
spectrum before this spectrum was fed to the excitation pat-
tern model. Simulated auditory filters with center frequencies
between about 3 and 30 ERB~corresponding approximately
to 87 and 5577 Hz, respectively! with a spacing of 0.1 ERB
were used.
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Modulation detection and modulation rate discrimination thresholds were obtained at three different
modulation rates (f m580, 160, and 320 Hz! and for three different ranges of modulation depths
(m): full ~100%!, mid ~70%–80%!, and low ~40%–60%! with both normal-hearing~NH! and
hearing-impaired~HI! subjects. The results showed that modulation detection thresholds increased
with modulation rate, but significantly more so for HI than for NH subjects. Similarly, rate
discrimination thresholds (Dr ) increased with increases inf m and decreases in modulation depth.
When compared to NH subjects, rate discrimination thresholds for HI subjects were significantly
worse for all rates and for all depths. At the fastest modulation rate with less than 100% modulation
depth, most HI subjects could not discriminate any change in rate. When valid thresholds for rate
discrimination were obtained for HI subjects, they ranged from 2.5 semitones (Dr 512.7 Hz, f m

580 Hz, m5100%) to 8.7 semitones (Dr 5214.5 Hz, f m5320 Hz, m5100%). In contrast,
average rate discrimination thresholds for NH subjects ranged from 0.9 semitones (Dr 54.2 Hz,
f m580 Hz, m5100%) to 4.7 semitones (Dr 5103.5 Hz, f m5320 Hz, m560%). Some of the
differences in temporal processing between NH and HI subjects, especially those related to
modulation detection, may be accounted for by differences in signal audibility, especially for
high-frequency portions of the modulated noise. However, in many cases, HI subjects encountered
great difficulty discriminating a change in modulation rate even though the modulation components
of the standard and test stimuli were detectable.@S0001-4966~98!02208-5#

PACS numbers: 43.66.Mk@RVS#

INTRODUCTION

The most obvious problem faced by hearing-impaired
~HI! individuals in understanding speech is inaudibility of
speech cues in the acoustic signal. However, even when
hearing aids provide sufficient amplification so that speech
signals are well above detection thresholds, problems in
speech understanding may still persist, especially in noisy
backgrounds~Plomp, 1978!. Many of these problems appear
to be related to signal distortions generated during the pro-
cessing of sound in the impaired cochlea~Moore, 1995!. One
such distortion that has received a great deal of attention in
recent years is a smearing or smoothing of spectral peaks
~e.g., speech formants! making it difficult to discriminate one
spectral shape from another~Leek et al., 1987; Baer and
Moore, 1993!. This type of distortion is associated with the
abnormal frequency selectivity and broader-than-normal au-
ditory filter bandwidths often accompanying sensorineural
hearing impairment~Summerfieldet al., 1985; Leek and
Summers, 1993; Summers and Leek, 1994!. When there is
sufficient hearing loss so that the analysis of spectral detail is
impaired, nonspectral cues such as amplitude modulations in
the speech waveform may take on added importance for
speech perception~Formby, 1987; Rosen and Smith, 1988;
Hedrick et al., 1995; Hedrick and Jesteadt, 1996!. For some
individuals with severe-to-profound sensorineural hearing
loss, the cues contained in the gross time-intensity variations
in the speech waveform~i.e., the waveform envelope! may
be all that are available~Erber, 1972a, b!.

Rosen~1989, 1992! identified three basic categories of
temporal information in speech that depend primarily on the

rate of temporal fluctuation.~1! From 2–50 Hz, slow time-
varying envelope fluctuations, typically referred to as the
amplitude envelope, can provide information about manner
of articulation, certain vowel contrasts, overall rhythm or
tempo, and syllabicity. This information is typically associ-
ated with overall duration and amplitude, as well as the rate
of amplitude change at syllable onset~i.e., during the attack
portion of the syllable!. ~2! From 50–500 Hz, envelope
fluctuations provide information about waveformperiodicity
associated with the voice fundamental frequency (F0),
voicing, intonation, and stress. This information is typically
associated with the regularity of waveform fluctuations
and the rate of envelope modulation, and is sometimes
perceived as a buzz or flutter.~3! From 600–8000 Hz,
variations in the temporal wave shape can provide informa-
tion about the place of articulation and vowel quality. This
fine structureinformation is typically associated with rapid
time fluctuations~e.g., the zero-crossing rate! within a single
voiced period or within a short time interval during aperiodic
sounds.

A. Previous studies of temporal speech information

Rosen’s description of temporal speech cues provides a
framework for exploring which of these cues can be per-
ceived by human observers, especially listeners with hearing
loss. There have been a number of studies that have directly
examined the importance of time-intensity envelope cues for
speech perception~Breeuwer and Plomp, 1984, 1986; Van
Tasell et al., 1987, 1992; Grantet al., 1985, 1991, 1994;
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Shannonet al., 1995!. In these studies, envelope signals
were extracted from speech by full-wave rectification and
low-pass filtering~after Horii et al., 1971! and used to modu-
late an audible carrier signal~usually a pure tone or noise!.
The original speech signal was either unprocessed or filtered
to limit the spectral regions contributing to the envelope fluc-
tuations. The range of envelope-rate fluctuations was con-
trolled by the cutoff frequency of the low-pass smoothing
filter. For the majority of studies, the bandwidths of the en-
velope signals evaluated were very narrow due to the use of
low-pass smoothing filters of 50 Hz or less. Thus, the avail-
able cues were probably limited to what Rosen called the
amplitude envelope. In only a few studies has the envelope
bandwidth been varied systematically~Van Tasell et al.,
1987, 1992; Grantet al., 1991!, thereby allowing for the pos-
sibility that periodicity and some fine structure cues may be
transmitted as well. In tests with normal-hearing listeners,
increases in envelope bandwidth~accomplished by applying
less smoothing to the extracted envelope signal! resulted in
improved speech recognition for auditorily presented non-
sense syllables~Van Tasellet al., 1987! and for sentences
presented audiovisually~Grant et al., 1991!. Van Tasell
et al. ~1987, 1992! and Grantet al. ~1991! suggested that a
possible reason for the increase in speech information trans-
mitted with increasing envelope bandwidth was that funda-
mental frequency cues were made progressively more avail-
able in the form of envelope periodicity as the lowpass filter
cutoff frequency was increased.

More recently, studies by Turneret al. ~1995!, Souza
and Turner~1996!, and Van Tasell and Trine~1996! exam-
ined the importance of speech waveform information using
test signals composed of signal correlated noise@SCN—after
Schroeder~1968!#. The SCN signals are generated by multi-
plying each point of a digitized speech waveform by61
with equal probability. The resulting signals have a flat long-
term spectrum and instantaneous amplitude identical to that
of the original speech. According to Rosen’s taxonomy, SCN
signals have both envelope and periodicity information. Fine
structure information related to the number of cycles within
pitch periods is probably not preserved with SCN signals
because of its noise characteristics.

With SCN signals, speech periodicity is well preserved
at modulation depths roughly equal to those of the original
speech waveform.1 However, with methods of envelope ex-
traction that include low-pass filtering~Risberg, 1974;
Breeuwer and Plomp, 1984, 1986; Grantet al., 1985, 1991,
1994; Shannonet al., 1995!, the representation of waveform
periodicity varies with the cutoff frequency of the smoothing
filter. For example, consider the four waveform examples of
the word ‘‘poppy’’ shown in Fig. 1. The top panel shows the
original speech waveform. The second panel shows the SCN
version. Note that the periodicity associated with the voice
F0 is clearly visible in the SCN signal. The third and fourth
panels show envelope signals extracted by rectifying and fil-
tering the speech waveform as described by Horiiet al.
~1971!. In the third panel, the smoothing low-pass filter has a
cutoff of 100 Hz. Note that the periodicity of the original
speech signal is still present but at a much shallower depth
than either the original speech waveform or its SCN version.

Also note that the rise time associated with the onset of the
vowel /Ä/ is slower than either the original speech or the
SCN signal, as indicated by the slope of the arrows shown on
each of the waveforms. The bottom panel shows the speech
envelope signal with a low-pass smoothing filter with a
30-Hz cutoff. Whereas some of the waveform periodicity is
still visible, the modulation depth is very shallow. In addi-
tion, the slope of the envelope at vowel onset is further re-
duced relative to the waveforms shown in the upper three
panels of the figure. Finally, the extreme smoothing at the
onset of the first and second syllable obscures voice-onset-
time information associated with the consonant /p/.

Results from SCN studies suggest that information about
consonant voicing and manner-of-articulation are the most
reliably transmitted features of speech envelope signals. Fur-
ther, there is evidence to suggest that HI individuals are rela-
tively unimpaired, compared to NH subjects, in their abilities
to process this temporal speech information~Turner et al.,
1995!. However, voicing information, according to Rosen’s
analysis, is related primarily to waveform periodicity. Be-
cause the representation of waveform periodicity depends on
the methods used to extract envelope cues, the question re-
mains whether listeners are able to detect and discriminate
waveform periodicity for modulation depths less than 100%.

FIG. 1. Original and processed waveforms of the word ‘‘poppy’’ spoken by
a male speaker. Top panel: original speech waveform. Second panel: Signal
correlated noise derived from the original waveform. Third panel: Gaussian
noise multiplied by the original speech waveform after full-wave rectifica-
tion and low-pass filtering with cutoff frequency of 100 Hz. Bottom panel:
Gaussian noise multiplied by the original speech waveform after full-wave
rectification and low-pass filtering with cutoff frequency of 30 Hz. Arrows
indicate changes in the rate of attack at syllable onset resulting from differ-
ences in envelope processing.
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In summary, results from studies on temporal speech
information demonstrate that listeners can use auditory enve-
lope cues alone and in combination with speechreading to
enhance the perception of speech. However, they do not in-
dicate which aspects of the envelope@i.e., amplitude enve-
lope ~2–50 Hz! or periodicity ~50–500 Hz!# were used.
Clearly, the slower varying amplitude-envelope cues are use-
ful when combined with speechreading, and increases in en-
velope bandwidth tend to improve performance. However, it
is uncertain whether this improvement is due to the increased
perception of periodicity cues or because of the more clearly
represented syllable onset cues. Therefore, the question re-
mains whether listeners can extract and follow changes in
periodicity ~when made available! from the waveform enve-
lope, and if these cues can be used reliably to benefit speech
perception.

B. Detection and discrimination of amplitude
modulation by NH subjects

The ability to detect waveform modulations is a function
of both the rate of modulation, the depth of modulation, and
the shape of the modulating waveform~e.g., Patterson and
Johnson-Davies, 1977; Rodenburg, 1977; Viemeister, 1977,
1979; Bacon and Viemeister, 1985; Formbyet al., 1992!. In
general, modulation threshold~i.e., the depth of modulation
required for detection! increases with modulation rate. For
NH listeners and sinusoidal amplitude modulation at very
low rates~1–10 Hz!, the modulation depth required for de-
tection is approximately 2%–5%~233 to 26 dB!. Note that
these very slow rates of modulation are important for speech
in that they reflect the number of syllables spoken per sec-
ond. At higher rates~e.g., 80 Hz!, modulation thresholds are
approximately 15%–20%~at about215 dB!, whereas at still
higher rates~e.g., above 800–1000 Hz! modulation thresh-
olds are approximately 50% or26 dB ~Rodenburg, 1977;
Viemeister, 1977, 1979; Formby, 1985!.

To use envelope modulations as a cue for intonation,
listeners must be able to track changes in the rate of envelope
fluctuation which may require greater depths of modulation
than needed for modulation detection. Early studies of modu-
lation rate discrimination for interrupted broadband noise
showed that the smallest detectable change in modulation
rate ~i.e., the difference limen—DL! rose monotonically as
the standard modulation rate was increased from 1 to 320 Hz
~Miller and Taylor, 1948; Pollack, 1952; Mowbrayet al.,
1956; Harris, 1963!. However, because these studies used
interrupted noise, rate DLs could not be related to depth of
modulation ~in essence, these signals were modulated at
depths of 100%!.

Patterson and Johnson-Davies~1977! and Patterson
et al. ~1978! measured the modulation depth required to dis-
criminate a fixed 20% modulation rate change as a function
of signal bandwidth, spectral location, and type of waveform
modulator. They reported that rate discrimination of broad-
band AM signals with bandwidths>4 kHz required depths
of modulation between 15%–30%, and that larger depths of
modulation ~up to 80%! were required when the listening
bandwidth was reduced by the presence of a masking noise.
Further, sine-wave modulation required modulation depths

approximately 2 dB greater than square-wave modulation.
Also reported were large individual differences in rate-
threshold data, especially at high modulation rates.

It should be noted that, although Patterson and his col-
leagues studied discrimination for modulation rates of 40 to
320 Hz, well within the range of rates found in speechF0’s
~i.e., 80–500 Hz!, a fixed modulation rate change of 20% is
a fairly large step increase with respect to variations in into-
nation found in speech. Earlier studies have shown that the
quantizing of intonation into fewer than 8–12 steps/octave
~i.e., frequency differences of 6%–9% per step or 1–1.5
semitones! results in decreases in the ability to track intona-
tion ~Hnath-Chisolm and Boothroyd, 1992!. To our knowl-
edge, there are no studies that systematically relate modula-
tion depth requirements as a function of modulation rate with
stimulus parameters more in keeping with characteristics of
typical speech waveforms. In particular, the ability to pro-
cess modulation rate changes that might serve to encode in-
tonation and stress in speech has not been fully studied.

Rate discrimination thresholds increase with decreases
in modulation depth, so that data obtained with modulation
depths of 100% can be used to determine theminimumdis-
criminable rate change as a function of modulation rate for a
given carrier and modulating waveform shape. Formby
~1985! measured DLs for modulation rate using a 100% si-
nusoidally amplitude-modulated broadband noise. Results
showed that modulation rate DLs for normal-hearing listen-
ers were relatively flat~1–3 Hz! for modulation rates below
80 Hz. Above 80 Hz, the modulation rate DLs increased with
modulation frequency, requiring a rate change in excess of
100 Hz at a modulation frequency of 400 Hz. A similar
increase in the modulation rate DL was observed by Hanna
~1992! for modulation rates above 100 Hz.

C. Detection and discrimination of amplitude
modulation by HI subjects

Modulation detection thresholds for HI listeners tend to
be similar to NH listeners at very low modulation rates~be-
low 60 Hz! but deviate more and more from NH thresholds
as modulation rate increases~Formby, 1987!. These detec-
tion threshold differences between NH and HI listeners have
been attributed to differences in the audible bandwidth of the
modulated signals, with HI listeners having a more spectrally
restricted signal due to their hearing loss~Bacon and Vi-
emeister, 1985; Bacon and Gleitman, 1992; Moore, 1995;
Turner et al., 1995!. When NH listeners are presented with
modulated signals with a similarly restricted bandwidth~by
using low-pass or bandpass carriers!, modulation detection
thresholds increase and become more like those for HI lis-
teners~Bacon and Viemeister, 1985; Moore, 1995!.

Modulation rate DLs by HI listeners tend to be relatively
normal at low modulation rates, below 100 Hz, where modu-
lation detection thresholds are usually less elevated than at
higher rates. However, discrimination becomes progressively
worse than normal at increasing modulation rates above 100
Hz ~Formby, 1986, 1987!. Thus, modulation discrimination
appears to be constrained by modulation detection thresh-
olds. That is, when modulation detection thresholds are nor-
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mal, rate discrimination is near normal; when detection
thresholds are elevated, rate DLs are also elevated.

Past studies of modulation rate discrimination by HI lis-
teners have used signals with 100% modulation. Because
noise and reverberation serve to reduce the depth of ampli-
tude modulations, it is possible that the depths and rates of
modulation found in typical speech environments may pro-
vide additional processing challenges to listeners with senso-
rineural hearing loss. In the present study, modulation rate
discrimination abilities were evaluated in normal-hearing
and hearing-impaired listeners for rates important for the per-
ception of periodicity in speech~i.e., voicing and intonation!.
The study is an extension of the work reported by Patterson
et al. ~1978! and Formby~1985, 1986, 1987!. However, un-
like these earlier studies which limited their exploration to
either 100% modulated waveforms or to fixed rate changes
of 20%, the present study examined the relation between
modulation depth and modulation rate discrimination for
rates encompassing the characteristic modulations of speech.
Of particular interest are questions regarding the ability of
NH and HI listeners to make use of possible cues to voicing
and intonation present with varying degrees of clarity in the
speech envelope.

I. METHODS

A. Subjects

Four normal-hearing and eight hearing-impaired sub-
jects were tested. The NH subjects had hearing threshold
levels better than 15 dB HL at octave frequencies from 250–
4000 Hz and better than 20 dB HL at 6000 and 8000 Hz.
Their ages ranged from 38–52 years. The hearing-impaired
subjects had moderately sloping sensorineural losses typical
of noise trauma, with average three-frequency pure-tone
thresholds at 500, 1000, and 2000 Hz greater than 30 dB HL
but less than 60 dB. The ages of the HI subjects ranged from
58–76 years. Hearing thresholds in dB SPL are shown in
Table I for the HI subjects. For NH subjects, testing was
conducted on the right ear. For HI subjects, the better ear
served as the test ear~six left, two right!. Each subject par-
ticipated in approximately 12 h of testing.

B. Stimuli

Modulation signals were created by digitally multiplying
a flat-spectrum Gaussian noise and a dc-shifted square-wave.
The square-wave modulator had a peak amplitude of 1.0. To
produce different depths of modulation (m), the minimum
amplitude of the square-wave was offset from zero by
(1002m)/100, wherem is the desired modulation depth in
percent. Thus, for a 100% modulation, the square-wave am-
plitude varied from 0 to 1; for a 70% modulation depth, the
square-wave amplitude varied from 0.3 to 1; for a 30%
modulation depth, the square-wave amplitude varied from
0.7 to 1; and so on. Both noise carrier and square-wave
modulator were generated digitally at a sampling frequency
of 40 kHz ~however, the EAR insert phones effectively re-
duced the audible bandwidth for NH subjects to just over 10
kHz!. The frequency of the modulator (f m) was either 80,
160, or 320 Hz to cover a range of voice fundamental fre-
quencies typical for male, female, and child voices. Square-
wave-modulated noise signals were presented monaurally
over EAR insert phones at 80 dB SPL~spectrum level
'40 dB!. Signal durations were 400 ms with a 50-ms rise/
fall.

C. Procedure

A cued two-interval adaptive forced-choice procedure
was used to determine the thresholds for modulation detec-
tion and modulation discrimination at each of the three
modulation rates. Subjects were seated comfortably in a
sound-treated booth facing a touch screen response terminal.
For modulation detection thresholds, the standard stimulus
was unmodulated noise. The comparison stimuli were con-
structed with modulation depth determined by an adaptive
tracking procedure. After presentation of the standard un-
modulated noise in interval one, the comparison modulated
noise stimulus occurred in either the second or third interval
with equal probability, and the standard was presented again
in the remaining interval. The subject was instructed to press
the appropriate area of the touch screen indicating the inter-
val containing the modulated noise. Depth of modulation
was varied according to an adaptive 3-down, 1-up algorithm
described by Levitt~1971! targeting 79% correct detections.
At the start of the track, the comparison stimulus had a
modulation depth of 100%.2 At first, the step size used to
adjust modulation depth was 20%; after two track reversals,
the step size was reduced to 5%, after another two reversals,
the step size was 2%, continuing until ten more reversals at
the smaller step size had occurred. Detection thresholds were
determined as the average of the modulation depths on these
last ten reversals in the adaptive track. For each adaptive
track, the modulation rate was fixed at one of the three
modulation frequencies. The three rates were tested in a dif-
ferent random order for each subject. A minimum of three
tracks at each modulation rate was used to estimate the final
detection threshold for each subject.

For modulation rate discrimination, the standard stimu-
lus consisted of modulated noise at one of three different
rates of modulation. For each modulation rate, three modu-
lation depths were chosen, resulting in a total of nine stan-

TABLE I. Better-ear hearing thresholds~dB SPL! for HI subjects.

Subject

Frequency~Hz!

250 500 1000 1500 2000 3000 4000 6000 8000

1 45.5 36.5 42.0 61.5 69.0 70.0 69.4 85.5 93.0
2 45.5 41.5 47.0 51.5 64.0 70.0 64.4 80.5 73.0
3 55.5 41.5 27.0 36.5 44.0 85.0 89.4 120.5 113.0
4 40.5 26.5 32.0 36.5 39.0 75.0 69.4 75.5 68.0
5 45.5 36.5 47.0 61.5 79.0 85.0 94.4 80.5 83.0
6 55.5 41.5 47.0 56.5 59.0 60.0 64.4 75.5 53.0
7 55.5 56.5 62.0 61.5 64.0 65.0 84.4 75.5 78.0
8 50.5 46.5 42.0 41.5 49.0 70.0 74.4 110.5 108.0

Mean 49.3 40.9 43.3 50.9 58.4 72.5 76.3 88.0 83.6
s.d. 5.8 8.6 10.6 11.2 13.5 8.9 11.6 17.5 20.3
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dard stimuli. Modulation depths were selected based on pre-
liminary results from a modulation detection task with
normal-hearing listeners and represent~1! full modulation
depth ~100%!, ~2! a depth approximately 15%–30% above
detection thresholds~low-depth conditions!, and~3! a depth
in between these two~mid-depth conditions!. It should be
noted that for HI subjects, the standard modulation depth for
the three low-depth conditions were not all equally above
detection thresholds and that for some HI subjects and some
modulation rates, the test modulation depth was at or below
detection threshold~see Table II!.

In each condition, the dependent variable that controlled
the adaptive track was the difference in modulation rate nec-
essary for 79% correct discrimination from the standard
stimulus. On each trial, the standard stimulus~e.g., f m

580 Hz, m5100%) was presented in the first and either the
second or third of three sequential time intervals. The com-
parison stimulus, with the same modulation depth but with
the rate determined by the adaptive procedure, occurred in
either the second or third interval, selected with equal prob-
ability on each trial. Subjects selected the interval~either the
second or third! that was different~having a higher rate of
modulation! from the other two by touching the appropriate
area on the response terminal. Each track began with a com-
parison modulation rate that was 80% greater than the stan-
dard rate. At the beginning of the track, the modulation rate
difference between the standard stimulus and the comparison
stimulus (Dr ) was decreased~for every three consecutive
correct responses! or increased~for every incorrect response!
by a factor of 2. After four reversals in the direction of the
track, Dr was decreased~or increased! by a factor of 1.25.
The track continued for ten more reversals at the smaller step
size, and a threshold was determined by calculating the geo-
metric mean of theDr ’s for the last eight reversals. At least
six practice blocks for each of the nine standard stimuli were
administered before formal data collection began. Following
training, a minimum of three measurements were made for
each of the nine standard stimuli, and the mean of these
measurements was taken as a final threshold value.

II. RESULTS AND DISCUSSION

A. Modulation detection

Average detection thresholds for NH and HI subjects as
a function of modulation rate (f m) are shown in Fig. 2. As
expected, the three-point temporal modulation transfer func-
tion, or TMTF, shows that greater modulation depths were
required as modulation rate increased from 80 to 320 Hz.

Note, however, that the effect of rate was much greater for
HI subjects than for NH subjects. At 80-Hz modulation rate,
modulation thresholds were similar for NH and HI subjects
~20.7% and 24.7%, respectively!. In contrast, at 320-Hz
modulation rate, NH thresholds were less than half that of HI
thresholds~31.1% and 65.3%, respectively!. A two-factor
~group3rate! repeated measures ANOVA for unbalanced de-
signs~BMDP 5V!, using Wald tests of significance, revealed
significant effects for group (x2510.12, df51, p50.002),
modulation rate (x25126.94, df52, p,0.001), and their in-
teraction (x2519.17, df52, p,0.001). The interaction was
investigated further by calculating regression coefficients for
each group and rate in the ANOVA model. The coefficients
were tested usingz scores. Thesepost hoc tests at each
modulation rate indicated that detection thresholds for NH
and HI subjects were significantly different at modulation
rates of 160 and 320 Hz (z52.52, p50.012 andz54.73,
p,0.001, respectively!. Group differences at 80-Hz modu-
lation rate were not significant (z51.12,p50.264).

Bacon and Viemeister~1985! and Formby~1987! noted
that the rate at which sensitivity to modulation declines, i.e.,
the attenuation rate of the modulation transfer function, is
steeper above 100-Hz modulation for HI subjects than for
NH subjects~approximately 6 and 2.5 dB/oct, respectively!.
This difference in attenuation slope for the two subject
groups is also observed here. The poorer performance by HI
subjects can, to a certain degree, be explained by a decrease
in audibility of the high-frequency portions of the modulated
waveform ~Bacon and Viemeister, 1985; Bacon and Gleit-
man, 1992!. To determine the audibility of the amplitude-
modulated signals used in this study we measured the peak
1/3-oct band levels of the modulated waveform at the output
of the EAR phones and plotted this along with the average
NH and HI audiometric thresholds~Fig. 3!. Peak 1/3-oct
levels were plotted because we assumed that the detection of
either a pure tone, as measured in threshold testing, or the
AM signals used in the present study, were based primarily

TABLE II. Modulation rate and depth of standard stimuli used for modula-
tion rate discrimination. Numbers in parentheses indicate the number of HI
subjects whose modulation detection thresholds were below the test modu-
lation depth.

Modulation rate
80 Hz 160 Hz 320 Hz

Modulation depth~%! 40 50 ~1! 60 ~4! Low
70 75 80 ~3! Mid

100 100 100 High

FIG. 2. Mean modulation depth for detection of modulation for normal-
hearing~NH! and hearing-impaired~HI! subjects. Error bars represent61
standard error.
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on the peak amplitude levels obtained in each critical band
~roughly 1/3 oct wide!. As Fig. 3 shows, above 3 kHz most
of the HI subjects were not able to hear the signal, resulting
in a reduced bandwidth of stimulation. Previous studies have
shown that modulation thresholds for NH subjects are el-
evated when the bandwidth of the stimulus is reduced
~Pattersonet al., 1978; Viemeister, 1979; Bacon and Vi-
emeister, 1985!. To the extent that the hearing losses of these
listeners acted as a low-pass filter, it is not unexpected that
they would show less sensitivity to amplitude modulation
than NH subjects listening to an effectively wider-band
stimulus.

Bacon and Viemeister~1985! suggested that the steeper
slope of the modulation transfer function exhibited by HI
subjects~see Fig. 2! may also be related to decreased audi-
bility of the high-frequency portions of the modulated wave-
form. It was argued that in a modulation detection task with
a broadband carrier, the temporal analysis of the signal in-
volves an analysis of the time pattern occurring within each
auditory channel~or critical band!, and a combination of the
time patterns across channels. When the number of critical
bands involved in the analysis is reduced, as with low-pass
filtering or high-frequency hearing loss, the result is a de-
creased sensitivity to stimulus modulation. A reduction of
the effective listening bandwidth due to low-pass filtering
has at least two consequences: listeners are forced to use
information from a reduced number of auditory bands in the
decision process, and the auditory bands that are used to
detect amplitude modulation have a lower center frequency
and, presumably, a narrower bandwidth than higher-
frequency channels~at least for NH subjects!. At high modu-
lation rates, the outputs of auditory channels with narrower
bandwidths would be expected to exhibit reduced modula-
tion ~relative to higher-frequency auditory channels with

broader bandwidths! due to greater attenuation of sideband
components.

For HI subjects, the ‘‘effective’’ listening bandwidth
~i.e., the number of relevant channels of information! de-
pends on the severity and slope of the hearing loss as well as
the level of the signal. For our signal levels, the HI subjects
were probably limited to an effective overall bandwidth of 3
kHz ~compared to 8–10 kHz for NH subjects!. Thus, the
number of auditory channels used by HI subjects was re-
duced relative to NH subjects. However, it is not clear that
the bandwidth of the remaining auditory channels used by HI
subjects were more narrow than the higher-frequency audi-
tory channels available to NH subjects. Typically, broader-
than-normal auditory filters accompany sensorineural hear-
ing loss. At the same center frequency, HI subjects with
moderate amounts of hearing loss have critical bandwidths
roughly two to three times normal when measured at the
same SPL~Moore, 1995!. Therefore, it is possible that the
bandwidth of a moderately impaired auditory channel at 2
kHz could be equal to, or broader than, the bandwidth of a
normal auditory channel at 4 kHz. Given this possibility, the
argument made by Bacon and Viemeister~1985! that a re-
duction in modulation thresholds by HI subjects is caused by
listening to more narrow auditory channels and a subsequent
attenuation of modulation sideband components cannot be
made with certainty. Thus, reduction of the effective listen-
ing bandwidth~i.e., fewer auditory channels! may explain
the general decrease in sensitivity to amplitude modulation
in HI subjects~because fewer auditory channels contribute to
the decision statistic!, but it may not fully explain the steeper
slope of the TMTF~relative to NH subjects! for the higher
modulation rates.3

The decrease in sensitivity in HI subjects at high modu-
lation rates may be more adequately explained by comparing
forward masking recovery rates in NH and HI listeners.
Glasberget al. ~1987! have shown that for signals presented
at equal SPL, the rate of recovery from forward masking is
much faster for NH subjects than for HI subjects. Similar
results have been reported by Nelson and Freyman~1987!.
These studies suggest that the valleys within modulated
waveforms are less well represented in HI listeners, and that
this temporal smearing would be worse at faster modulation
rates. The present results, along with those of Formby~1987!
and Bacon and Viemeister~1985!, are consistent with this
account.

B. Modulation discrimination

Average thresholds for modulation rate discrimination
(Dr ) are shown in Fig. 4. In each panel, the change in modu-
lation rate required to produce about 79% discrimination
from the standard rate~80, 160, or 320 Hz! is shown in units
of Hertz as a function of modulation depth.~Recall that the
modulation depths tested varied for the three standard rates,
selected according to performance in pilot work.! As ex-
pected,Dr increased with increasing rate and decreasing
modulation depth for both NH and HI subjects. Several HI
subjects were unable to perform the discrimination task at
high modulation rates and shallow modulation depths, even
though most were able to detect the modulation.4 This is

FIG. 3. Comparison of hearing thresholds for NH~squares! and HI ~circles!
subjects and peak spectrum level of modulated noise signals used to deter-
mine thresholds for detection of modulation. Error bars represent61 stan-
dard error.
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indicated in Fig. 4 by the shaded circles and upward arrows.
Note that for standard modulation rates of 80 and 160-Hz,
only one subject could not complete the full set of data~50%
modulation depth, 160-Hz modulation rate!. However, at
320-Hz modulation rate, HI subjects found the discrimina-
tion task quite difficult. Seven HI subjects failed to discrimi-
nate at 60% modulation depth, six HI subjects failed to dis-
criminate at 80% modulation depth, and two failed to
discriminate at 100% modulation depth.5 Given the incom-
plete data set for HI subjects~especially for the 320-Hz
modulation rate condition!, two different data subsets con-
taining relatively few missing cells were identified for fur-
ther analysis. A three-factor~group3rate3depth! repeated
measures ANOVA was used to analyze group differences for
the 80 and 160-Hz conditions together~only one missing
cell!. In addition, a two-factor~group3rate! repeated mea-
sures ANOVA was used to analyze the 100% modulation
depth conditions across all three rates~two missing cells!.
For both analyses, the dependent variable was the logarithm
of the meanDr values. When comparisons were made across
rates~80 and 160 Hz!, the modulation depth conditions were
grouped into low~40%–50%!, medium ~70%–75%!, and
high ~100%! categories.

Results from the first analysis~two rates, three modula-
tion depths! revealed significant main effects for all three
factors (xGroup

2 522.94,p,0.001; xRate
2 5205.73,p,0.001;

xDepth
2 5163.49,p,0.001). Significant interactions included

group3rate (x254.43, p50.035) and rate3depth (x2

510.81, p50.005). The remaining interactions~group
3depth and group3rate3depth! were not significant.Post
hoc tests for comparing group differences for each of the six
rate3depth conditions indicated significant group differences
for all modulation depth conditions. Results from the second
analysis~three rates, 100% modulation depth condition only!
revealed significant main effects for group (x2531.97, p
,0.001) and rate (x25369.08,p,0.001). The interaction
between group and rate was not significant (x252.02, p
50.36).Post hoctest for group differences across the three

rates indicated that HI subjects were significantly worse than
NH subjects in all three 100% modulation depth conditions.

The present results obtained for the 100% modulation
depth condition are in good agreement with previous studies
~e.g., Formby, 1985, 1986; Hanna, 1992!. The averageDr ’s
for standard rates of 80, 160, and 320 Hz are approximately
3–5 Hz, 10–15 Hz, and 40–50 Hz for NH subjects and
approximately 10–15 Hz, 40–50 Hz, and 200–250 Hz for HI
subjects. Rate discrimination thresholds for modulation
depths less than 100% have not been studied systematically,
and not at all in HI listeners. The data obtained for the
middle ~70%–80%! and low ~40%–60%! depth conditions
are of particular interest because they represent more realistic
conditions of modulation when modulated signals like
speech are subjected to noise and/or reverberation. For ex-
ample, signal-to-noise ratios~S/N! between 3.7–6.0 dB
would reduce a signal with 100% modulation to one with
70%–80% modulation~a 20%–30% modulation reduction!,
whereas S/N’s between 1.8 and21.8 dB would result in
modulation reductions of 40%–60%~Houtgast and
Steeneken, 1985!. Since noise and reverberation are common
to most listening environments, rate thresholds obtained at
these lower modulation depths are more indicative of subject
performance in real-world situations than are thresholds ob-
tained at 100% modulation~which would occur only in non-
reverberant quiet settings!. Rate discrimination thresholds
obtained at 80 and 160 Hz for the middle and low depth
conditions showed a similar pattern of performance for NH
and HI groups, albeit with the HI subjects performing more
poorly. However, at 320-Hz modulation rate, HI subjects
could not tolerate any reduction in modulation depth. At
modulation depths less than 100%, most HI listeners could
not perform the rate discrimination task. These results are
consistent with earlier results obtained on a group of patients
with Meniere’s disease tested at 300-Hz modulation rate and
a depth of 100%~Formby, 1986!, taking into account the
expected threshold differences due to sinusoidal modulation
versus square-wave modulation~Pattersonet al., 1978!.

FIG. 4. Mean modulation rate discrimination thresholds for NH and HI subjects. Error bars represent61 standard error. The left panel shows data for a
modulation rate of 80 Hz; the middle panel shows data for a rate of 160 Hz; the right panel shows data for 320 Hz. Shaded circles indicate missing data. Arrow
indicates that thresholds could not be measured within a 2-oct range.N5number of HI subjects that either completed the discrimination task~circles! or that
failed to complete the task~arrows!.
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Previous studies have suggested that rate discrimination
~Pattersonet al., 1978; Formby, 1987!, as well as a similar
discrimination of the pitch of amplitude-modulated noise
~Burns and Viemeister, 1976!, is limited largely by modula-
tion detection thresholds. Our group results support this po-
sition with one notable exception. Recall that at a modulation
rate of 80 Hz, group differences in modulation detection
thresholds were not significant. Nevertheless, modulation
rate discrimination thresholds at 80 Hz were significantly
different across groups for all modulation depths.

To further explore the presumed relationship between
modulation detection and modulation discrimination by lis-
teners with hearing impairment, Pearson correlations were
computed across the eight HI subjects. Only one correlation
out of nine~modulation detection at 80 Hz versus modula-
tion discrimination at 80-Hz modulation rate with 40%
modulation depth! was found to be significant. Thus,
whereas detecting modulation is a logical prerequisite for
discriminating among different modulation rates, individual
differences in modulation detection are not predictive of in-
dividual differences in discrimination of modulation rate.

III. GENERAL DISCUSSION

In the present study, we focused on listeners’ abilities to
detect and discriminate amplitude modulations. The possibil-
ity that AM signals are likely to be robust and perceptually
salient for hearing-impaired listeners is supported by models
of hearing that include an array of bandpass filters as the
initial stage of peripheral auditory processing~see, e.g.,
Pattersonet al., 1995!. When the impact of sensorineural
hearing impairment is incorporated into such models, band-
widths of the auditory filters are broadened to simulate re-
duced frequency resolution. However, with broader auditory
filters, more signal components are expected to interact
within a given filter’s bandwidth, resulting in more pro-
nounced temporal modulations in the time waveform~de
Boer, 1976!. Thus, the same basic mechanisms responsible
for the decrease in frequency selectivity in impaired listeners
logically point to near-normal or better-than-normal acuity
for fine temporal discriminations in quiet~Rosen and Smith,
1988; Rosen, 1992!. On the other hand, Bacon and Viemeis-
ter ~1985! have shown that another consequence of the hear-
ing loss is a reduction in audible bandwidth. With sloping
losses, this means that the high-frequency portions of the
signal will be attenuated or lost entirely unless some form of
compensatory spectrum shaping is used. Thus, even though
the bandwidths of auditory filters will be broader with hear-
ing loss ~allowing for more signal components to interact!,
the number of active participating bands will be less. The
poorer performance of the HI subjects in the present study
suggest that reduced access to the high-frequency portions of
the AM carrier outweigh any possible enhancement effect
that broader-than-normal auditory filters may have on the
perception of AM.

One of the goals of the present study was to begin to
address claims made in earlier experiments regarding listener
access toF0 information contained in the speech envelope.
Both Van Tasellet al. ~1987! and Grantet al. ~1991! sug-
gested that listeners could use envelope modulations associ-

ated with the talker’sF0 to improve their recognition of
speech, and that this information would be more available
for SCN signals and with envelope signals processed through
relatively broad smoothing filters. As described earlier~see
Fig. 1!, access to this important speech information can oc-
cur in two ways:~1! by detecting the presence of fast AM as
a cue to voicing, and~2! by tracking variations in AM to
indicate changes in intonation and stress~Rosen, 1992!. With
regard to the detection of voicing information, it appears that
the relatively fast envelope modulations associated with typi-
cal F0 values of male, female, and child speakers can be
detected reliably given sufficient modulation depth~.40%
for NH listeners and.70% for HI listeners!. Furthermore,
voicing detection would likely be best for male voices (f m

'80 Hz) and worst for child voices (f m'320 Hz) due to
decreased modulation sensitivity with increasedf m .6 The
question remains whether previous studies of temporal infor-
mation in speech used envelope signals with modulation
depths exceeding these critical values. The envelope process-
ing employed by Van Tasellet al. and by Grantet al. used
smoothing filters with low-pass cutoff frequencies of 200 Hz
or greater. According to our own measurements, these broad
smoothing filters would permitF0 envelope modulation
depths to exceed 40%, especially for male talkers with aver-
ageF0 near 120 Hz. Since the subjects tested by Van Tasell
et al. and by Grantet al. had normal hearing, it is likely that
envelope cues to voicing were indeed enhanced by broad-
ened smoothing filters.

In contrast to voicing information, accessing speech in-
tonation information from envelope cues is far more difficult.
The DL for discriminating amongF0 contours with rise/fall
patterns typical of natural speech is approximately 12 Hz for
NH subjects and substantially larger~by a factor of 3–5! for
HI subjects~Klatt, 1973; Grant, 1987!. A typical functional
range ofF0 produced by a female talker~i.e., the range of
F0 variation for connected speech by a single talker! might
be 150–260 Hz, or about 1.5 oct~Hollien and Paul, 1969!.
That means that NH listeners can utilize approximately
10–15 discriminable steps@roughly the size of a semitone
~i.e., 6%!# to monitor changes in theF0 of speech. TheDr
values shown in Fig. 4 suggest that NH listeners should be
able to extract variations inF0 near 80 Hz~e.g., low-pitched
male voices!, so long as the modulation depth was greater
than 70%. This is because the DLs for rate discrimination at
80 Hz ~70% and 100% modulation depth conditions! were
less then one semitone~under 5 Hz!. However, for the re-
maining seven rate discrimination conditions,Dr values
were in excess of 1.4 semitones. For HI subjects, the smallest
Dr was 2.5 semitones measured at 80 Hz~100% modulation!
and increased dramatically for higher rates of modulation.

IV. CONCLUSIONS

Past studies examining the role of amplitude-envelope
cues in speech recognition have suggested that information
about voicing ~periodicity! and intonation (F0 variation!
may be extracted by detecting and discriminating variations
in the rate of envelope ripple~see Fig. 1!. The modulation
depth of this ripple depends on the signal processing em-
ployed to extract speech envelope information. With SCN
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signals, or with speech envelopes processed through rela-
tively broad smoothing filters~with low-pass cutoff frequen-
cies greater than 100–200 Hz!, the depth of this envelope
ripple often exceeds 40%. More typically, the depth of this
envelope ripple is much less due to smoothing filters with
low-pass cutoff frequencies near 30 Hz.

As a way to address whether envelope ripple can be
extracted and used in speech recognition, we determined the
detection and discrimination thresholds for variation in the
rate of amplitude modulation given modulation rates and
modulation depths typically observed in speech. The results
showed that with signals presented at an overall level of 85
dB SPL, modulation detection thresholds were significantly
better for NH than HI listeners at higher modulation rates
~160 and 320 Hz!. This implies that while both NH and HI
listeners can probably detect speech periodicity in the form
of envelope ripple~given sufficient modulation depth!, HI
listeners would have greater difficulty doing so with female
and child talkers. The results for modulation rate discrimina-
tion showed that both NH and HI listeners had fairly large
threshold values at all modulation rates and modulation
depths, with the singular exception of NH subjects at a rate
of 80 Hz and a modulation depth of 100%. This implies that
envelope cues associated with speech intonation~based on
variations in the rate of change of envelope ripple! probably
cannot be extracted reliably by either NH or HI listeners.
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1Modulation depth refers to the peak-to-valley ratio of the modulated signal
expressed either in dB or in percent. The relation between modulation
depth in dB and percent modulation is given by 20 logm, wherem is the
percent modulation divided by 100. Thus, 100% modulation50 dB, 50%
modulation526 dB, 10% modulation5220 dB, etc.

2All subjects were able to make the discrimination between an unmodulated
noise and a 100% square-wave modulated noise for all modulation rates. If
an error occurred at the beginning of the track, the modulation depth of the
comparison stimulus remained fixed at 100% until three consecutive correct
responses were recorded, at which point the comparison depth was changed
to 80%.

3To further address this issue, Pearson correlation coefficients were com-
puted to examine the relation between pure-tone thresholds~dB SPL! and
modulation detection thresholds (20 logm). Results for the eight HI sub-
jects revealed that audibility in the 3–4-kHz region was significantly cor-
related with detection thresholds for the 80- and 160-Hz modulation rate
conditions(0.66,r ,0.81).However, no significant correlations between

pure-tone thresholds and modulation detection thresholds were found for
the 320-Hz modulation rate condition, suggesting that the decrease in
modulation sensitivity observed for this condition was not determined by
audibility alone. However, with only eight HI subjects tested, these corre-
lations should be viewed with caution.

4During the rate discrimination task, the adaptive block was terminated
whenever a subject made three consecutive wrong discriminations forDr
.2 oct ~i.e., 24 semitones! above the modulation rate of the standard
stimulus. Thus, failure to discriminate was operationally defined as aDr
.24 semitones.

5It is important to note that many subjects failed to discriminate increases in
modulation rate even though their modulation detection thresholds were
lower than the modulation depth used in the discrimination tests. For ex-
ample, at 320 Hz four out of eight HI subjects could detect modulations
depths below 60%, five out of eight could detect modulations depths below
75%, and eight out of eight could detect modulation depths below 100%.
However, we should also note that although audible, these shallow modu-
lation depths were probably at low sensation levels which may have limited
rate discrimination.

6This idea is consistent with suggestions in the literature that overall speech
intelligibility tends to decline for talkers with elevated fundamental fre-
quency~Eguchi and Hirsh, 1969; Ryles and Lieberman, 1982; Scotto Di
Carlo and Germain, 1985!. Although there are many reasons given for the
decrease in intelligibility with increasedF0 ~e.g., greater spacing of har-
monics giving rise to poorer formant definition, greater variability in
achieving articulatory targets with child talkers, etc.!, it is possible that the
reduction~or loss! of AM cues to voicing due to a reduction in modulation
sensitivity at higher rates of modulation may also be a contributing factor.
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Loudness perception with pulsatile electrical stimulation:
The effect of interpulse intervalsa)

Colette M. McKay and Hugh J. McDermott
The University of Melbourne, Department of Otolaryngology, Parkville 3052, Australia
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The effect of interpulse intervals on the perception of loudness of biphasic current pulse trains was
investigated in eight adult cochlear implantees at three different stimulus levels encompassing the
psychophysical dynamic range. Equal-loudness contours and thresholds were obtained for stimuli in
which two biphasic pulses were presented in a fixed repetition period~4 and 20 ms!, and also for
single-pulse/period stimuli with rates varying between 20 and 750 Hz. All stimuli were of 500-ms
duration, and the phase durations of each pulse were 100ms or less. The results of these experiments
were consistent with predictions of a three-stage model of loudness perception, consisting of a
peripheral refractory effect function, a sliding central integration time window, and a central
equal-loudness decision device. Application of the model to the data allowed the estimation of
neural refractory characteristics of the subjects’ remaining peripheral neural population. The
average neural spike probability for a 50-Hz stimulus was predicted to be about 0.77, with an
associated neural refractory time of 7.3 ms. These predictions did not vary systematically with level,
implying that the effect of increasing current level on loudness results more from recruitment of
neurons than from any increase in average spike probability. ©1998 Acoustical Society of
America.@S0001-4966~98!00708-5#

PACS numbers: 43.66.Mk, 43.66.Cb, 43.66.Ts@JWH#

INTRODUCTION

For electrical stimulation of the acoustic nerve, as for
acoustic stimulation, the main parameter which controls the
resultant loudness percept is the stimulus magnitude. This is
controlled in biphasic pulsatile stimulation by the current
amplitude or phase duration of the pulses, with loudness be-
ing a monotonic function of both these parameters. In this
paper, we investigate the more subtle effects on loudness of
temporal parameters of the signal, in particular the effects of
interpulse intervals~the time between onsets of successive
biphasic pulses!. The effect of varying interpulse interval is
difficult to study as an independent factor, because there are
associated covariables such as rate, number of stimulus
pulses, or stimulus duration, which may also affect loudness.
For pulse trains that utilize a single interpulse interval and
fixed stimulus duration, the rate of stimulation and number
of stimulus pulses covary. In stimuli with a fixed number of
stimulus pulses, the stimulus duration covaries with inter-
pulse interval.

Pfingst et al. ~1996! have studied the effect of pulse
separation~the time between the end of the first waveform
and the onset of the next waveform! on thresholds of detec-
tion in human implantees, when pulse separation was varied
in stimuli of fixed 500-ms duration~with rate and total num-
ber of stimulus pulses covarying!. They showed that the

threshold versus rate function monotonically decreased for
shorter pulse durations~500 ms per phase!, but was bowl
shaped for longer pulse durations~2 ms!. This result was
consistent with previous data obtained with monkeys or hu-
mans~Shannon, 1985, 1989; Pfingst and Morris, 1993; Moon
et al., 1993!, except for a species difference affecting the
pulse separation at which the 2-ms pulse duration curve
reached the minimum threshold. Pfingstet al. also measured
thresholds for stimuli with a fixed number of pulses~2 or 10!
with stimulus duration covarying. In this case, the threshold
versus pulse separation functions had the same shape as for
the fixed-duration stimuli, for each pulse duration used~500
ms and 2 ms!. The main difference between the two-pulse,
ten-pulse, and 500-ms stimuli was that stimuli with more
pulses had lower thresholds, and produced threshold versus
pulse separation curves with steeper slopes. The authors con-
cluded that the pulse separation~or interpulse interval! con-
tributed significantly to the shape of the threshold versus rate
curves ~as opposed to rateper se, or number of stimulus
pulses!. They stated that their results were consistent with
the presence of an integrating mechanism which was most
effective within about 5 ms, and that, in the case of very long
pulse durations, the non-monotonic threshold versus rate
functions were consistent with a neural inhibitory mecha-
nism which operated for short time intervals after long-
duration pulses. They suggested that this inhibition may be
due to an alteration in the ion channel kinetics of auditory
neurons, caused by inactivation of sodium channels for sev-
eral milliseconds following an action potential, or following
a long-duration subthreshold pulse.

The above studies indicate that interpulse interval has a
significant effect on detection thresholds. There are several
mechanisms which may be involved in temporal interactions

a!Some of the data in this paper were presented at the 131st meeting of the
Acoustical Society of America, Indianapolis, May 1996@C. M. McKay and
H. J. McDermott~1996! ‘‘The effect on pitch and loudness of major inter-
pulse intervals within modulated current pulse trains,’’ J. Acoust. Soc. Am.
99, 2584~A! ~1996!#, and at the British Society of Audiology short papers
meeting, Nottingham, September 1997@C. M. McKay and H. J. McDer-
mott ~1997! ‘‘A loudness model for electrical stimulation: implications for
physiological differences among cochlear implantees’’#.
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between pulses, both at the level of individual neurons, and
at the level of central processing of multiple neural re-
sponses. At the level of individual neurons, an inhibition of
responsiveness~refractoriness! will follow an action poten-
tial. For electrically stimulated auditory neurons, an action
potential is followed by an absolute refractory time of about
1 ms, and a relative refractory time of up to 6–10 ms, in
which the probability of eliciting a second action potential is
zero or reduced below its normal value~Stypulkowski and
van den Honert, 1984; Parkins, 1989!. On the other hand, an
excitatory effect on an individual neuron may occur if re-
sidual charge remains on the neural membrane following a
subthreshold pulse. Such an excitatory effect has been dem-
onstrated by Butikofer and Lawrence~1979! in a simulation
using the Frankenhauser–Huxley model of neural stimula-
tion. Since residual charge dissipates quickly, however, these
excitatory effects are unlikely to be significant for pulse
separations more than about 400ms.

Mechanisms at a more central level, involving multiple
neural responses, are also sensitive to interpulse interval du-
ration. Temporal integration is an example of such a mecha-
nism, and is one of four stages in models which have been
commonly applied to account for temporal resolution ability
in the auditory system~Viemeister, 1979; Buus and Floren-
tine, 1985; Green and Forrest, 1988; Mooreet al., 1988;
Plack and Moore, 1990, 1991; Oxenham and Moore, 1994!.
In these models, the first two stages~auditory filter and com-
pressive nonlinearity! represent the processing which occurs
in the periphery and cochlea. The third and fourth stages
~sliding temporal integrator with an effective window dura-
tion of 3–10 ms and decision device! model more central
mechanisms, and are thus likely to be applicable without
modification to electrical stimulation. Such a four-stage
acoustic model was used in a series of experiments measur-
ing detection of increments and decrements of various dura-
tions in sinusoidal stimuli~Moore et al., 1993, 1996; Peters
et al., 1995!. Those authors found that the model parameters
which provided the best fit across frequency and level con-
ditions were an integration time window with equivalent
rectangular duration~ERD! of about 7 ms, and a decision
device which used a criterion of constant integrator output
change~on a dB scale! across conditions to detect changes in
intensity ~Moore et al., 1996!.

Viemeister and Wakefield~1991! proposed an additional
feature of central processing to explain the longer term tem-
poral effects such as the decrease in threshold that occurs
with increasing signal duration up to about 300 ms. In their
model of auditory detection, multiple ‘‘looks’’ are stored in
memory and can be used selectively to facilitate decisions
about detection and discrimination. Each ‘‘look’’ involves
short-term integration, over about 3 ms, of the output of the
auditory filters. The time constant of the ‘‘look’’ limits tem-
poral resolution~such as gap detection!, but improved infor-
mation can be obtained by combining ‘‘looks’’ over much
longer time scales~up to about 300 ms! for tasks such as
threshold detection.

The purpose of the experiments reported below was to
study the effects on loudness perception of interpulse inter-
vals in current pulse trains at threshold and suprathreshold

levels. A model of loudness perception will be used to pre-
dict the data and infer predicted physiological differences
among implantees based on the data. In the first two experi-
ments, equal-loudness relationships were measured for pulse
trains containing pairs of biphasic pulses presented at a fixed
repetition rate, but with a variable interpulse interval within
each pair. In contrast with previous electrical stimulation ex-
periments described above, interpulse interval was the only
variable in these stimuli, but there were necessarily two dif-
ferent interpulse intervals~within the pulse pairs, and be-
tween the second pulse and the first pulse of the next pair!
which covaried over different ranges. With this stimulus pat-
tern, any overall effect on loudness could then be attributed
to differences in the effects of interpulse interval over the
two covarying interval ranges. In the third experiment,
equal-loudness contours were measured for rates of stimula-
tion between 20 and 750 Hz, in order to compare the effect
on loudness of interpulse interval alone to the effect for
stimuli of differing overall pulse rate.

In this paper, the stimuli used in the three experiments
are described first, and a model of loudness perception is
proposed which enables the prediction of the effect on loud-
ness of interpulse intervals in electrical stimuli for the three
experimental stimulus paradigms. This model incorporates
the refractory effects in electrically stimulated peripheral au-
ditory neurons~stage 1!, as well as central integration~stage
2!, and decision mechanisms~stage 3!, the last two stages
being similar to those previously postulated from acoustic
experiments. The experimental procedures and results are
then presented and compared to the model predictions. The
model-fitting procedure results in an inferred description of
the refractory characteristics of the subjects’ peripheral neu-
rons. In addition, information about the spatial and temporal
response patterns of each individual implantee’s population
of residual auditory neurons is deduced by studying the in-
dividual differences in the data.

I. STIMULI AND MODEL

A. Stimuli

The stimuli in these experiments were biphasic current
pulse trains, with a total duration of 500 ms, delivered in a
bipolar or common-ground stimulation mode. The current
amplitude was equal for all pulses in each stimulus. Short
duration pulses~50–100ms! were used throughout these ex-
periments, partly because speech processors used with co-
chlear implants require these short durations to produce rates
that can adequately code temporal information extracted
from the speech signal. As pulse duration has been shown to
affect the refractory and excitatory state of auditory neurons
~see above!, it is important to note that this factor was held
constant in these experiments, and the conclusions drawn
later about neural response characteristics will apply only to
short-pulse-duration stimuli, such as those used in speech
processors.

The test stimuli for experiments 1 and 2 are illustrated in
Fig. 1. They consisted of two biphasic pulses which were
repeated with a period of 20 ms~experiment 1! or 4 ms
~experiment 2!. The test interpulse interval was defined as
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the time between the start of the leading phases of the two
biphasic pulses, and the complementary~covarying! inter-
pulse interval was the interval between the start of the second
pulse and the beginning of the first pulse in the next period.
The pulse separation@as defined by Pfingstet al. ~1996! and
described above# can be derived from the interpulse interval
by subtracting two phase durations~listed in Table I! and the
interphase interval of 43ms.

The minimum available pulse separation was limited by
the fixed data transmission time of the implant~approxi-
mately 445ms!. The test interpulse intervals were varied
from the minimum~less than 1.0 ms! to a maximum of half
the repetition period~10 or 2 ms for experiments 1 and 2,
respectively!. In addition, pulse trains with a single pulse per
period~i.e., a 50-Hz or 250-Hz pulse train! were included. In
experiment 3, one-pulse/period pulse trains were also used,
with rates between 20 and 750 Hz.

B. The temporal interaction model of loudness

The first stage of our model describes the effects of re-
fractoriness on peripheral neural excitation elicited by the
electrical current pulses within a stimulus. This first stage
replaces the first two stages of the acoustic models outlined
in the Introduction~auditory filter and compressive nonlin-
earity!. The second stage of our model is a sliding temporal
integration window, and the third is a central decision device
for comparing loudness percepts.

1. Stage 1: Peripheral neural excitation

For the two-pulse stimuli with 20-ms repetition period
~experiment 1!, we have assumed that the excitation pro-
duced by the first of the two biphasic pulses (E1) is unaf-
fected by refraction, or other temporal effects, since the no-
stimulation period preceding this pulse is always longer than
10 ms.~It follows that the excitation produced by each pulse
in the 50-Hz pulse train is alsoE1.) The excitation produced
by the second biphasic pulse (E2) was assumed to depend
on the test intervalt, in the following way:

E2~ t !5E1S 12
R

11e~ t2T!/0.8D . ~1!

Here E2(t) is a sigmoid function which was chosen based
on the simple assumptions that the activated neurons will
have a range of thresholds, leading to a range of spike prob-
abilities and refractory times~since these depend on the sig-
nal amplitude relative to the individual thresholds!, and that
these values are normally distributed.E2(t) has a value
close toE1(12R) for small values oft, rising to a value of
E1 for large values oft. The parameterR can range from
near zero to 1, and can be thought of as the average spike
probability for the first pulse for all neurons with thresholds
below the stimulus current~and for the second pulse for all
such neurons that did not fire on the first pulse!. That is, anR
near zero would represent a low proportion of available neu-
rons firing on the first pulse, resulting in little decrease of
excitation for the second pulse no matter how small the test

FIG. 1. The test stimuli used in experiments 1 and 2~23-ms segment!. The
test interpulse interval was varied between the smallest possible~less than 1
ms! and a maximum of 10 ms for the 50-Hz repetition rate, or 2 ms for the
250-Hz repetition rate. The interphase gap was approximately 43ms.

TABLE I. Details of subjects who took part in the study. The last two columns list the stimulus parameters used in each experiment. The numbers that
describe the electrode specify the two rings comprising the bipolar pair used, or in the case of subjects 6 and 7, the single active ring in common ground mode.
The rings of an electrode array are numbered 1 to 22 in the basal-to-apical direction. The sixth column lists the electrical dynamic range of the electrode used,
measured using 100-Hz pulse trains with pulse durations as listed for experiment 1.

Subject
Age
~yr! Etiology

Implantation
date

Length of
profound
deafness

Electrical
dynamic range

for 100 Hz
~dB current!

Experiment
no.

Pulse
duration

~ms! Electrode

1 65 Progressive/genetic May 1986 30 yr 2.2 1, 3 50 ~17,19!
2 50 ~17,19!

2 54 Otosclerosis October 1990 5 yr 4.3 1 100 ~15,19!
2 70 ~16,19!

3 55 Meningitis September 1990 39 yr 3.0 1, 3 100 ~18,20!
2 50 ~18,20!

4 35 Sudden onset/unknown July 1989 5 months 2.2 1 100 ~16,18!
2 50 ~16,18!

5 59 Otosclerosis February 1992 14 yr 2.7 1, 3 100 ~10,12!
6 51 Trauma November 1988 17 yr 3.1 1, 3 70 20
7 48 Progressive/genetic January 1987 1 yr 5.5 1 100 15
8 41 Otosclerosis November 1992 6 yr 3.3 1 70 ~18,20!
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interval. In contrast, a value ofR near 1 would represent a
situation where most available neurons fire on the first pulse
and are thus in a relative or absolute refractory state for the
second pulse, resulting in lower excitation for small test in-
tervals.

The value ofT in Eq. ~1! specifies the midpoint~in time!
of the sigmoid function. It is the average time for which
neurons activated on the first pulse remain refractory. Par-
kins ~1989! measured the interspike intervals for 2500-Hz
pulse trains in single auditory neurons in squirrel monkeys.
He showed that the average time a neuron remains refractory
is inversely related to the amount by which the stimulus
current exceeds its physiological threshold. The mean inter-
spike times were more than 4 ms for currents within about
1.6 dB of threshold, and reached an asymptote of about 1 ms
for currents more than 7 dB above threshold. The standard
deviation of refractory times in the population of neurons
which responded to the first pulse of our stimulus~which
determines the slope of the sigmoid function! was set to 0.8
ms @see Eq.~1!#. Initial analysis of the data showed that
goodness-of-fit of the model was insensitive to this param-
eter within the range 0.5–1.1 ms.

The modeling of relative excitation from the two pulses
within the 4-ms repetition period~experiment 2!, and for
each pulse for the different rates in experiment 3, is more
complicated than described above, since, for overall rates
exceeding about 100 Hz, every pulse in a stimulus~apart
from the first! will be subject to refractory effects. The total
effect for any particular pulse will depend on its position
within the whole stimulus pulse train. For example, a high-
rate pulse train would be expected to produce a large re-
sponse on the first pulse, followed by a decaying oscillation
in response amplitude until a steady-state response occurs
@see Javel~1990!, Fig. 17.22 for an example#. We will as-
sume for the purpose of our model that the implantee’s loud-
ness comparison is based on the steady-state portion of the
response. We will also assume that, in the steady part of the
response, each stimulus pulse produces the same total exci-
tation which is dependent on the pulse rate~experiment 3!, or
average pulse rate~experiment 2!. Since the range of test
interpulse intervals in experiment 2 is small, and the excita-
tion produced by any one pulse will be affected by up to five
preceding pulses~occurring within the preceding refractory-
time range of about 10 ms!, it is expected that the effect of
changes to the test interpulse interval on the relative excita-
tion arising from the two pulses will be small, compared to
the effect of changing the average interpulse interval~or
overall rate!.

We will denote the average spike probability for those
neurons contributing to the steady-state response to a pulse
train of rater asu r . We will assume that the total number of
neurons above threshold is dependent only on the current
magnitude~and not on the rate!. The dependence of total
excitation per pulse (Er) on rate at any particular current can
then be expressed as

Er5~u r /uREF!EREF, ~2!

whereuREF is the average spike probability andEREF is the
total excitation produced by each pulse in the reference

stimulus. The ratio of the two spike probabilities was used as
a fitting parameter in our model for experiments 2 and 3.

2. Stage 2: Temporal integration window

The relative excitation per pulse given by the refractory
model of stage 1 was used as the input to a temporal inte-
grator ~stage 2!. We have used a sliding, asymmetric, expo-
nential time windowW(t), with time constants on each side
(t1 andt2) such thatt1 is 0.63 timest2 @as determined by
Oxenham and Moore~1994!#, i.e.,

W~ t !5et/t1, t,0,
~3!

W~ t !5e2t/t2 t.0,

wheret is time ~in ms!.
The equivalent rectangular duration~ERD!, defined as

t11t2 , was set to 7 ms, based on the parameters found for
discrimination of intensity changes in sinusoids by Moore
et al. ~1996!. Since this integration most likely occurs more
centrally than the acoustic nerve, implantees were assumed
to have the same parameters as normally hearing subjects.1

This assumption may be invalid if the pathology causing
deafness in the implantees affected that part of the central
auditory pathways which is responsible for the temporal in-
tegration. However, our assumption is supported by mea-
surements of temporal resolution in implantees, who have
exhibited generally similar performance to that of normally
hearing subjects~Shannon, 1993!. The suitability of this
ERD value for our subjects was supported by initial data
fitting procedures in which the ERD was a variable param-
eter ~see Sec. III!.

3. Stage 3: Equal-loudness decision criterion

The third stage of our model is analogous to the fourth
stage of Mooreet al.’s ~1996! model of intensity discrimina-
tion, in which a fixed ratio change of output from the inte-
grator was used as a criterion for detection of intensity
change. In our model, a decision of equal loudness is based
upon a criterion of equal output from the integrator of stage
2 ~or a difference less than that used for detection of intensity
difference!. Since the stimuli used in our experiment had a
fixed duration, we assumed that the longer-term temporal
integration~which causes the threshold of stimuli to decrease
with increasing stimulus duration up to about 300 ms! would
not affect our data. That is, we have assumed that if the
output of the short-term integration time window is equal for
two stimuli, then the total loudness will be equal after apply-
ing the processing of the longer integration time window.
The validity of this assumption, as assessed by the results of
this study, will be discussed below.

The first two stages of our model predict how the output
of the integrator changes when interpulse interval changes,
given an invariant stimulus current. For experiments 1 and 2,
the ratio change of integrator output~expressed in dB! was
calculated for the two-pulse/period stimuli versus the one-
pulse/period stimulus, as a function of test interpulse inter-
val. Some examples of these model predictions are shown in
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Fig. 2, where the predicted effects of changing the parameter
R in experiment 1, and the ratiou500/u250 in experiment 2,
are illustrated.

II. METHODS

A. Subjects and hardware

Eight adult subjects participated in this study, all users
of the Mini System 22 implant, manufactured by Cochlear
Ltd. All are postlinguistically profoundly deaf, and had no
useful hearing before implantation. Details concerning their
etiology, length of profound deafness, and implant experi-
ence are given in Table I.

The Mini System 22 cochlear implant consists of an
intracochlear array of 22 active electrodes, spaced at inter-
vals of 0.75 mm, which are activated by an implanted
receiver–stimulator. The receiver–stimulator receives digi-
tally encoded signals from a speech processor via a transcu-
taneous inductive link. In these experiments the speech pro-
cessor was interfaced with an IBM-compatible personal
computer which, with specifically designed software, was
used to control the parameters of stimuli in each experiment
and to record the subject’s responses. Stimulation current is

controlled in this implant in discrete steps, and the current
produced at each step was determined from the calibration
data obtained from the manufacturer for each subject’s im-
plant.

The electrodes used, and their dynamic range for 100-Hz
pulse trains, are listed in Table I, along with the pulse dura-
tions used. The spatial extent~distance between the compo-
nent rings of the bipolar pair! was chosen for each subject in
each experiment based upon the minimum needed to achieve
comfortable loudness without excessive currents. Two sub-
jects used common ground mode.2

B. Experimental procedures

1. Experiment 1: 20-ms repetition period

The effect on loudness of varying the interpulse inter-
vals between the pairs of pulses in stimuli with a 50-Hz
repetition rate~see Fig. 1! was measured by balancing the
loudness of each test stimulus with that of a fixed reference
stimulus. The reference stimulus was the two-pulse/period
stimulus with the smallest interpulse interval for each sub-
ject. This reference was chosen to minimize the perceptual
differences ~apart from loudness! between the pairs of
stimuli being loudness balanced, as any other differences
~such as pitch or timbre! could introduce a loudness bias. A
50-Hz pulse train was also balanced with the same reference
stimulus. The loudness-balance procedure was conducted at
two current levels: first with the reference stimulus at a com-
fortably loud level, and second with the reference set to half
the number of current steps above threshold current com-
pared to the first reference level. Third, the threshold currents
for all stimuli were measured using a modified Hughson–
Westlake adaptive procedure~Carhart and Jerger, 1959!.

The loudness balance procedure was a two-interval
forced-choice adaptive procedure, whereby the reference and
test stimuli were presented in random order, and the subject
was asked whether the first or second stimulus was louder.
The current of the test stimulus was initially set so as to
produce a percept clearly louder than that of the reference
~usually several current steps!. The current was then adjusted
up or down by one current step~approx. 0.12 dB! whenever
the test stimulus was considered softer or louder, respec-
tively, in at least two out of three consecutive trials~see entry
8 in Table I in Levitt, 1971!. The procedure continued until
11 turning points were obtained and the last 8 of these were
averaged. To overcome potential bias due to the initial loud-
ness or to which stimulus was being adjusted, the procedure
was repeated with the two stimuli interchanged~i.e., adjust-
ing the current of the reference stimulus to match the loud-
ness of the test stimulus!. In this case, the test stimulus cur-
rent was set at the previously found equal-loudness current,
and the current of the reference stimulus was initially ad-
justed to produce a loudness greater than that of the test
stimulus. Thus two estimates were obtained of the test-
stimulus current required for loudness equal to that of the
reference stimulus, with the test stimulus starting from above
and below the loudness of the reference.

For purposes of comparison with the model predictions,
the current reductions~in dB! of the two-pulse/period stimuli

FIG. 2. Some examples of the predicted effect of test interpulse interval on
the temporal integration window output for the two-pulse/period stimuli~dB
re: the output for single-pulse/period stimuli! for 20-ms repetition period
~top panel!, and 4-ms period~bottom panel!. The separate lines show the
effect of changingR ~top panel! and the ratiou500/u250 ~bottom panel!,
while the other parameters are kept constant as shown.
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compared to the current of the equally loud one-pulse/period
stimulus were calculated by subtracting the average current
value for the equally loud one-pulse/period stimulus from
each of the current values for the two-pulse/period stimuli.

2. Experiment 2: 4-ms repetition period

The adaptive loudness balancing procedure described
above was used to equalize the loudness for pairs of biphasic
pulses with 4-ms repetition period, and test interpulse inter-
vals of up to 2 ms. In this experiment, the reference stimulus
was selected to be the 250-Hz pulse train. This choice of
reference stimulus allowed the reduction in current for the
two-pulse/period stimuli compared to the equally loud one-
pulse/period stimulus to be obtained directly, and was made
possible by the smaller pitch or timbre differences among the
stimuli. Subjects 1–4 participated in this experiment, and the
equal-loudness relationship was measured at the comfortably
loud level only.

3. Experiment 3: Equal loudness for different rates

The equal-loudness relationship for different rates of
stimulation between 20 and 750 Hz were obtained at a com-
fortably loud level for subjects 1, 3, 5, and 6. Each stimulus
was loudness balanced with the 50-Hz stimulus. In this case,
the loudness balance was obtained using a method of adjust-
ment. The test and reference~50 Hz! stimuli were presented
alternating continuously, separated by 500-ms silent inter-
vals, and the subject altered the current of the test stimulus
with an unmarked knob, until the loudness was judged equal
to that of the reference. An average result of four balances
was calculated~two with the reference fixed, and two with
the reference adjusted, with the adjustable stimulus always
started at a level perceptibly softer than the fixed!. This
loudness-balance procedure was chosen because it was more
time efficient, and the balanced current differences were ex-
pected to be larger than in the previous two experiments,
thus not needing the greater measurement precision of the
adaptive method. Thresholds for all stimuli were obtained as
in experiment 1. The reduction of current for the test stimu-
lus relative to that of the equally loud 50-Hz stimulus~in dB!
was then calculated.

C. Comparison of experimental data with model
predictions

1. Current-to-excitation transformation

In order to quantitatively relate the experimental results
to the model output, it is necessary to adopt a transformation
between the change in stimulus current and the change in
neural excitation. However, the precise nature of the relation-
ship between current and neural excitation is unknown, and
it may also be subject, electrode, or level dependent. As a
first approximation, we have assumed that the excitation pro-
duced by a current pulse can be described by a simple power
function of current, with exponentS, at least over the small
current range used to balance the loudness in each experi-
ment. In other words, the change in integrator output~in dB!
resulting from a current changeD i ~in dB! was assumed to
beS D i . This scaling factor was assumed to be constant over

small changes of current, and to be stimulus independent, but
was allowed to be subject and level dependent.

The model predictions, when divided byS, therefore
predict the current increase which would have elicited the
same increase in excitation as the change in stimulus type
~from one- to two-pulse/period, or 50 Hz to a different rate!
while keeping current constant. This is equal to thereduction
in current~relative to the reference stimulus current! required
to reduce the excitation of the test stimulus to a value equal
to that of the reference stimulus~as measured in the experi-
ments!.

2. Model-fitting procedure

For experiment 1, the prediction for the current increase
which would produce the same increase in excitation as the
change from one- to two-pulse/period stimuli was fitted to
the experimentally measured reduction in current for the
two-pulse/period stimuli~relative to the reference stimulus
current!, to make it equal in loudness to the one-pulse/period
stimulus~see above!.

The fitting procedure was an iterativex2 minimization
procedure based on the Levenberg–Marquardt algorithm
~Marquardt, 1963!. Three fitting parameters were used:R, T,
and S. As mentioned above, the integration time window
was assumed to have an ERD of 7 ms. Initially, however,
fitting was attempted with ERD as a free fourth parameter
~but constrained to be equal across the three stimulus levels
for each subject! to investigate whether the data were con-
sistent with this 7-ms value. In five out of the eight subjects,
the dependence of ERD on the value of at least one other
parameter was too great to obtain a valid estimate of ERD.
The results for the other three subjects gave estimates for
ERD which were generally consistent with the 7-ms value.
The ERDs~in ms! and their standard errors were: forS4,
ERD57.5(1.3); for S6, ERD55.3(0.7); for S7, ERD
56.8(0.5). Based on these results, and their consistency
with our initial assumptions about the integration time win-
dow, the ERD was fixed at 7 ms for all subjects and stimuli.

In experiment 2, the current-to-excitation exponent,S,
which was obtained in the fitting procedure for experiment 1
for each subject at comfortable loudness, was reused. Thus
there was a single fitting parameter,u500/u250, used to fit the
model predictions to the data.

In experiment 3,S was also constrained to be equal to
the values for comfortably loud and threshold stimuli derived
by the fitting procedure for experiment 1. The fitting param-
eter in this case was the ratiou r /u50.

III. RESULTS

A. Experiment 1: 20-ms repetition period

The results of experiment 1 for the eight subjects are
shown in Fig. 3, where the reductions in current for the two-
pulse/period stimuli~in dB relative to that of the equally loud
one-pulse/period stimulus! are plotted against the test inter-
pulse interval for comfortably loud, mid-intensity, and
threshold stimuli. It can be seen from the figure that the
repeated loudness balancing results at comfortably loud and
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FIG. 3. The threshold and loudness balancing results for different test interpulse intervals in experiment 1, with the best-fit model predictions. Each row
contains the data for one subject, and each column the data for each stimulus level. The vertical axes show the current reduction required to make each
two-pulse/period stimulus equal in loudness to the one-pulse/period stimulus. The horizontal axes represent the test interpulse interval~see Fig. 1!. The pair
of symbols at each interpulse interval in the comfortably loud and medium loudness panels show the two loudness balance results~see text!. The solid lines
represent the best-fit model predictions, using an ERD of 7 ms and the parameter values shown in Table II. The dotted lines for subject 2 represent predictions
with a smaller ERD~5.5 ms!.
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mid-intensity levels were generally within 0.1 dB. Also
shown in this figure are the best-fit predictions of the model
to these data.

Table II contains the values of the parameters and their
confidence limits for the model predictions plotted in Fig. 3.
Using the three free parametersR, T, andS, 19 out of the 24
sets of data were successfully fitted with the fitting algorithm
without excessive parameter dependence leading to uncer-
tainty about parameter values. Threshold data for subjects 1
and 7, and all three sets of data for subject 2, required at least
one of the three parameters to be fixed in order to reduce the
parameter dependence. These fixed parameter values were
chosen based on the analysis of the remaining data described
below, and are marked with an asterisk in Table II.

The 19 sets of data which were successfully fitted with
three free parameters were used to investigate the relation-
ships between the parameter values and intensity level. One-
way analysis of variance showed that level did not signifi-
cantly affectR for the five subjects whereR was derived for
all three levels (p50.91). In addition, pairedt tests showed
no effect of level onR between comfortably loud and mid-
level stimuli for seven subjects (p50.93), and between mid-
level and threshold (p50.89) or comfortably loud and

threshold stimuli (p50.53) for five subjects. The mean~and
standard deviation! of the 19 estimates ofR was 0.77~0.11!.

One-way analysis of variance showed that level also did
not significantly affectT for the five subjects whereT was
derived for all three levels (p50.47). Similarly, pairedt
tests showed no effect of level onT between comfortably
loud and mid-level stimuli for seven subjects (p50.29), and
between mid-level and threshold (p50.33) or comfortably
loud and threshold stimuli (p50.37) for five subjects. The
mean~and standard deviation! of the 19 estimates ofT was
7.3 ~1.1! ms.

One-way analysis of variance showed that level did sig-
nificantly affectS for the five subjects whereS was derived
for all three levels (p50.02). Pairedt tests for these subjects
showed a significant difference inS between comfortably
loud and threshold stimuli (p50.02) and between mid-level
and threshold stimuli (p50.04), although the difference be-
tween comfortably loud and mid-level stimuli did not reach
significance for a pairedt test with seven subjects (p
50.24). The means and standard deviations forS for the five
subjects where all three levels were analyzed were: at thresh-
old 1.4 ~0.1!; at mid-level 2.4~1.0!; and at comfortably loud
level 3.3~1.5!.

TABLE II. The values of the fitted parametersS, R, andT which gave the best predictions of the data, for each
of the eight subjects at the three levels tested. All fitted functions were with a time-window ERD of 7 ms, with
the exception of the second set of values for subject 2, where 5.5 ms was used. Asterisks denote the values
which were fixed to avoid high dependency among parameters~see text!.

Subject

Comfortably loud level
fitted parameters
~standard errors!

Mid-dynamic range level
fitted parameters
~standard errors!

Threshold
fitted parameters
~standard errors!

1 S51.85 ~0.17! S52.05 ~0.3! S51.41 ~0.18!
R50.85 ~0.2! R50.74 ~0.4! * R50.795
T56.7 ~0.3! ms T57.0 ~0.5! ms T512 ~5! ms

2 S56.1 ~0.9! S52.6 ~0.2! S51.9 ~0.15!
* R50.3 * R50.3 * R50.3
* T57.3 ms * T57.3 ms * T57.3 ms

2 S55.3 ~0.7! S52.4 ~0.2! S51.7 ~0.1!
ERD55.5 ms * R50.3 * R50.3 * R50.3

* T57.3 ms * T57.3 ms * T57.3 ms

3 S52.3 ~0.4! S52.6 ~1.0! S51.15 ~0.12!
R50.83 ~0.04! R50.95 ~0.05! R50.85 ~0.2!
T57.3 ~0.7! ms T59.2 ~1.7! ms T58.4 ~0.4! ms

4 S52.5 ~0.6! S51.59 ~0.12! S51.23 ~0.17!
R50.69 ~0.08! R50.71 ~0.03! R50.70 ~0.05!
T57.6 ~1.0! ms T55.9 ~0.4! ms T56.4 ~0.6! ms

5 S55.3 ~1.8! S52.8 ~0.8! S51.59 ~0.12!
R50.68 ~0.11! R50.62 ~0.11! R50.70 ~0.05!
T57.5 ~1.3! ms T58.5 ~1.1! ms T56.4 ~0.6! ms

6 S52.9 ~0.5! S53.8 ~0.6! S51.85 ~0.5!
R50.83 ~0.2! R50.80 ~0.03! R50.90 ~0.03!
T58.4 ~0.7! ms T57.5 ~0.5! ms T55.9 ~0.7! ms

7 S50.73 ~0.04! S50.45 ~0.04! S51.4 ~0.3!
R50.88 ~0.01! R50.89 ~0.01! R50.40 ~0.15!
T56.9 ~0.2! ms T58.7 ~0.3! ms * T57.8 ms

8 S53.85 ~0.7! S51.27 ~0.15! S51.12 ~0.12!
R50.63 ~0.10! R50.70 ~0.04! R50.79 ~0.03!
T55.6 ~1.1! ms T57.7 ~0.5! ms T56.2 ~0.4! ms
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The above analysis was used to fix various parameters in
the five remaining sets of data, in order to obtain the best fit
that was consistent with the other data sets. In the case of the
threshold data for subjects 1 and 7, initial fitting with all
three parameters produced a situation whereS was highly
dependent onR ~andvice versa!. Based on the insignificant
effect of level onR andT values seen in the other subjects,
best fits were obtained first with theR value set to the aver-
age of the other twoR values at the higher levels, and then
with the T value similarly fixed. The best outcome of these
two fitting procedures is shown in Fig. 3, and the parameters
used are in Table II. For subject 1, the best-fitting option was
with R fixed, and for subject 7 withT fixed.

Subject 2’s data were more difficult to fit, as the initial
fitting with all three parameters resulted inS being highly
dependent onR for all three stimulus levels. This was due to
the monotonic exponential shape of the data. It can be seen
from Fig. 2 that this shape is consistent with a low value of
R, where refractory effects are likely to have only a small
influence. All values ofR below about 0.3 produced an
equally good fit~with S covarying with theR value!. Given
that theR values for other subjects were all greater than 0.6
~with one exception!, subject 2’sR value was set to 0.3,
which was the maximum value that produced a reasonable
fit. SinceT had a very insignificant effect on the model pre-
diction for this R value, it was set to the average~7.3 ms!
found for the 19 well-fitted sets of data. It can be seen from
Fig. 3 that the model predictions for these values~solid lines!
fail to predict the data shape for long interpulse intervals. To
improve the model predictions at longer interpulse intervals,
it was necessary to narrow the integration time window. The
fitting procedure described above for subject 2 was repeated
at successively smaller ERDs and thex2 values compared. It
was found that ERD values within 0.5 ms of 5.5 ms provided
the best model predictions. The dotted lines in Fig. 3 show
the predictions for an ERD of 5.5 ms for subject 2.

B. Experiment 2: 4-ms repetition period

The results of experiment 2 are shown for subjects 1–4
in Fig. 4, where the reductions in current for the two-pulse/
period stimuli ~in dB relative to that of the equally loud
one-pulse/period stimulus! are plotted against the test inter-
pulse interval. Also shown in this figure are the best-fit pre-
dictions of the model for these data. The values ofS which
were derived from experiment 1 at comfortable loudness
were used to make the model predictions. The only fitting
parameter was the ratiou500/u250. It should be noted that
this parameter influences the vertical position of the pre-
dicted curve and not its slope, the latter being determined by
S and the ERD of the time window. The two fitted lines for
subject 2 correspond to the two ERD values used for this
subject in experiment 1. It can be seen in Fig. 4 that the
slopes of the predicted curves match the slopes of the data
fairly well, thus lending support to theS values obtained
from experiment 1. The smaller ERD value of 5.5 ms for
subject 2 improved the fit of the slope for these data, as it did
in experiment 1. The values of the ratiou500/u250 ~and the
standard errors! for subjects 1–4 respectively were 0.671
~0.003!; 0.69~0.1!; 0.568~0.003!; and 0.655~0.006!. The use

of a smaller ERD for subject 2 did not produce a signifi-
cantly different ratio@0.682~0.006!#. Thus, for all four sub-
jects, the model predicted that doubling the overall rate from
250 to 500 Hz would lead to a drop in the average spike
probability by a factor of approximately23.

C. Experiment 3: Equal loudness for different rates

The results of experiment 3 are shown in Fig. 5 for
subjects 1, 3, 5, and 6, where the current reduction relative to
the current for the equally loud 50-Hz stimulus is shown for
rates from 20 to 750 Hz. It can be seen that, as rate increased,
there was a monotonic increase in the current reduction re-
quired to maintain equal loudness. The threshold data are in
accordance with previous published results for short duration
pulses as described in the Introduction. The comfortably loud
data show a similar increase in current reduction for increas-
ing rate, but the magnitude of the effect is smaller than that
for threshold, leading to a steadily increasing dynamic range.

Unlike the stimuli in the first two experiments, the total
number of stimulus pulses in experiment 3 covaried with
interpulse interval for the different rates. The model predicts
that there will be two opposing influences on integrator out-
put as rate increases: there will be an increasing number of
pulses within the integration window; and there will be a
decrease in excitation per pulse caused by a falling spike
probability ~as seen in experiment 2!.

The effect of the increasing number of pulses in the
integration time window was first calculated~i.e., keeping
spike probability constant!. The lines in Fig. 5 show the pre-
dicted current reduction due to this effect alone, using an
ERD of 7 ms and the values ofS derived in experiment 1 for
comfortably loud and threshold stimuli. The model predicts

FIG. 4. The current reduction required to make the two-pulse/period stimuli
equal in loudness to the one-pulse/period stimulus in experiment 2, along
with the best-fit model predictions. As in Fig. 3, the two results for each
interpulse interval are represented separately, and the dotted line for subject
2 represents the prediction for ERD55.5 ms.
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that the actual reduction in current should be less than that
given by these lines by an amount given by (20/S)log(ur /
u50).

The ratiosu r /u50 were calculated from the vertical dis-
tance between each data point and the corresponding curve
in Fig. 5. These were then multiplied by the subject’sR
values~equal tou50), determined from experiment 1, to cre-
ate the derived functions ofu r seen in Fig. 6.

Sinceu r was an arbitrary rate-dependent fitting param-
eter, which would allow a perfect fit to any data of current
adjustment versus rate, the plausibility of our model then
rests with the appropriateness of the derived functions ofu r

as descriptions of the averaged spike probabilities across au-
ditory neurons. Javel~1990! measured the spike probability
versus intensity for a single auditory neuron in a cat at dif-
ferent stimulation rates. The spike probability versus rate
data, interpolated from his Fig. 17.21 for four fixed intensi-
ties within about 3 dB of the neuron’s threshold of activa-
tion, are plotted in Fig. 6, in the same panel as subject 3’s
data. The behavior of the predicted average spike probability
is consistent with these data, given that it represents an av-
erage over many neurons all at different levels in their dy-
namic range. The proportion of neurons that are activated at
saturation probability would, in general, make the slope of
the average data less steep than for a single neuron near
threshold.

There are two further points of interest in the derived
average spike probability versus rate functions. First, they
predict that spike probability is essentially unaffected by
stimulus rates less than 100 Hz, which is consistent with the
absence of refractory changes for time intervals longer than
about 10 ms.~In some cases, there is a slight drop in derived

spike probability below 50 Hz, which will be considered
below.! Second, the curves for threshold and comfortably
loud levels are similar, implying that the effect of rate on
average spike probability is largely independent of stimula-
tion level.

IV. DISCUSSION

The results of experiment 1 have shown that the effect
of changing the test interpulse interval within pairs of pulses
having a 20-ms repetition period could be successfully ac-
counted for by a model which considered both the effects of
refractoriness on the second of the two pulses,3 and a sliding
central integration window with ERD of 7 ms. The applica-
tion of the model to the experimental results allowed the
individual specification of the ‘‘average’’ refractory charac-
teristics (R andT), and the transformation between current
change and neural excitation change~given by the exponent
S). In experiments 2 and 3, the effects of refractoriness were
modeled as a reduction of spike probability with increasing
rate. The application of the model, using the values ofS
which were derived in experiment 1, provided good predic-
tions for the results of experiments 2 and 3, and led to a
plausible prediction of how spike probability changes with
rate. Thus, the model was able to consistently describe the
effect of interpulse intervals on loudness for three different
stimulus structures.

As mentioned in the Introduction, refractoriness is only
one of several factors that can affect the amount of excitation
from a pulse which is preceded by another pulse. For stimuli
which use very long pulse durations~over 1 ms!, there ap-

FIG. 5. The loudness balancing results at comfortable loudness and thresh-
olds for stimuli with different rates in Experiment 3. The current reduction
relative to the threshold or reference current for the equally loud 50-Hz
stimulus is shown, along with the model predictions for the effect of the
integration time-window without refractory effects.

FIG. 6. The predicted effect of rate onu r derived from Fig. 5, assuming that
the vertical distances between the data and the corresponding line in that
figure are due to a reduction in average spike probability, and thatu50 is
equal to theR value ~at threshold or comfortable loudness! determined in
experiment 1~Table II!. The four dotted lines in the second panel show the
spike probability versus rate functions extrapolated from Fig. 17.21 in Javel
~1990!, for a single neuron at four different current levels: 51, 51.5, 52, and
54 dB ~re: 1 mA!.
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pears to be an additional inhibitory mechanism which oper-
ates after subthreshold pulses, and, for pulses separated by
less than 400ms, there is possibly an excitatory mechanism
whereby charge can be integrated on the neural membrane
across more than one pulse to achieve a response spike. If
either of these stimulus conditions are present~on a single
electrode!, then these effects would have to be incorporated
into the function which describes the excitation for the sec-
ond pulse compared to that for the first pulse@Eq. ~1!#. For
the stimuli used in these experiments, and for stimuli typi-
cally produced by existing speech processors, these condi-
tions are not expected to arise, and a model based on refrac-
toriness alone is sufficient to describe the peripheral
temporal effects.

A. Average peripheral refractory characteristics

If the model assumptions about peripheral neural refrac-
tory behavior and the subsequent process of neural spike
integration are valid, then it is possible to make inferences
from the data about the refractory behavior of the activated
neural population of individual subjects who took part in the
experiment. Single-neuron spike probabilities are determined
by the magnitude of the stimulus current relative to the neu-
ral threshold until saturation occurs. Similarly, the value ofR
is determined by the magnitude of the stimulus current com-
pared to the distribution of neural thresholds that are lower
than that current. TheR values from experiment 1~for 19
sets of data! had a mean value of 0.77, and ranged from
0.4–0.9~although subject 2 may have had values lower than
this range!. The fact that, on average,R remained constant
across the subjects’ dynamic ranges implies that, as current
increased, and neurons activated at the lower current moved
towards a higher or saturated spike probability, the average
spike probability remained relatively constant due to other
neurons, with higher thresholds, being activated at lower
spike probabilities. Thus, for the ‘‘average’’ subject, the in-
crease in total excitation per pulse arising from an increase in
current is due mostly to an increase in the number of neurons
activated, rather than any increase in the average spike prob-
ability across those neurons.

TheT values~the mean time that neurons which fired on
the first pulse remained refractory! depend in a similar fash-
ion on the relative magnitude of the stimulus current com-
pared to the distribution of neural thresholds that are lower
than that current. It is not surprising, then, that the mean
value of T ~7.3 ms! was also not significantly affected by
stimulus level. The interspike interval versus ‘‘neural sensa-
tion level’’ data for single neurons measured by Parkins
~1989! indicate that a refractory time of 7.3 ms would be
expected for a neuron activated less than 1 dB above its
threshold. Thus, the average spike probability and interspike
interval data obtained in these experiments support the hy-
pothesis that, as current increases, significant numbers of ad-
ditional neurons are recruited, leading to large proportions of
neurons being activated close to their thresholds, regardless
of the stimulus current.

The rate of recruitment of neurons with level is likely to
be different for each subject, depending on the local density
and type of neural fibers surrounding the stimulation site.

This would lead to individual differences in the wayR andT
vary with level. For example, subject 7 had a large increase
in R ~0.4 to 0.9! between threshold and mid-dynamic-range
~see Table II!. This could be due to a lower density of neural
fibers at sites more distant from the stimulation site, so that
at higher currents there were not enough neurons being re-
cruited to maintain a low average spike probability.

It is possible that the different average spike probabili-
ties among subjects may reflect the overall density of surviv-
ing neural fibers. A subject with a very sparse population of
nerve fibers may have a slow rate of recruitment of addi-
tional fibers as the current is increased, and this would lead
to a higher average spike probability than a subject with a
dense population of available nerve fibers. One factor which
may affect the density of surviving nerve fibers is the length
of profound deafness. For our subjects there was a significant
relationship between theR values~averaged across the three
levels! and the length of profound deafness before implanta-
tion. Figure 7 shows the average spike probabilities and
lengths of profound deafness for seven subjects along with
the results of linear regression analysis (r 50.78, p50.04).
~Subject 2 was omitted, as no definiteR predictions were
obtained for him.! This result supports the proposition that
there is a loss of neural density over time in the absence of
auditory stimulation, and that this leads to higher average
spike probability among the stimulated fibers. Another factor
which may influence the density of surviving nerve fibers is
the etiology of deafness. Three of the subjects~2, 5, and 8!
had a partially conductive deafness~due to otosclerosis!, and
so may have more surviving nerve fibers than those whose
deafness was wholly sensorineural. These three subjects had
three out of the four lowest averageR values~assuming that
subject 2 had a value below 0.65!.

In summary, then, the results of the experiments suggest
that average spike probability does not change much with
level of stimulation, but that there are differences in spike

FIG. 7. The relationship ofR determined in experiment 1~averaged over the
three levels! to the length of profound deafness prior to implantation, for the
seven subjects whereR values were uniquely determined. The correlation
and statistical significance (r andp) are shown in the panel.
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probabilities among the subjects which are consistent with
varying degrees of neural survival.

B. The current-to-excitation transformation

To fit the data from experiment 1 with the model, the
scaling factor applied to the current adjustment to transform
it into neural excitation units needed to be significantly larger
for higher levels of stimulation than that needed at threshold.
Given the assumptions of the model, this result suggests that
a single simple power function is not appropriate to describe
the current-to-excitation transformation over the entire dy-
namic range. In contrast, the data imply that a ratio current
change will cause a larger ratio increase in neural excitation
at higher stimulus levels compared to lower levels.

The same conclusion was reached by Nelsonet al.
~1996!, who studied the effect of electrical stimulus level on
intensity discrimination. They found that, for most subjects,
Weber fractions decreased as a power function of intensity
(I ) relative to absolute threshold. When the electrical inten-
sity was normalized between subjects by using ‘‘percent of
the dynamic range’’ on a dB scale~%DR!, the slope of the
Weber function ~averaged across seven subjects! was
20.08 dB/%DR, i.e.,

W fdB510 log ~DI /I !520.08$%DR%110 log ~b!. ~4!

The 10 log (b) term in the above equation represents the sub-
ject’s overall sensitivity to intensity change. They interpreted
their data as suggesting that the effects of current on neural
excitation increased with increasing level. This interpretation
was based on the assumption that the central decision device
for intensity increment was similar to that in acoustic hear-
ing, and involved a level-invariant criterion based on a set
neural excitation ratio increment. It is possible to derive how
our scaling factors~of current to neural excitation on log
scales! would have changed with level for their seven sub-
jects to produce the relationship in Eq.~4!. The derived scal-
ing factors for different points in the dynamic range~as a
ratio of the threshold factor! are shown in Fig. 8, along with
the ratios from our experiment. The loudness that our sub-
jects called ‘‘comfortably loud’’ would probably have been
considerably lower than the ‘‘maximum acceptable loud-
ness’’ measured by Nelsonet al., so we have denoted our
data by arrows encompassing 70%–90%DR for ‘‘comfort-
ably loud’’ and 35%–45%DR for the ‘‘medium level.’’ It
can be seen that our results are broadly consistent with, al-
though somewhat lower than, the values derived from the
Nelsonet al. paper. The difference may be due to the con-
siderable variability in both subject groups.

Nelson et al. proposed a simple qualitative model in
which the relative increase in excitation for higher currents is
caused by the stimulation activating peripheral neural pro-
cesses near threshold, and more distant axonal processes at
higher levels. The~presumably! less dense residual periph-
eral processes would need a larger current increment to re-
cruit more neurons, and have a less steep rate-intensity func-
tion, compared to the more dense axonal processes, which
would need a smaller current increment to recruit the same
number of neurons, and where there is a steeper rate-
intensity function. This model is partially consistent with our

data. However, we propose that, in the ‘‘average’’ subject,
the increase in relative excitation at higher levels is due more
to increases in the number of neurons activated than any
increase in the average spike probability.

In the individual implantee, however, there is a role for
both factors in explaining the different patterns of loudness
growth. Our subject 5 showed a very large increase in scal-
ing factor between threshold~1.6! and comfortably loud
~5.3! ~see Table II!, indicating a large increase in relative
effect of current on excitation. At the same time, the average
spike probability changed very little between threshold and
comfortably loud levels, indicating that the increase in exci-
tation was mostly due to an increased number of neurons
activated. In contrast, subject 7 is atypical of our subject
group, in that her scaling factor decreases above threshold,
whereas her spike probability more than doubles between
threshold and higher levels. This is consistent with the re-
cruitment rate of neurons not being sufficient to maintain a
low average spike probability, and in this case, the increase
in spike probability would significantly contribute to the total
increase in excitation with level. Her large dynamic range
~see Table I! may therefore be due to low neural density at
sites distant from the electrode.

Nelsonet al. found that, in their subjects, a flat and very
sensitive Weber function~corresponding in our experiment
to a large and relatively constant scaling factor! was associ-
ated with a smaller dynamic range and superior ability to
discriminate electrodes. Our subject 6 would fit this psycho-
physical description fairly well, and he has both excellent
electrode discrimination and speech discrimination ability.
However, our subject 7 has similar electrode and speech dis-
crimination abilities to subject 6, but has a very large dy-
namic range and low sensitivity to level change~inferred
from the small scaling factor!. Thus the relationship between

FIG. 8. The change in the power exponent (S) of the current-to-excitation
transformation~ratio relative to that at threshold! versus level within the
dynamic range, derived from the data presented in Nelsonet al. ~1996! from
seven subjects~solid line!, along with the ratios of scaling factors~averaged
over five subjects! from our experiment 1~arrows encompassing the most
likely regions of the dynamic range for medium and comfortably loud lev-
els!.
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intensity discrimination and electrode discrimination may be
more complicated than that proposed by Nelsonet al. More
research is needed to define better what neural response char-
acteristics are required for good electrode discrimination. For
example, it is not known whether dense and small areas of
neural activation would be easier to discriminate than large,
partially overlapping regions.

C. The central equal-loudness decision device

As mentioned earlier, the way the central decision de-
vice might store or integrate the outputs of the shorter sliding
temporal integration window for periods of up to 200 ms was
not specifically accounted for in our model. In the case of
very low-rate stimulation~experiment 1, and the low rates of
experiment 3!, where the stimulation period is longer than
the ERD, the window output fluctuates with the same period
as the rate, and the simplifying assumption was made that the
maximum of the output fluctuation is used to compare loud-
ness. If the loudness-decision device used a running average
~over about 200 ms! rather than the maximum output, this
would have minimal effect on the model predictions for ex-
periments 1 and 2, where the one- and two-pulse/period
stimuli have the same period. However, in experiment 3, any
‘‘averaging’’ process would reduce the loudness estimation
for low rates (,about 100 Hz! where the sliding window
output fluctuates. Figure 5 shows that, for some of the data,
there is a reduction in loudness as rates fall below 50–100
Hz, and this reduction is reflected in a reduction of the in-
ferred average spike probability~Fig. 6!. However, the loud-
ness reduction is more likely to be due to an averaging pro-
cess over longer periods by the central decision device.

V. CONCLUSIONS

These series of experiments have measured and modeled
the effect on loudness of varying the interpulse intervals
within stimulus pulse trains with short-duration pulses~100
ms and less!. The temporal model of loudness perception,
which incorporated peripheral refractory effects, a sliding
central integration time window, and a central loudness de-
cision device, was able to predict the data from the three
experiments in a consistent way. The output of the model
allowed comparisons among subjects of the average refrac-
tory characteristics of the activated neural population~in
terms of average spike probability, and average refractory
time!. Since these factors were not correlated with stimulus
level, it can be concluded that the most significant contribu-
tor to increase of total excitation with current is an increase
in number of neurons activated, rather than an increase in
their average spike probability.

The model predicted that the relationship between
change in total excitation and change in current is not a con-
stant power function across the entire perceptual dynamic
range. Its prediction that, for most subjects, a specific dB
change in current causes an increasing dB change in total
excitation as the current increases is analogous to a predic-
tion made from intensity difference limen experiments by
Nelsonet al. ~1996!.

In summary, the experiments have shown that it is pos-
sible to predict neural response behavior from psychophysi-
cal performance. This information is potentially useful both
in understanding differences in implantees’ speech percep-
tion performance, and in devising more advanced ways of
controlling the stimulus response in order to improve percep-
tion of complex signals such as speech.
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1In general, the duration of an integration window depends on the physical
quantity being integrated. For example, in some acoustic models the signal
intensity is integrated, and in others, the signal intensity is transformed by
bandpass filtering and nonlinear compression before integration takes place.
The more compression which is applied to the input signal, the smaller the
ERD of the integration window which explains the experimental data. The
integration window with ERD57 ms used here~from Mooreet al., 1996!
was derived from a model with a bandpass filter and nonlinear compression
before integration. We have assumed that these initial stages model the
transformation, due to cochlear processing, from acoustic intensity to units
of peripheral excitation, and hence that the integration window in our
model is operating on the same physical units as the acoustical model,
when an analogous transformation of current intensity to excitation is ap-
plied before the integration window.

2These subjects used common-ground stimulation mode~also in their clini-
cal speech processor maps! because there were suspected intermittent short-
ing problems between particular electrodes~distant from the ones used in
this experiment!. This electrode configuration will not produce uncomfort-
able sensations, even if shorting occurs.

3It is interesting to ask whether a model which did not include these refrac-
tory effects would be able to predict the data consistently across the three
experiments. To investigate this question, we fitted the data from experi-
ment 1 to a model where there were two parameters: an integration time-
window ERD, which was subject but not level dependent, and the power
exponentS. This model will always predict a monotonic decrease in cur-
rent reduction with widening interpulse interval. For some subjects the
goodness-of-fit~as measured byx2) was comparable, but in others~such as
subject 7!, where the data were clearly nonmonotonic, the goodness-of-fit
was significantly worse. The derived parameters showed a much larger
intersubject variability than for the model with refractory effects: values of
ERD varied between 5 ms~subject 2! and infinity ~subject 3!, and values of
S between 2.0~subject 2, threshold! and 65~subject 1, mid-level!. In the
no-refractory-effects model, the ERD andS values completely define the
expected results for experiments 2 and 3. In only one case~subject 3! were
the predictions of this model for experiment 2 reasonably close to the data.
For the other three subjects the slope of the model prediction was too flat
~subjects 1 and 4!, or gave absolute values about a factor of 2 different from
the data~subject 2, half the data values; subject 1, double the data values!.
The predictions for experiment 3 also failed to match the data accurately
for three out of four subjects~1, 3, and 6!, with the threshold current
changes being underestimated and the comfortable-level changes being
overestimated.
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The open end correction coefficient~OECC! of acoustic tubes has been widely investigated under
a free-field condition. This study examines OECCs in confined regions, such as side branches within
the vocal tract. To do this, a number of mechanical acoustic models are used to examine the effects
of the angle of the branch axis and the proximity of the walls of the main tract to the open end of
the branch. The OECC is estimated by matching both the peaks and troughs~i.e., spectral maxima
and minima! of the computed and measured transfer functions for each model. The results indicate
that the OECC of a side branch depends onL/D, whereL is the cross dimension of the main tract
at the branching point, andD is the branch diameter. For side branches connected to the main tract
through a narrow neck, the OECC of each end of the neck is determined using the ratio of the radius
of the neck to that of the adjacent section. Two empirical equations for evaluating the OECC within
a tract are derived from the present study. Finally, the range of appropriate OECC values for
estimating an accurate vocal tract transfer function is discussed, based on the results presented here
and morphologic measurements reported previously. ©1998 Acoustical Society of America.
@S0001-4966~98!00408-1#

PACS numbers: 43.70.Bk, 43.70.Jt, 43.70.Aj@AL #

INTRODUCTION

It is well known that sound radiation takes place at any
abrupt transition from a smaller cross-sectional area to a
larger area in a compound acoustic system. The radiation
makes the effective length of the section with the smaller
area longer than its actual length. The ratio of the length
increment to the radius of the smaller area is referred to as
the open end correction coefficient~OECC!. It has been
proved that the OECC depends on the Helmholtz numberkr
~cf. Levine and Schwinger, 1948!, wherek is the wave num-
ber andr is the equivalent radius of the open end. In the field
of speech production, the OECC is often used as a lumped
coefficient in transmission line models for a low-frequency
approximation.

Sound radiation at an abrupt area transition has been
investigated under several conditions by a number of studies.
Among them, Rayleigh~1945! gave theoretical descriptions
in which the OECC is 0.785 for each side of an orifice in an
infinitely thin plate, and is 0.824 when the plate becomes
infinitely thick. Levine and Schwinger~1948! rigorously

solved the sound radiation for an unflanged circular pipe.
They gave a theoretical value of the OECC, 0.6133, for a
low-frequency approximation of the end correction. Nomura
et al. ~1960! examined the sound radiation at the open end of
a flanged circular pipe numerically, and showed that the
OECC for a flanged pipe is 0.8217 at low frequencies. Ando
~1969! employed the same approach to analyze the sound
radiation at the open end for various widths of the flange of
the pipe, and the OECCs were consistent with the above
solutions. Based on experimental data, Hall~1987! suggested
the following empirical equation to describe the relation be-
tween the OECC and the width of the flange for a low-
frequency approximation,

a150.82120.13@~W/b!10.42#20.54, ~1!

whereb is the radius of the open end andW is the width of
the flange. Peterset al. ~1993! estimated OECCs under con-
ditions in which the geometry at the open end of pipes was
varied with and without a mean flow. The OECC obtained
for a hornlike open end under the condition with no flow was
approximately 0.46~adjusting their value by taking the
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OECC ratio in terms of the horn radius rather than the pipe
radius!, which is much lower than the previously suggested
value of 0.6133. They showed that the OECC changed with
geometries at the open end of pipes, larger for a sharp edge
and smaller for a rounded one. In other words, the OECC in
a compound acoustic system is related to the abruptness of
the area transition between the adjacent sections. They also
demonstrated that the OECC for large mean flow is low and
independent of the flange thickness; for small mean flow the
OECC becomes relatively constant, but the value of the con-
stant depends on aspects of the geometry such as flange
thickness, ranging between 0.6 and 0.8.

In contrast to free-field conditions, OECCs appropriate
for confined regions have not been so extensively studied.
Ingard~1953! examined the radiation of sound at the neck of
a Helmholtz resonator, and suggested the following formula
to evaluate the OECC for the interior end of the neck:

a250.48~A!0.5@1/r 21.25/R#, ~2!

whereA and r are the area and radius of the smaller-area
section.R is the radius of the larger-area section, withr
smaller than 0.4R. El-Raheb and Wagner~1980! examined
the effects of the sharp bends and branches of acoustic tubes
for a given cross-sectional area and gave distributions of the
sound pressure within the acoustic tubes. They showed that
some different patterns of the transverse mode occurred for
the rectangular pipes and the circular pipes. Since the dimen-
sions of the vocal tract are much smaller than those of their
tube models, such phenomena shown in their study would
appear in a higher frequency region for a tube with dimen-
sions similar to the vocal tract. However, most of the studies
on speech production are more concerned with a low-
frequency region which meets the assumption of plane-wave
propagation.

In modeling the vocal tract, a number of side branches in
the vocal tract such as the nasal tract, paranasal sinuses, and
piriform fossa must be taken into account~see Fig. 1!. The
OECC is a significant factor in accounting for an abrupt area
transition, large area ratios, and in most cases, short branch
lengths. Partially due to a lack of experimental data for con-
fined regions, however, the OECC values previously used in
vocal tract models differ widely.

Fant proposed 0.8 as the OECC for a low-frequency
approximation. He also recommended the use of Ingard’s
equation@Eq. ~2!# to compensate for the radiation inductance
of an abrupt area transition within the vocal tract such as the
area between the teeth~Fant, 1970!. Sundberg~1974! em-
ployed a value of 0.7 as the OECC to evaluate the acoustic
characteristics of the piriform fossa. Dang and Honda
~1996b! and Danget al. ~1996! estimated an OECC of 0.75
for the piriform fossa using MRI-based mechanical and nu-
merical models. Koyama~1966!, in evaluating the antireso-
nances of the paranasal sinuses, used an OECC value of 1.46
for the abrupt area transition at the two ends of the ostia,
0.73 for each end. On the other hand, Masuda~1992! re-
ported that no end correction was necessary~i.e., the OECC
equaled zero! for the ostia of the paranasal sinuses according
to a comparison of his morphology-based computation with
measured antiresonances.

According to previous studies~Hall, 1987; Peterset al.,
1993!, the geometry of the open end is a factor affecting the
acoustic radiation. This factor is expected to be more domi-
nant in the vocal tract because the geometries around the
open end of the side branches are much more complex in the
vocal tract than those discussed in the literature cited above.
According to MRI-based morphological studies~see Dang
et al., 1994; Dang and Honda, 1996c, 1997!, the branches
show various geometric shapes, and the dimensions of the
main tract and the open end of the branches differ signifi-
cantly from each other. Figure 1 shows a diagram of the
major side branches within the vocal tract. At the bifurcation
of the nasal and oral tracts, for example, the velopharyngeal
port opens into the oral tract at the bend of the velum, and is
directed almost opposite to the direction of sound propaga-
tion in the vocal tract. Contrarily, the direction of the open-
ing of the piriform fossa is parallel to the direction of sound
propagation, and the lateral walls of the fossa are continuous
with the posterior and lateral walls of the pharynx. This ge-
ometry is expected to enhance the radiation reactance of the
open end. The directions of the ostium openings of the para-
nasal sinuses to the nasal tract differ from one another, and
the cross dimension of the main tract is relatively small in
the vicinity of the open end. Radiation reactance at the open
end of the branches is expected to be different for these
different geometries.

In this study, a number of mechanical models with vari-
ous branches were constructed to imitate the geometries of
the side branches in the vocal tract. OECCs were estimated
for the side branches within the mechanical models. The pur-
pose of the present study was to provide experimental evi-
dence to support the use of particular values of lumped-
coefficient compensation for the radiation at the ends of side
branches within the vocal tract model.

FIG. 1. A diagram of a sagittal view of the vocal tract showing the major
side branches.L is the distance from the nasal floor to the ceiling of the
nasopharynx. M.S., F.S., and S.S. are the maxillary, frontal, and sphenoidal
sinuses.
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I. EXPERIMENTAL PROCEDURE

The experimental procedures employed in this study
were~1! design and construction of mechanical models with
various side branches;~2! measurement and calculation of
the transfer functions of the mechanical models; and~3! es-
timation of the optimal OECC for the side branches based on
the computed and measured transfer functions.

A. Construction of the mechanical models

Acoustic experiments were designed to obtain a realistic
OECC for vocal tract models. To this end, a number of me-
chanical models were constructed to imitate the geometries
of the side branches in the vocal tract. The main tract was
made from hard acrylic plates with a thickness of 0.3 cm.
The cross-sectional shape of the main tract was designed to
be square, and thus side branches in the tract had a plane
opening end. Two types of side branches with a uniform area
were employed: a tube with a circular cross section, and a
tube with a rectangular cross section. The circular tube was
attached about midway along the main tract on the outside of
one of the walls. The rectangular tube was placed inside the
main tract by partitioning one of the ends.

Figure 2 shows diagrams of four basic models. Models
A, B, and C were 18.5 cm long and 2.632.6 cm in their
inner cross section, while model D was 19.5 cm in length
and 2.132.1 cm in its inner cross section. The branch in
models A, B, and C was a circular tube with a length of 4 cm
and a diameter of 1.7 cm, where the length was measured
along the branch’s central axis from the closed end to the
open end. The branch in model D was 4 cm long and 2.1
31.0 cm in its cross-sectional size. The branch angles of the
models were 90, 60, 30, and 0 degrees, respectively. These
four models were used to examine the effects of different
angles of the side branch axis to the main tract. To install the
probe tube of a probe microphone for acoustic measure-
ments, holes with a 0.12-cm diameter were drilled in the
main tract wall about 1 cm back from either end.

Additionally, three more models, E, F, and G, were con-
structed for further examinations. Model E~diagramed in
Fig. 6! was used for examining effects of the flange of the
open end of the side branch, and of the proximity to the main
tract wall. Model F~in Fig. 7! was designed to determine
effects on the OECC of the branch diameter and the distance
between the open end and the opposite wall. Model G~in

Fig. 10! was for estimating the OECC of a side branch with
a narrow neck. Two identical holes, 1 cm apart, were drilled
for the probe tube in the main tract wall near the input end
for models E, F, and G.

B. Measurements

The pressure-to-pressure transfer function of the me-
chanical models was measured using a two-point pressure
method, with which the acoustic properties of the side
branch can be exactly described by measuring simulta-
neously the sound pressure in the main tract on the source
side of the branch and the sound pressure from the radiating
end of the main tract~Dang and Honda, 1996a!. A diagram
of the experimental setup used for measuring the two pres-
sures is shown in Fig. 3. Microphone 1, B&K 4003, was
placed 6 cm away from the radiating end to record the radi-
ated sound. The probe tube of probe microphone 2, B&K
4128, was installed through the hole drilled in the main tract
wall on the source side of the branch. A white-noise signal
produced by an FG-143 function generator~NF Circuit De-
sign Block Co.! was amplified and fed into an SG-505FRP
horn driver unit ~Goto Unit Co.! to excite the mechanical
model. The join between the model and the neck of the horn
driver unit was sealed with plasticine to prevent sound leak-
age. The outside sound pressure in the vicinity of the join
was confirmed to be about 25 dB lower than that at the
radiating end. This implies that sound leakage from the join
can be considered to be negligible in this measurement.
Sound recording was carried out at a sampling rate of 48 kHz
in an anechoic room. A room temperature of 20 °C was
maintained during the measurement, and therefore the sound
velocity used in all calculations was 34 300 cm/s.

The two sound pressures were recorded simultaneously
for 5 s for each measurement. Averaged power spectra of the
sound pressures were computed using DFT with a 340-ms
Hamming window shifting by 85 ms over the entire 5-s sig-
nal duration. The ratio of the power spectra of the radiated
sound to the internal sound was taken to be the pressure-
pressure transfer function of the segment from the internal
measurement point to the radiating end.

The antiresonance of the side branch can be identified in
the measured transfer function. However, the antiresonance
may not appear clearly in the transfer function if it is located

FIG. 2. Diagrams of mechanical models A through D, designed with differ-
ent branch angles.

FIG. 3. A diagram of the experimental setup for measuring the transfer
function of an acoustic tube.
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near a resonance. Our previous studies demonstrated that ad-
justing the location of the internal measurement point can
move the resonances in the transfer function without affect-
ing the antiresonance frequencies of the side branch~Dang
and Honda, 1996a, c!. In essence, the resonances correspond
to the resonances of the tube open at both ends, with one end
corresponding to the open end and the other to the location
of the internal measurement point. For this reason, two probe
holes as described previously were designed for models E, F,
and G to change the internal measurement point. Thus anti-
resonances that may be distorted or obscured by nearby reso-
nances for one internal measurement point can be revealed
through this procedure.

Strictly speaking, a factor for the transfer from the main
tract end to M1, which is in the near field, should be in-
cluded. As a check, transfer functions were measured for
different positions of M1, varying the distance from the open
end to M1 from 3.5 to 30 cm. It was found that there were
some changes in the amplitude of the baseline of the mea-
sured spectra and in the slope of the envelope, but not in the
resonance or antiresonance frequencies. Since in this study
we are more interested in these frequencies, this factor was
omitted.

C. Estimation of OECC

Since the interaction between the resonances and anti-
resonances in an acoustic system tends to obscure or distort
each other, frequencies of maxima and minima in a mea-
sured transfer function are usually different from the true
resonances and antiresonances to some extent. We therefore
refer to maxima and minima in the measured transfer func-
tions as peaks and troughs, respectively, and compare the
measured and computed transfer functions in order to estab-
lish the frequencies of the true resonances and antireso-
nances. A transmission-line model was employed to compute
the transfer function for the comparison. If both the troughs
and peaks in the computed transfer function are matched
well to those in the measured one, it is reasonable to assume
that the acoustic properties of the computational model are
identical to those of the mechanical model.

The transmission-line models had an identical area func-
tion to that of the measured tube segment, from M2 to the
radiating end, with an adjustable OECC for the branch. The
bifurcation point of the branch and main tract in the compu-
tational model was at the intersection of the branch’s central
axis and the open end for models A, B, C, F, and G, and at
the edge of the open end of the branch for models D and E.
The equivalent radius used for the square openings was ap-
proximated by a circular radius ofr 5AA/p, whereA is the
area of the opening. The radiation impedance of the main
tract of the computational models was approximated by a
cascaded connection of resistance and inductance~Causse´
et al., 1984!. Losses due to viscosity and heat conduction
were implemented in the computation~Flanagan, 1972!,
while losses due to wall vibrations were ignored for these
rigid-walled mechanical models. The validity of the acoustic
parameters above was confirmed using a uniform straight
tube.

In this estimation, the OECC for the branch was ad-
justed to match the computed troughs and peaks to the mea-
sured ones. The optimal OECC value was defined that satis-
fied the condition that the differences in both the peak and
trough frequencies should be less than 3% for frequencies
below 3 kHz. The OECC values found in this way will
henceforth be referred to asmatched OECC values, to dis-
tinguish them from OECC values derived from empirical
formulas. Figure 4 shows an example of the comparisons
between the measured and computed transfer functions for
model D. In this example, the computation and the measure-
ment are consistent within 3% below 3.5 kHz for the fre-
quencies of the peaks and troughs, and within 5% above. The
computed and measured transfer functions demonstrate al-
most identical spectral shapes at lower frequencies. These
two spectra show an increasing disparity at higher frequen-
cies. This is probably caused by the accumulated effects and
the assumption of plane-wave propagation in the simulation,
where the assumption is not always correct for higher fre-
quencies. For this reason, the above comparison for the
troughs was limited to the first trough of the branch, though
the second trough was typically visible in the higher fre-
quency region.

Figure 4 shows that as frequency increases, the ampli-
tude difference between the spectra increases. This differ-
ence is mainly caused by the different tilts of the two spectra.
The tilt is more pronounced for the measured spectrum be-
cause microphone 2, B&K 4128, has a decreasing response
with increasing frequency~see the instruction manual of
B&K 4128!, while microphone 1, B&K 4003, has a flat re-
sponse over a wide frequency region. Since there was no
significant effect on the frequencies of the peaks and troughs
either with or without calibration, noncalibrated data are
used in obtaining the measured transfer function.

II. RESULTS

The results of the experiment are shown for the effects
of ~1! the angle of the branch to the main tract,~2! the flange
of the open end of the branch and the surrounding wall of the

FIG. 4. A typical comparison of measured and computed transfer functions
for a tract with a side branch; this case is model D.
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main tract,~3! the dimensions of the branch and the main
tract at the bifurcation, and~4! a narrow neck within a side
branch.

A. Effects of the angle of the side branch axis

Four mechanical models were used experimentally to
determine effects of the angle of the side branch axis on the
OECC. The mechanical models are shown in Fig. 2. The
branch angle is defined as the angle between the central axis
of the branch and that of the main tract, using angles in the
range of 0–180 degrees. In models A through D, the branch
angles are, respectively, 90, 60, 30, and 0 degrees when us-
ing E1 as the input end. Treating E2 as the input end, the
corresponding branch angles for the same models are 90,
120, 150, and 180 degrees.

The measurements were carried out on the models twice,
feeding sound from E1 and then E2. Thus, seven transfer
functions were obtained from the models for the angles of
90, 60, and 120, 30 and 150, and 0 and 180 degrees. The
measured transfer functions are shown in Fig. 5, given in
pairs except for model A. Effects of the angles, if any, can be
easily found from each pair for the same model, because the
geometries surrounding the branches were exactly the same.
The troughs occur at approximately the same frequency for
each pair of transfer functions, but their amplitudes are
slightly lower~the troughs are deeper! for the obtuse than for
the acute angles, and the spectra surrounding the troughs
show slightly different shapes. The frequency of the first
trough is listed in Table I for each case. The trough frequen-
cies show significant differences for varying branch angles
across the four models. As could be predicted theoretically,
there is no significant difference in the trough frequencies for
the same model regardless of whether its branch angle is
obtuse or acute. The consistency of the measurement with
the theoretical prediction confirms the accuracy of our ex-
perimental procedure.

The OECCs of the branches in the models were also
estimated using the method described in Sec. I C. For models
B and C, however, the open end of the branch is not simply

defined in the computational model since the opening plane
of the branch is not parallel to the wavefront for the plane-
wave assumption~see El-Raheb and Wagner, 1980!. There-
fore it is not possible to obtain the OECCs for models B and
C using the present method. For this reason, this estimation
was limited to models A and D. Matched OECCs are shown
in the fourth column of Table I for branch angles of 0, 90,
and 180 degrees. The OECCs obtained for 0 and 180 degrees
are not significantly different. Contrarily, the OECC for the
branch angle of 90 degrees does differ significantly. The
value of 0.48 for the 90 degrees case is much smaller than
that proposed in previous studies~Rayleigh, 1945; Hall,
1987!.

Since the branch angle is not a major factor affecting the
OECC, it is suspected that the geometric shapes surrounding
the open ends of the branches caused the difference. In
model D, but not model A, the branch shares walls with the
main tract. This structure may enhance the radiation reac-
tance of the open end. Another difference is that the dimen-
sion of the main tract into which the branch opened is larger
in model D than that in model A. To clarify the relations
between the OECC and these aspects of the geometry, we
conducted the following experiments.

B. Effects of the flange of the open end and the main
tract wall

A mechanical model with a branch angle of 0 degree
~model E, shown in Fig. 6! was used to examine the effects
of the flange of the open end of the side branch and the main
tract wall. The main tract was 10 cm long, with a cross
section of 2.132.1 cm. The branch was 4.0 cm in length,

FIG. 5. Transfer functions measured for the mechanical models shown in
Fig. 2 with the model label and branch angle for each curve. Successive
curves are offset by 20 dB.

TABLE I. Trough frequencies measured from the transfer functions shown
in Fig. 5, and matched OECCs~BA: branch angle!.

Model BA ~Deg! Troughs~Hz! OECC

A 90 1940 0.48

D 0 1848 0.78
180 1842 0.80

B 60 1991 ¯

120 1997 ¯

C 30 2361 ¯

150 2361 ¯

FIG. 6. Model E for examining effects of the flange of the open end of the
side branch and the main tract wall.~a! Axial-sectional view;~b! cross-
sectional view at the location of the probe hole. The layers added on the
original walls are shown by W1, W2, W3, and W4. All dimensions are in
cm.
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and 2.131.0 cm in its cross section. Measurements of the
transfer function of this model were made under three con-
ditions:

Condition 1: Vinyl chloride plates with an area of 4.0
32.1 cm and a thickness of 0.1 cm were glued on the parti-
tion wall, W1, one by one. This manipulation was done in
order to explore effects of the flange width of the open end in
a confined region by thickening W1 while retaining the prox-
imity to the main tract walls. The measurement was repeated
while the thickness of W1 increased from 0.6 to 1.1 cm in
0.1-cm steps.1

Condition 2:Plates identical to those used in condition 1
were glued on the main tract wall~W3, referred to as the
back wall! to decrease the effects of the proximity by mov-
ing the open end of the branch away from the main tract
wall. The measurement was repeated while increasing the
thickness of the inserts from 0 to 0.5 cm at 0.1-cm intervals.

Condition 3: Two identical plates with an area of 4.0
31.0 cm and a thickness of 0.1 cm were glued on two op-
posite sides of the branch simultaneously~W2 and W4! to
decrease the proximity to the lateral walls of the main tract.
The measurements were carried out while the thickness of
each side insert increased from 0 to 0.4 cm with intervals of
0.1 cm.

The measured trough frequencies and matched OECCs
are shown in Table II for condition 1. The matched OECCs
increase as wall W1 is thickened. This tendency is consistent
with those obtained by Ando~1969! and by Hall ~1987!.
Thickening W1 from 0.6 to 1.1 cm increases the OECC from
0.79 to 0.88, a total change of 0.09, or 11%. This implies that
the effect of the flange of an open end in a confined space is
the same as that in a free field.

The matched OECCs for condition 2 are shown in Table
III. At first, the OECC decreases as flange W3 increases from
0.0 to 0.1 cm. It then remains nearly constant as the thick-
ness of W3 increases from 0.1 to 0.4 cm. Changing W3 in

this way can apparently be considered to involve two main
components: increase of the flange thickness and decrease of
the proximity to the main tract wall. According to the result
for condition 1, thickening the flange increases the OECC.
However, no such tendency was seen under condition 2 even
though the thickness of flange W3 was increased by the same
amount. It can be concluded that decreasing the proximity to
the main wall has the opposite effect, i.e., it tends to decrease
the OECC. In other words, when the branch wall continues
directly into the main tract, the open end effect of the branch
is greatly enhanced.

Under condition 3, the matched OECCs increase
slightly, unlike in condition 2. This tendency shown in Table
IV implies that the effect of decreasing the proximity to the
lateral walls is smaller than that of thickening the flanges.
The difference between conditions 2 and 3 indicates that the
lateral walls had a smaller effect than the back wall, although
the length of the boundary between the lateral walls and the
branch was about the same as that between the back wall and
the branch. If one simply imagines the effective open end of
the branch to extend diagonally from W1 to the back wall~so
that the length of the back wall effectively ‘‘belonging’’ to
the branch is longer than the partition wall W1!, this phe-
nomenon is easily understood. With this conjecture, the mag-
nitude of the effect of the lateral walls on the OECC is ap-
proximately half that of the back wall for the same boundary
length.

Summarizing the above results, thickening W1 increases
the thickness of the flange and shortens the length of the
boundary between the lateral walls and the branch, but it
does not change the situation between the back wall and the
branch. Therefore it can be concluded that thickening the
flange enhances the OECC. Thickening W3 under condition
2 showed a different behavior from that produced by thick-
ening W1 under condition 1. One of the causes may be that
an extra abrupt area transition was added to the branch with
W3 under condition 2. However, since adding an abrupt area
transition should enhance the end radiation and this tendency
was not seen in the result, the extra abrupt area transition is
not the major cause of the difference. Considering the com-
mon results under conditions 2 and 3, the major cause seems
to be due to the decrease of the proximity to the main tract
wall; it results in acoustically reducing the effective length of
the branch. In other words, the proximity to the main tract
wall contributes to increasing the effective length of the
branch.

TABLE II. Condition 1: thickening wall W1 in model E. Branch dimen-
sions, measured troughs, and matched OECCs are listed.

W1
thickness~cm!

Branch end
area (cm2)

Troughs
~Hz! OECC

0.6 2.10 1845 0.79
0.7 1.89 1845 0.83
0.8 1.68 1848 0.87
0.9 1.47 1863 0.87
1.0 1.26 1877 0.88
1.1 1.05 1895 0.88

TABLE III. Condition 2: thickening wall W3 in model E. Branch dimen-
sions, measured troughs, and matched OECCs are listed.

W3
thickness~cm!

Branch end
area (cm2)

Troughs
~Hz! OECC

0.0 2.10 1845 0.79
0.1 1.89 1868 0.76
0.2 1.68 1880 0.76
0.3 1.47 1894 0.76
0.4 1.26 1909 0.76
0.5 1.05 1921 0.77

TABLE IV. Condition 3: thickening walls W2 and W4 in model E. Branch
dimensions, measured troughs, and matched OECCs are listed.

W2, W4
thicknessa ~cm!

Branch end
area (cm2)

Troughs
~Hz! OECC

0.0 2.10 1842 0.80
0.1 1.90 1851 0.81
0.2 1.70 1863 0.81
0.3 1.50 1877 0.81
0.4 1.30 1883 0.85

aThe value shown is the thickness of the insert on each side.
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C. Effects of the dimensions at the bifurcation

Figure 7 shows a diagram of model F which was used to
examine the effects of the dimensions of the main tract and
the branch at the bifurcation. The main tract was 10 cm long
and 2.732.7 cm in its inner cross section. The branch, a
circular uniform tube, was 4 cm in length and 1.7 cm in
diameter. Effects of the dimensions of the branch and the
main tract in the vicinity of the bifurcation were examined
by varying two dimensions systematically: the inner diam-
eter of the branch,D, was decreased by increasing the thick-
ness ofWd ; and the distanceL across the main tract was
decreased by increasing the thickness ofWf . D was de-
creased from 1.7 to 0.7 cm in 0.2-cm steps by gluing layers
of stainless steel foil, 0.1 cm thick, on the inner wall of the
branch. For each value ofD, L was varied from 2.7 to 0.6
cm in 0.3-cm steps by gluing an acrylic plate with an area of
1032.7 cm and a thickness of 0.3 cm on wallWf .

Figure 8 shows the matched OECCs for all of the com-
binations ofL andD. The figure demonstrates that OECCs
increase withL for a given branch diameterD. For a given
L, the OECCs increase asD decreases. The curves of the
OECCs move in parallel withD.

The results show that the OECC is approximately pro-
portional to distanceL and inversely proportional to the di-
ameter of the open end of the branch. To arrive at a general

relationship of the OECCs to the parameters, the data were
replotted against a dimensionless parameterL/D. As shown
in Fig. 9, the six curves of the matched OECCs collapse
approximately onto a curve that is a function ofL/D. A
least-square method was used to calculate the best-fitting
curve. This curve, which we call theestimated OECC, is
plotted in Fig. 9, and is given by the following empirical
formula:

a35
1.27j

j11.92
20.086, 0.2,j5

L

D
,4.5, ~3!

wherea3 is the estimated OECC for model F,D is the inner
diameter of the open end of the branch, andL is the distance
from the open end to the opposite wall of the main tract. The
mean-square error was 0.048 between the measurements and
the prediction by this formula. Considering the conditions of
the measurement and application, the formula is appropriate
to be used in a range ofj5L/D between 0.2 to 4.5, where
a3 ranges from 0.03 to 0.80.

D. End corrections for a branch with a narrow neck

In the vocal tract, there are a number of branches with a
narrow neck, such as the paranasal sinuses in the nasal cav-
ity. A neck has two ends: one opening into the main tract,
referred to as the tract end; and the other one opening into
the cavity, referred to as the cavity end. Both ends require an
end correction for the abrupt area transitions. The tract end
of the branch neck has a similar geometry to that discussed
for model F. For this end, therefore, the correction coeffi-
cient can be evaluated using Eq.~3!. In this section we arrive
at an estimate for the OECC for the cavity end of the branch
neck.

A mechanical model shown in Fig. 10, referred to as
model G, was used in this examination. This model consisted
of a main tract with a square cross-sectional shape of 2.7
32.7 cm, and a circular branch with a narrow neck. The
cavity of the circular branch was 3.8 cm in length and 1.7 cm
in inner diameter. The neck lengthl N was chosen to be 0.3
cm which is approximately equal to the ostium length of the

FIG. 7. Model F for investigating the relationship between the OECC and
the dimensions of the main tract and the branch at the bifurcation.~a! Axial-
sectional shape;~b! Cross-sectional shape. All dimensions are in cm.

FIG. 8. Matched OECCs for various combinations ofL andD for model F,
shown in Fig. 7.

FIG. 9. Matched OECCs of Fig. 8 plotted against dimensionless parameter
L/D. See Fig. 7 for the definitions ofL andD. The line markeda3 is the
least-squares fit to all of the curves shown.
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maxillary sinus, the biggest side branch in the nasal tract.
Diameter,DN , of the neck was varied as described below.

Transfer functions of model G were measured while
varying the diameter of the neck (DN) from 0.17 to 1.0 cm in
12 steps. In the measured transfer functions, forDN

.0.5 cm, a second trough appeared at a higher frequency.
This implies that the branch can no longer be modeled as a
simple Helmholtz resonator. Accordingly, this branch was
treated as a tract with two cascaded sections in this estima-
tion of the OECC.

As mentioned above, the OECC of the tract end was
evaluated using Eq.~3!. For L/D.4.5, the OECC was rea-
sonably assumed to be 0.80. As shown in Fig. 11~broken
line!, this region occurs in model G forr N /r C,0.35, where
r N5radius of the branch neck andr C5radius of the branch
cavity.

In order to estimate the OECC for the cavity end of the
branch neck, the computed transfer function was matched to
the measured one while the OECC was adjusted. The opti-
mal OECCs were obtained when the measured and computed
transfer functions were consistent with one another within

1% for the first trough, and within 2% for the first two peaks.
Figure 11 shows the matched OECCs for the cavity end
~plotted using an asterisk!, which decrease monotonically
from 0.712 to 0.069 as the ratio of radii increases. To derive
a general empirical formula, an expression similar to that
used by Ingard~1953! was adopted to describe the experi-
mental data. The parameters in the expression were derived
based on the measurements with a constraint that the OECC
be equal to 0.821 whenj50 ~Nomura et al., 1960!. By
minimizing the mean least square of errors between measure-
ment and prediction, we arrive at the expression:

a450.821~121.69j!, j,0.6, ~4!

wherej5r N /r C . Values ofa4 ~solid line! are plotted in Fig.
11 asj is varied, which predicts the matched OECCs with a
mean-square error of 0.053. This result indicates that the end
radiation is negligible when the ratioj is larger than 0.6 even
if an abrupt area transition exists.

III. DISCUSSION

In this section, we summarize the effects of the geom-
etries on the OECC of a side branch, and compare the pre-
dictions of our formulas with previous results. The range of
OECCs for the side branches within the vocal tract is also
discussed based on the present results and morphologic mea-
surements reported previously.

A. Summary of the measurements

A number of mechanical models were designed with
various side branch shapes to imitate the geometries of the
side branches within the vocal tract. With these models,
acoustic effects of the geometries on the antiresonances and
the OECCs of the branches were examined. The angle of the
branches with respect to the main tract was varied; this did
not show any significant effects on the antiresonance fre-
quencies, nor on the matched OECCs in the cases where they
could be estimated. Two cases, i.e., the branches parallel to
and perpendicular to the main tract, however, showed differ-
ent behaviors.

The parallel-branch case~model E! showed an interac-
tion of the effects on the OECC of the branch flange and the
proximity to the wall of the main tract. General speaking, the
OECC is higher for a branch within a main tract than the
same ‘‘branch’’ in a free field. This effect is heightened as
the branch open end approaches the main wall of the tract.

The perpendicular-branch case~model F! showed an in-
teraction of the effects on the OECC of the diameter (D) of
the branch’s open end and the distance~L! from the end to
the far wall of the main tract. This effect was strong enough
to allow us to collapse all of the matched OECCs onto one
curve using the dimensionless parameterL/D. These col-
lapsed curves can be predicted well using an empirical for-
mula @Eq. ~3!#. As shown previously, this formula is derived
for a given width of the main tube. What are the possible
effects on the formula if the width of the main tube varied?
Basically, increasing the width of the main tube has two
simultaneous actions: thickening the flange and reducing the
proximity of the lateral walls to the branch open end, and

FIG. 10. Model G, used for estimating the OECC for the cavity end of the
branch neck as a function of neck diameterDN52r N . l N is the length of the
neck. All dimensions are in cm.

FIG. 11. Predictions and measurements for model G, Fig. 10. With the
OECCs of the tract end of the neck evaluated using Eq.~3! ~broken line!, the
OECC of the cavity end of the neck was matched using a cascaded-tube
treatment~‘‘ * ’’ !, and an empirical approximation@Eq. ~4!# to that is shown
~solid line!. r N andr C are defined in Fig. 10.DN is the diameter of the neck.
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vice versa. According to the results obtained in Sec. II B, the
OECC increases when widening the flange, and decreases
when reducing the proximity of the wall. These two effects
occur simultaneously when varying the main tube width, and
counteract one another to some extent. This interaction was
proved in the results under conditions 2 and 3 of model E,
which have a smaller range of variation than that of condi-
tion 1, when only the flange is changed. When the width of
the main tube becomes wide enough, the effects of both the
flange and the lateral wall on the OECC become constant.
Accordingly, it can be concluded that the relationship ofL
andD in this formula is not affected significantly by varying
the width of the main tube.

This study also derived an empirical expression@Eq. ~4!#
from the measurements of model G for predicting the OECC
of a side branch with a neck, where the branch was treated as
a cascaded tube. The expression has different parameters
from Ingard’s@Eq. ~2!#, which was derived for the Helmholtz
resonator. To compare these two formulas, the data obtained
in Sec. II D were reprocessed by treating the branch as a
Helmholtz resonator. Figure 12 shows the matched OECCs
obtained from the resonator-treatment~indicated by an open
circle!, and the OECCs predicted from Ingard’s formula
~broken line!, and our Eq. ~4! ~solid line!. Unlike the
cascaded-tube treatment~shown by an asterisk!, the OECCs
from the resonator-treatment at first decrease and then, for
DN.0.5, increase. This is also the point at which higher-
frequency troughs were observed in the transfer functions.
Therefore the following discussion is limited to the region
where the neck diameterDN is smaller than 0.5. In this lim-
ited region, the matched OECCs~open circle! are consistent
with those estimated using Ingard’s formula@Eq. ~2!# within
2%, and within 15% for our formula@Eq. ~4!#. This shows
that Ingard’s formula gives more accurate estimates than our
formula when the branch can be treated as a Helmholtz reso-
nator. However, one can see in Fig. 12 that our formula can

offer a good prediction for the more general case. Therefore
we conclude that our formula is better in general for the end
correction at an abrupt area transition of the vocal tract.

B. The OECC for side branches within the vocal tract

The morphologies of side branches in the vocal tract
were investigated by the authors using magnetic resonance
imaging~MRI! ~Danget al., 1994; Dang and Honda, 1996c,
1997!. In this section we combine vocal tract data with the
OECC estimates derived above to arrive at a range of
OECCs appropriate for the branches within the vocal tract.

The nasal tract is the largest branch occurring in the
vocal tract. When the velum is lowered, an abrupt area tran-
sition of the velopharyngeal port occurs on both the oral side
and the nasal side as shown in Fig. 1. On the oral side, the
geometry is most similar to model E, where the side branch
is considered equivalent to the entire nasal tract. Thus the
posterior wall of the pharynx, which runs continuously from
the ‘‘main tract’’ into the ‘‘side branch,’’ would be predicted
to enhance the radiation from the open end of the nasal tract.
According to our measurements from model E, an OECC
greater than 0.8 is required to compensate for the open end
radiation.

On the nasal side, the geometry surrounding the velo-
pharyngeal port shows features of both model F and model
E, i.e., there is a limited distance~corresponding toL! be-
tween the open end and a wall of the nasal tract, and this wall
is also continuous with the main tract~see Fig. 1!. According
to Peterset al. ~1993!, the OECC for the open end of the
nasal side is smaller than that estimated by the models, be-
cause of its horn-shaped edge. In contrast, the posterior wall
of the nasopharynx enhances the radiation reaction. Since
these two effects are expected to counteract each other to
some extent, the OECC of the open end on the nasal side can
be approximated using model F. According to our observa-
tions~Danget al., 1994!, the distanceL from the open end to
the ceiling of the nasopharynx was approximately 1.5 cm for
nasal sounds, averaging over four subjects. During nasal
consonants, the area of the velopharyngeal port is typically
about 1.7 cm2 on the nasal side, and thus the equivalent di-
ameter (D) is about 1.47 cm. An OECC of about 0.35 is
predicted using Eq.~3! for an average value. In the transition
from a nasal consonant to a nasalized vowel, the area of the
velopharyngeal port decreases and the edge of the port gets
sharper. In this case, the OECC is expected to increase. For
example, when the area of the port is reduced to 0.5 cm2, the
OECC increases to 0.54. The end radiation at both sides of
the velopharyngeal port can lower the first nasal formant to
some extent. This may explain the fact that the first nasal
formant in speech sounds is lower than that in morphology-
based synthetic sounds. The discrepancy may be partly due
to the OECCs for the branches, in addition to the other
acoustic effects of the paranasal sinuses reported previously
~Danget al., 1994; Dang and Honda, 1996c!.

In the case of the paranasal sinuses, morphological data
of the ostia are available only for the maxillary sinuses
~Danget al., 1994; Dang and Honda, 1996c!. The geometry
of the nasal side of the ostia is similar to model F. According
to our measurements~Danget al., 1994!, the diameter of the

FIG. 12. OECCs for the cavity end of the neck of model G: matched using
a Helmholtz resonator treatment~s!, using a cascaded-tube treatment~* !,
and predicted using our formula Eq.~4! ~solid line! and Ingard’s formula
Eq. ~2! ~dashed line!. r N , r C , and l N are defined in Fig. 10. In Ingard’s
notation,j5r /R.
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ostia was about 0.38 cm, and the distance from the ostium
opening to the opposite wall was about 0.3 cm. The OECC
of the ostia on the tract side was predicted to be about 0.28
using Eq.~3!. However, the OECC for the cavity side should
be about 0.8 since the narrow neck opens to a relatively large
cavity.

The geometry of the piriform fossa resembles model E,
because the posterior and lateral walls of the pharynx en-
hance the radiation of the fossa end. However, model E is
too simple to account for the geometrical complexity near
the open end of the piriform fossa. A detailed discussion is
available elsewhere~Dang and Honda, 1996c, 1997; Dang
et al., 1996!.

Besides the side branches, there are three major abrupt
area transitions along the vocal tract: the outlet of the larynx,
the region around the epiglottis, and the area between the
teeth~the lips are not discussed here because they open to a
free field!. The abrupt area transition at the epiglottis is ob-
vious for front vowels such as /i/ and /u/, but not evident for
back vowels such as /a/. Since front vowels have a relatively
large pharynx, the effect of the abrupt area transition in this
region is small. In the boundary of the laryngeal and pharyn-
geal tubes, the ratio of the radii of the larynx’s outlet to the
pharynx varies with vowels, and ranges from 0.28 to 0.60 for
English vowels~Story and Titze, 1996!. The OECC based on
formula ~4! ranges from 0.0 to 0.43, which hardly contrib-
utes to the acoustic characteristics of the vocal tract. An end
correction of the opening at the teeth can be of more impor-
tance than that of the others, since the constriction formed by
the teeth is usually short. Empirical formula~4! can be used
to estimate the OECC in this case.

Applications of these empirical formulas from the
present study have been discussed with regard to the vocal
tract. Since details of the vocal tract shape are not completely
known and the mean flow within the vocal tract changes
during a dynamic articulation, some additional conditions
possibly remain to be discovered.
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A microcosm of musical expression. I. Quantitative analysis
of pianists’ timing in the initial measures of Chopin’s
Etude in E major
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Patterns of expressive timing were measured in bars 1–5 of 115 commercially recorded
performances of Chopin’s Etude in E major, op. 10, No. 3. These patterns were subjected to
principal components analysis, which suggested at least four independent ‘‘timing strategies’’:~1!
major ritards at the ends of melodic gestures;~2! acceleration within some of these gestures, without
final ritards; ~3! extreme lengthening of the initial downbeat; and~4! ritards between as well as
within melodic gestures. Strategies 1 and 4 respond in different ways to the melodic-rhythmic
grouping structure of the music, and strategy 3 merely represents a local emphasis. Strategy 2 is the
one most difficult to rationalize; it does not seem to represent an alternative structural interpretation
of the music but rather an alternative gestural shaping. Each individual pianist’s timing pattern could
be described as a weighted combination of these four strategies plus idiosyncratic variation. A wide
variety of combinations was represented, and no two individual patterns were exactly the same. In
addition, there was a wide range of basic tempi and of degrees of tempo modulation. There were no
strong relationships between any of these variables and sociocultural characteristics of the artists,
although some weak trends were observed. ©1998 Acoustical Society of America.
@S0001-4966~98!03908-3#

PACS numbers: 43.75.St, 43.75.Mn@WJS#

INTRODUCTION

There is enormous variety in music performance, espe-
cially in solo playing where individuality can be given free
rein. No two performances of the same work are exactly
alike, and this is true even for renditions by the same artist.
A musician must exert control over a number of expressive
parameters, each of which is continuously variable over
time, which results in a combinatorial explosion of possibili-
ties. Yet there are significant constraints on this variety. In-
finitely many conceivable performances are never realized
because they would be considered bizarre and ‘‘unmusical’’
by artists and their audiences. Actual performances thus are
only a small subset of the gamut of possible performances.
Their variety is hemmed in both by notated instructions~in
the Western standard repertoire! and by tacit rules and con-
ventions that define what expressive actions are acceptable,
appropriate, and aesthetically pleasing within a given musi-
cal structure. Within these constraints~which may vary as a
function of style, historical period, and performance tradi-
tion!, some performances are similar to each other while oth-
ers are very different; some are conventional or typical~i.e.,
similar to many others! while others are innovative and origi-
nal; and some may strike a listener as deficient or crude
while others seem sublime.

Judgments about the relative similarity, typicality, and
especially the quality of performances are often made by
music lovers, critics, or adjudicators on the basis of their
auditory impressions, memories, and accumulated knowl-
edge. These judgments may often be very accurate, but they
are subject to limits of perception, memory, and attention,
and they exhibit considerable individual differences. The

goal of objective performance analysis~Seashore, 1936! is to
determine the extent to which performances areactually
similar or typical.~Their quality remains a matter of human
aesthetic judgment.! However, even with present-day meth-
ods this is a daunting task. Performances not only differ
along many dimensions~tempo, timing, dynamics, tone qual-
ity, texture, articulation, intonation, etc.! but also vary in
most of these dimensions as the music progresses, so that
similarity, typicality, and quality change as a function of
time: Two performances may be very similar at the begin-
ning but radically different later on, and any single perfor-
mance may start out conventionally but then continue in a
highly original fashion, or it may start brilliantly and then
become dull. It would be exceedingly complex and time-
consuming to measure and describe all these differences ex-
actly and exhaustively. An objective characterization of per-
formance similarities and differences can be attempted only
if the investigation is severely restricted in terms of the
length of the music and of the expressive parameters consid-
ered. Nevertheless, such a selective analysis can provide in-
teresting information about both general principles and indi-
vidual strategies underlying expressive performance,
information that cannot be obtained easily, if at all, through
listening alone.

This study is concerned with acoustic recordings of pi-
ano music. This in itself limits the expressive parameters that
can be analyzed. Due to its percussive mechanism, the piano
only allows expressive variation in timing, dynamics, and
articulation. Of these dimensions, horizontal~successive tone
onset! timing can be measured with some accuracy in acous-
tic recordings, but the small intervals involved in vertical
timing ~the asynchronies among tones in chords! are difficult
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to recover. Horizontal dynamics~the peak intensities of suc-
cessive tones or chords! can be measured, but vertical dy-
namics ~the intensities of the individual tones constituting
chords! cannot, at least not with existing methods. Articula-
tion ~the degree of separation or overlap of successive tones,
which includes the effects of pedaling! is extremely difficult
to measure, especially where overlap is concerned. Thus a
scientific study of acoustic piano recordings is essentially
restricted to measurements of horizontal timing and dynam-
ics. Although more complete and more precise measure-
ments could be obtained from recordings made on a MIDI
piano, acoustic recordings have the unique advantage of rep-
resenting the very best artists and a time span of many de-
cades.

Most previous analyses of acoustically recorded key-
board performances~Povel, 1977; Cook, 1987; Repp, 1990,
1992, 1997a, 1997b! were concerned with timing only. Only
Gabrielsson~1987! reported dynamic measurements as well.
These earlier studies also had relatively small samples of
performances. The largest sample, a collection of 28 record-
ings of Robert Schumann’s ‘‘Tra¨umerei,’’ was analyzed by
Repp~1992!. It became clear from that study and from sub-
sequent investigations~Repp, 1997b, and unpublished timing
data obtained from 19 performances of Chopin’s Polonaise-
Fantasy, op. 61! that, with regard to timing at least, there is
an inverse relationship between the length of a musical pas-
sage and the diversity of individual performances, as mea-
sured by correlational statistics. This is so because all artists
tend to respond to major structural breaks in the music by
slowing their tempo~see Todd, 1985!, and the more such
structural boundaries there are in a piece of music, the more
similar the overall timing patterns of different artists become.
However, within a short passage comprising a single phrase,
a considerable variety of expressive detail may be observed,
presumably because there are fewer and/or weaker structural
imperatives at such a local level. If the passage contains
structural ambiguities, some of the expressive variety may be
due to different interpretations of the detailed musical struc-
ture, and in that case performances by different artists may
be expected to fall into clusters or categories, each represent-
ing a different interpretation. Alternatively or in addition,
however, there may be different ways of expressing the same
structure, for example, by varying the allocation of emphasis
within the passage or by using different temporal or dynamic
shapes to give the music a particular character or to create
contrast. While some of this expressive variation may be
idiosyncratic, distinct expressive strategies shared by several
artists can be revealed by statistical analysis of performance
measurements. In addition to the primary question of
whether such strategies are categorically distinct or form a
continuum of expressive possibilities, a secondary question
of interest was whether they are related in any way to socio-
cultural characteristics of the artists, such as their year of
birth, nationality, age at the time of performance, or gender.

Such analyses are really informative only when the
sample of performances analyzed is as large as possible, so
that many different artists and almost all reasonable ways of
playing a musical passage are represented. By focusing on
the initial measures of a popular composition by Chopin, it

was possible to assemble 115 different recordings for the
present study. Even though some extant recordings were not
included, this was as large a sample as could be obtained
from a major archive of recorded piano music, and it seemed
sufficient for most analyses attempted here. Only questions
concerning correlations with artists’ sociocultural character-
istics really require a much larger sample to receive conclu-
sive answers, and since such large numbers of recordings,
especially from earlier decades of this century, simply do not
exist, these analyses will have to remain tentative.

The results of this investigation will be reported in three
successive articles. The present article, Part I, deals with ex-
pressive timing only. Part II~Repp, submitted! will examine
expressive dynamics and the relationship between timing and
dynamics. Finally, Part III~Repp, in preparation! will inves-
tigate the relationship between the objectively measured ex-
pressive patterns and aesthetic evaluations of the perfor-
mances.

I. METHOD

A. The music

The musical passage chosen was the beginning of
Chopin’s Etude in E major, op. 10, No. 3. The score is
shown in Fig. 1.1 The onset of the second beat of bar 5
defines the end of the excerpt as analyzed here.

There were several reasons for selecting this particular
passage. First, it represents one of Chopin’s most beautiful
melodies~the composer himself apparently thought so; see
Eigeldinger, 1986, p. 68!, which challenges pianists to do it
justice and invites large deviations from exact timing in the
service of expression. Second, due to the popularity of the
Chopin Etudes in general and the E-major Etude in particu-
lar, there are many recordings in existence. Third, the pas-
sage has a very slow tempo and, apart from the initial eighth-
note upbeat, there are note onsets at every sixteenth-note
subdivision of the beat, properties that make it convenient to
measure and analyze expressive timing. Finally, the same
excerpt was employed in a series of recent studies concerned
with timing perception and aesthetic judgment~Repp, 1997a,
1998a, 1998b, 1998c, in press!. One of them~Repp, 1997a!
included an analysis of the timing of 15 performances, which
are also included in the present sample. The results of a
principal components analysis indicated that there are at least
three quite different ways of timing this passage, although
the second of these patterns was represented by only three
pianists, and the third by only one. These preliminary find-
ings provided the stimulus to investigate a much larger num-
ber of recordings in order to determine more precisely the
nature and prevalence of these alternative timing patterns.

FIG. 1. The initial 5 measures of Chopin’s Etude in E major, op. 10, No. 3,
copied from the Herrmann Scholtz edition~Leipzig: Peters, 1879!.
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B. The recordings

To supplement the 15 recordings whose timing measure-
ments were already available~Repp, 1997a!, 102 additional
excerpts, copied from LPs and CDs onto digital audio tape,
were obtained from the International Piano Archives~IPA! at
the University of Maryland. The statistical analysis of the
timing measurements later revealed that there were two du-
plicates among the IPA excerpts~see below!, so that there
were 115 different performances altogether.2 A complete list
of artists’ names, record labels, and recording dates is pro-
vided in the Appendix. Seven pianists are represented by two
recordings each~Arrau, Ashkenazy, Cortot, Cziffra, Egorov,
Horowitz, and Slenczynska!. Of the 108 artists, 26~24%! are
female. Many nationalities are represented:3 American~18!,
Argentinian ~2!, Australian ~5!, Austrian ~2!, Brazilian ~2!,
British ~5!, Bulgarian~1!, Canadian~3!, Chilean~3!, Chinese
~1!, Cuban~1!, Czech~1!, French~12!, German~5!, Greek
~1!, Hungarian~9!, Italian ~3!, Japanese~4!, Philippine ~1!,
Polish ~9!, Portuguese~1!, Rumanian~1!, Russian/Soviet
~21!, Spanish~2!, Turkish ~1!, and Uruguayan~1!. The re-
cording dates span 68 years, from 1927 to 1995.

C. Measurement procedure

The IPA recordings were input as analog signals from
the digital tape to a Macintosh 660AV computer, sampled at
a rate of 20.055 kHz, and stored as separate files on a hard
disk. A digital waveform editor~SOUNDEDIT16! was used to
display the waveforms and to locate and mark event onsets,
relying on both visual and auditory cues. An ‘‘event’’ com-
prised all tones with nominally simultaneous onsets, so that
the excerpt~Fig. 1! contained 38 event onsets delimiting 37
inter-onset intervals~IOIs!. In cases of detectable asynchro-
nies within an event, the onset of the highest tone was
marked.4 Naturally, there was some measurement error, but
it was considered negligible for the purposes of this study.

Inter-onset interval durations~in milliseconds! were ob-
tained by calculating the differences between successive
event onset times. For reasons explained below, the initial
upbeat IOI~corresponding to an eighth-note interval in the
score! was analyzed separately from the subsequent
sixteenth-note IOIs. Those 36 IOIs constituted the timing
pattern or timing profile of a performance. Since these IOIs
were all nominally equal, the within-performance variation
in IOI duration was almost entirely due to intended tempo
modulations in the service of expression.~However, a small
part of the observed variability must have been due to mea-
surement error and pianists’ limits of motor control.!
Throughout this article, expressive timing will be depicted
and discussed in terms of IOI durations rather than in terms
of local tempo~reciprocals of IOI durations, an alternative
preferred by some authors!.

D. Principal components analysis

To determine how many truly different types of timing
pattern were represented in the sample, the 117 timing pro-
files were subjected to principal components analysis~PCA!.
This technique decomposes the many individual timing pro-
files, which exhibit various degrees of pairwise similarity,

into a small number of completely unrelated profiles~the
principal components or PCs! and associated weights, so that
each individual timing profile can be approximated by a
weighted sum of the PCs. Each PC may be considered an
independent ‘‘timing strategy.’’ The IOI durations are con-
verted into standard scores~mean of zero, standard deviation
of one! before analysis, and the PC profiles are likewise ex-
pressed in terms of standard scores.

The PCs are determined automatically such that the first
PC accounts for the largest amount of variance among the
timing profiles, the second PC for the largest amount of the
remaining variance, and so on. The first PC is in fact equiva-
lent to the average of all the timing profiles, the second PC is
the average of the residuals~after the first PC has been sub-
tracted from the data!, and so on. The data can be uniquely
and exhaustively described bym PCs wherem is the smaller
dimension of the data matrix~36 in the present case!. If the
individual timing profiles were all quite different from each
other, then each of the 36 PCs would account for about 1/36
~2.8%! of the variance. However, if there are significant
commonalities among the timing profiles, the first few PCs
will account for most of the variance. These PCs may then
be considered ‘‘significant,’’ and the remaining unexplained
variance may be attributed to individual artists’ idiosyncra-
sies and noise in the data. To decide how many PCs are
significant, the investigator will first look for a clear discon-
tinuity in a plot of the amounts of variance accounted for by
successive PCs. If no such discontinuity is evident, those
PCs are usually considered significant that account for more
than 1/m of the variance~2.8% in the present case!. The
interpretability of the PCs may also play a role in the deci-
sion.

If all timing profiles are highly similar to each other,
only a single significant PC will emerge, indicating that there
is one basic timing pattern, with the remaining variance be-
ing due to idiosyncratic deviations from this standard. How-
ever, if the data represent several different types of timing
profiles, this will result in the emergence of several signifi-
cant PCs. In that case, a Varimax rotation often facilitates
interpretation of the PCs. This rotation modifies the original
PCs in order to maximize the number of timing profiles that
are similar to a particular PC~‘‘pure’’ cases! and simulta-
neously minimize the number of those that are equally simi-
lar to several PCs~‘‘mixed’’ cases!. The correlation of an
individual timing profile with a PC profile is called its ‘‘load-
ing’’ on that PC.

II. RESULTS AND DISCUSSION

A. Three aspects of expressive timing

The sequence of IOIs that constitutes a timing profile
subsumes three largely independent aspects of expressive
timing. The first of these is the average duration of the IOIs,
which is inversely related to thebasic tempo. In perfor-
mances with highly modulated tempo, such as the present
ones, the reciprocal of the average IOI is not necessarily the
best estimate of the basic tempo~see below, but also Repp,
1994b!, but it probably reflects differences in basic tempo
among performances quite accurately. The second aspect of
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timing is the within-performance variability of the~nomi-
nally equal! IOI durations, as measured by their standard
deviation. The standard deviation will tend to increase with
the average IOI duration~see below!, but the ratio of these
two magnitudes~the coefficient of variation, a measure of
relative modulation depth! may be more nearly independent
of basic tempo~though see Desain and Honing, 1994; Repp,
1994a, 1995b!. The third aspect, which is of greatest interest
here, is the pattern of IOI durations or theprofile shape. The
PCA is insensitive to differences in basic tempo and relative
modulation depth because it converts the IOI durations to
standard scores; thus it deals with differences in profile shape
only. Similarly, the correlation between two profiles repre-
sents only the similarity in profile shape. Therefore, basic
tempo and relative modulation depth as well as the timing of
the initial upbeat will be considered separately before the
PCA of the timing profiles is discussed.

B. Basic tempo

In an earlier empirical study on the problem of estimat-
ing the basic tempo of an expressively timed performance,
Repp~1994b! found that musically trained listeners’ metro-
nome settings matched the reciprocal of the average IOI.
However, this result was obtained with performances of a
single musical excerpt~the initial 8 measures of Schumann’s
‘‘Träumerei’’!, and its generality is uncertain. In the case of
the present excerpt, there were reasons to believe that the
basic tempo is underestimated by the reciprocal of the aver-
age IOI ~see below; also Repp, 1998c!. Therefore two alter-
native estimates were considered as well.5 One was based on
the median rather than the mean IOI, in order to reduce the
influence of very long IOIs.~The distribution of IOI dura-
tions was skewed to the left.! The other estimate was based
on the average duration of eight IOIs~the sixth and seventh
IOIs in bars 1–4! that, typically, were the shortest IOIs in a
performance. They all represent the timing of the accompa-
niment during sustained melody tones and thus provide a
measure of the baseline~or maximal! tempo. The initial
eighth-note upbeat IOI was excluded from all estimates.
Each tempo estimate~expressed in quarter-note beats per
minute! was obtained by dividing 15 000~the number of
milliseconds in a minute divided by the number of sixteenth
notes in a quarter note! by the relevant IOI parameter~mean,
median, or minimal mean!. Frequency histograms of the
three kinds of tempo estimate for the 117 performances are
shown in Fig. 2.

As expected, the median-based method yielded slightly
higher estimates than the mean-based method, indicating that
the within-performance distributions of IOI durations were
skewed towards short values. Baseline tempo estimates natu-
rally were even faster. For all estimates, however, the distri-
bution of tempi in the performance sample was roughly nor-
mal, despite one abnormally fast performance~Varsi!.
Deviations from normality ~Kolmogorov–Smirnov test,
Lilliefors option! were nonsignificant in all three cases.
Tempi were most often between 25 and 32~mean!, 27 and
34 ~median!, or 31 and 38~baseline! beats per minute.6 It is
noteworthy that these tempi are much slower than the tempo
indication found in most Chopin editions, which is 100

eighth notes~or 50 quarter notes! per minute.~The tempo
indication in the German edition shown in Fig. 1 is twice as
fast and must be a printer’s error.! The fastest performances,
after Varsi’s, were those by Haase, Renard, Fou Ts’ong,
Horowitz-1972, and Paderewski, whereas the slowest ones
were those by Katz, Kyriakou, Niedzielski, Pokorna, Gold-
sand, and Zarankin. The median tempi of all performances
are listed in the Appendix.

C. Relative modulation depth

As a measure of absolute modulation depth, the standard
deviation of the sixteenth-note IOIs was calculated for each
performance. As expected, there was a significant correlation
between the average IOI duration and the IOI standard de-
viation of individual performances (r 50.43,p,0.001): The
absolute magnitude of the timing variation tended to be
larger in slow performances. Therefore a measure of relative
modulation depth, the coefficient of variation, was calculated
for each performance by dividing the standard deviation by
the mean IOI. These coefficients did not vary significantly
with the mean IOI (r 520.17,p,0.10), although the nega-
tive correlation almost reached significance, suggesting a
slight compression of relative modulation depth at slow
tempi, perhaps due to an aesthetic upper limit on the absolute
magnitude of timing modulations. The coefficients of varia-
tion of the 115 performances ranged from 0.1 to 0.3. The
most strongly modulated performances were those by Fou
Ts’ong, Pennario, Koyama, Licad, Horowitz-1972, Crown,
Sauer, and Koczalski, whereas the least modulated ones were
those by Anievas, Sze´kely, Penneys, Murdoch, Duchaˆble,
Iturbi, Egorov-1979, Lortie, Solomon, and Magaloff.

D. The initial upbeat

The initial eighth-note upbeat was excluded from the
PCA because its long duration would have had a dispropor-
tionate influence on the correlations among the timing pro-

FIG. 2. Frequency distributions of~a! mean tempi,~b! median tempi, and
~c! baseline tempi of the 117 performances.
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files. Although this problem could have been circumvented
by dividing the upbeat IOI duration in half, there was also
enormous individual variation in the duration of this IOI, and
quite a few pianists played such a short upbeat as to suggest
a sixteenth rather than an eighth note. If some of them actu-
ally intended to play a sixteenth note~for whatever reason!,
division by two would have been inappropriate. Since the
pianists’ intentions were not known, it seemed best to ana-
lyze the upbeat IOI separately.

Not surprisingly, the duration of the upbeat IOI covaried
with the average duration of the following 36 sixteenth-note
IOIs (r 50.59, p,0.001). This means that the upbeat dura-
tion was not independent of the basic tempo of a perfor-
mance. A frequency histogram of the ratios between upbeat
duration and mean IOI duration is presented in Fig. 3~a!. The
nominal ratio~arrow! was 2, assuming the upbeat was in-
tended as an eighth note. The most frequently observed ratio
was a little higher, 2.3, but the range of values was very
wide, extending from 1.1 to 3.5. The ratios at the low end of
the distribution, with a small peak at 1.4, could be under-
stood as representing sixteenth-note upbeats.~This is what
they sounded like to the author.! However, the broad distri-
bution did not deviate significantly from normality.

The upbeat duration may also be considered in relation
to the duration of the sixteenth-note IOI on the immediately
following downbeat~the ‘‘first IOI’’ !. Figure 3~b! shows the
distribution of the ratios between these two quantities. Here
the nominal ratio was 2 also, but nearly all values were
smaller, with quite a few falling below 1, the nominal ratio
of two sixteenth notes. This was due to the fact that the first
IOI tended to be lengthened considerably in relation to the
mean IOI. The distribution of a third ratio, the first IOI di-
vided by the mean IOI, is shown in Fig. 3~c!. Here the nomi-
nal ratio is 1, but the peak of the distribution is at 1.4, with a
range from 1.0 to 2.2. Clearly, the upbeat IOI, although it

was often lengthened relative to the mean IOI@Fig. 3~a!#,
was not lengthened as much or as consistently as the first IOI
@Fig. 3~c!#. Therefore the peak at a ratio of 1.6 in Fig. 3~b!
may be considered representative of pianists’ intention to
play the upbeat as an eighth note. However, the values at and
below the smaller secondary peak at 1.1~the deviation from
normality approached significance,p,0.07) suggest that
some pianists treated the upbeat intentionally or effectively
as a sixteenth note. The artists most representative of this
strategy were Varsi, Koczalski, Cziffra-1954, Larrocha, No-
vaes, Janis, Haase, and Hesse-Bukowska.~Note that five of
them are female.! Pianists at the other extreme, who tended
to play very elongated upbeats, included Va´sáry, Katz, Vo-
londat, Wild, Timofeyeva, Ashkenazy-1974, Magaloff, and
Arrau-1930 ~only one of whom is female!. Gender differ-
ences will be discussed in a later section.

E. The grand average timing profile

The timing profiles without the initial upbeat, represent-
ing a 117336 data matrix, were subjected to PCA. The first
PC accounted for 61.4% of the variance, which indicated
considerable commonality among the performances but left
room for alternative patterns. The following six PCs ac-
counted only for 6.2%, 4.5%, 3.7%, 2.8%, 2.5%, and 2.2%
of the variance, respectively. There was no clear discontinu-
ity in this series, but the second, third, and fourth PCs ex-
ceeded the significance criterion of 2.8%~explained above!
and the fifth matched it precisely. Therefore a four- or five-
component solution seemed appropriate. Both solutions were
compared after Varimax rotation and were found to be quite
similar: The first four rotated PCs correlated 0.94, 0.99, 0.98,
and 0.92, respectively, between the two solutions. Since the
fifth PC was not strongly representative of any individual
performances, the four-component solution was preferred. It
accounted for 75.9% of the variance in the data. The remain-
ing 24.1% were thus considered unexplained and represented
a combination of artists’ idiosyncratic intentions, lack of tim-
ing control, and measurement error.

The first unrotated PC~UPC-I! represents the average of
all timing profiles in standardized form. This grand average
profile is shown in Fig. 4. A simplified, computer-generated
musical score is shown above the graph for guidance.~The
second half of bar 5 has been replaced with a chord, to save
space.! Filled circles represent IOIs initiated by melody~so-
prano! tones, whereas open circles represent IOIs initiated by
accompaniment~mezzo/alto! tones during sustained melody
tones. In this excerpt, all expressive timing may be consid-
ered as lengthening relative to a baseline defined by the IOIs
in positions 6 and 7 in each bar, which were used to estimate
the baseline tempo@Fig. 2~c!#: These IOIs are the shortest
and fall almost on a straight horizontal line in the grand
average profile. Regarded in this way, the UPC-I profile rep-
resents the average magnitudes of various lengthening ten-
dencies in the sample of performances. The initial downbeat
in bar 1 clearly was elongated most. The melody is divided
into five or six gestures~or segments, or rhythmic groups,
the connected filled circles in Fig. 4!, each ending with the
onset of a long note that also coincides with a change in
harmony. A ritard can be seen at the end of each of these

FIG. 3. Frequency distributions of three ratios:~a! upbeat IOI divided by
mean sixteenth-note IOI,~b! upbeat IOI divided by first sixteenth-note IOI,
~c! first sixteenth-note IOI divided by mean sixteenth-note IOI. Arrows in-
dicate nominal~score-based! ratios.
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segments, in sixteenth-note positions 4 and 5 of each bar.~It
is doubtful whether the initial two melody notes, upbeat and
first downbeat, should be considered a separate gesture, but
the great lengthening of the initial downbeat is consistent
with such an interpretation.! The melodic segment in bar 4
starts earlier than the others~in position 8 of bar 3! and
begins with an acceleration; a small initial lengthening can
also be seen in other melodic gestures. Finally, there is also
a tendency towards ritards in the accompaniment preceding
melodic segments, on the first downbeats of bars 2, 3, and
especially 5.

These lengthening tendencies clearly articulate the mu-
sical structure, most obviously the melodic segmentation and
the alternation of melody and accompaniment, though har-
monic change and meter may also play a role. The lingering
in position 4 in each bar represents the commonly observed
strategy of group-final lengthening~e.g., Povel, 1977; Todd,
1985; Repp, 1992!, although it could also be understood as a
delay preceding a harmonic change. The slightly greater lin-
gering in position 5 may still be part of a group-final ritard,
but it also serves to segregate the temporarily suspended
melody from the continuing accompaniment, and it may fur-
ther be due to the metrical strength of the position. The
lengthening of the last IOI in bar 3 could represent group-
initial lengthening, or an attempt to maintain continuity with
the preceding melodic gesture~which culminates in the me-
lodic peak!, or a delay before a harmonic change, or even a
momentary dwelling on the note that resolves the dissonance
at the melodic peak. The ritards in the accompaniment may
prepare the entry of a melodic gesture or segregate the ac-
companiment from the melody, but they also coincide with a
metrically strong position. Thus, even though melodic group-
ing alone can explain most of the lengthening tendencies in
this excerpt, it is more likely that they are a complex func-
tion of all structural features of the music.

The question now arises whether the UPC-I pattern is at
all representative of individual performances, or whether it is
merely a meaningless statistical conglomerate. Repp~1997a!
has argued that the average timing profile of a large number

of performances should be regarded as typical and has shown
that performances of student and amateur pianists tend to
exhibit timing profiles that are highly similar to the grand
average profile. The correlations of the present 115 indi-
vidual timing profiles with the grand average profile~their
UPC-I loadings! ranged from 0.94 to 0.31, with only 22 val-
ues falling below 0.70, which shows that most performances
were fairly similar to the average, and some were highly
similar. UPC-I thus may indeed be regarded as a common,
typical, or conventional timing profile for this music, and the
UPC-I loadings may be interpreted as indices of the typical-
ity ~or conventionality! of individual timing profiles. By this
criterion, the most conventionally timed performances (r
.0.9) were those of Yokoyama, Badura-Skoda, Weissen-
berg, Magin, Pennario, Solomon, and Kile´nyi. ~This is by no
means a value judgment; for aesthetic evaluations, see Part
III of this study.! The timing profiles of the first four of these
pianists are shown in Fig. 5. The initial eighth-note upbeat
durations have been included in these profiles, but for

FIG. 4. Standardized grand average timing profile~first unrotated principal
component scores, UPC-I!. The musical score~without slurs and expression
marks, and with a chord substituted for the second half of bar 5! is shown
above for guidance. Filled circles represent IOIs initiated by melody tones,
open circles IOIs initiated by accompaniment tones.

FIG. 5. Four individual timing profiles that correlated highly with the grand
average profile~Fig. 4!. Initial upbeats are included but shown as two suc-
cessive sixteenth-note IOIs.
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graphical reasons they are shown as two successive
sixteenth-note IOIs~whose sum constitutes the upbeat dura-
tion!. The shape similarity of the four profiles to the average
profile in Fig. 4 is indeed striking, and they are also fairly
similar to each other, though by no means identical: There
are individual differences in detail as well as in tempo and
modulation depth~which, as pointed out earlier, do not affect
correlations!. The reader is invited to regard these profiles
simply as visual patterns, as it is difficult to ‘‘auralize’’ them
accurately. It also should be kept in mind that it is the sound
that is paced by the timing, and the graphs reveal nothing
about the sound~expressive dynamics, texture, etc.! of indi-
vidual performances.

The most atypical or unconventional timing profiles (r
,0.6) were produced by Anda, Horowitz-1972, Franc¸ois,
Cortot-1942, Cziffra-1981, Va´sáry, Backhaus, Lortat, and
Perlemuter; several of them will be presented in later figures.
Several of these artists are indeed renowned for their indi-
viduality or even eccentricity, and it is interesting to see

these reputations supported by objective analysis of such a
short musical excerpt.

F. The rotated principal component profiles

To learn more about the different timing strategies of the
artists in the sample, the Varimax-rotated PCs were exam-
ined. The four rotated PCs accounted for 31.3%, 17.1%,
16.5%, and 11% of the variance, respectively. Rotation does
not guarantee the interpretability of the PCs or establish their
psychological reality as independent timing strategies; this is
a matter of theoretical conjecture and plausibility, as well as
perhaps further empirical research. Also, the mathematical
constraints of the rotation may introduce some distortions in
the shapes of the PC profiles, so it is good to view real
timing profiles alongside the statistically extracted ones. The
four rotated PC profiles~referred to in the following as PC-I,
PC-II, PC-III, and PC-IV! are plotted in Fig. 6, and timing
profiles of individual performances loading highly on each

FIG. 6. Standardized scores of the first four rotated principal components.FIG. 7. Individual timing profiles that correlated highly with each of the PC
profiles shown in Fig. 6.
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PC are shown in Fig. 7. The PC loadings of all performances
may be found in the Appendix.

PC-I @Fig. 6~a!# represents the most frequently employed
timing strategy. It retains a significant similarity to UPC-I
(r 50.68,p,0.001) and differs mainly in that it emphasizes
within-segment ritards but de-emphasizes between-segment
ritards and also the segment-initial lengthening at the end of
bar 3, which show up strongly in PC-IV instead@Fig. 6~d!#.
PC-I also has a long initial downbeat and a ritard during the
final melodic gesture. The strategy it represents is mainly
one of slowing down at the ends of melodic groups, though
the lengthening in the fifth position of each bar may also
reflect metrical strength and/or segregation of melody and
accompaniment. Loadings on PC-I, which ranged from 0.85
to 20.19, may be considered an alternative measure of typi-
cality. Whereas UPC-I loadings expressed the degree to
which a performance represents themost typical mixtureof
timing strategies, PC-I loadings express the degree to which
a performance exhibits thesingle most commontiming strat-

egy. In terms of this measure, the most typically timed per-
formance was that by Ranki@Fig. 7~a!#. Others who loaded
highly on PC-I were Larrocha@see Fig. 11~c! below#, Licad,
Goldsand, Berezovsky, Hobson, and Mamikonian@see Fig.
11~b! below#. Their timing will be referred to as ‘‘Type I’’ in
the following. The least typical performances, whose timing
was most dissimilar from PC-I, were those by Anda, Cortot-
1942, Perlemuter, Franc¸ois, Backhaus, Lortat, and Varsi,
largely the same as in terms of UPC-I loadings.

The timing strategy represented by PC-II@Fig. 6~b!# is
very different. It dwells on the beginnings of melodic seg-
ments, especially in bars 2 and 5, and it completely sup-
presses the ritards at the ends of melodic gestures. There is
no lengthening of the initial downbeat either. In bars 1 and 2
~and probably 5 as well!, the pace accelerates during the
melodic gesture and continues smoothly into the accompani-
ment. In bars 3 and 4, the melodic timing is fairly steady, but
the two accompaniment notes in bar 3~positions 6 and 7! are
taken very fast. There were quite a few timing profiles that

FIG. 8. Standardized scores of some equally weighted combinations of the
four PCs.

FIG. 9. Four ‘‘hybrid’’ timing profiles that correlated about equally with
each of the PCs whose combinations are shown in Fig. 8.
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resembled PC-II, with loadings as high as 0.84. The pianist
most representative of this ‘‘Type II’’ pattern was Lortat
@Fig. 7~b!#. Other high loadings were exhibited by Cortot-
1942, Goodman, Magaloff, Pollini, Biret, Slenczynska-1956,
Iturbi, Joyce, and Cortot-1933. In an earlier PCA of 28 per-
formances of Schumann’s ‘‘Tra¨umerei’’ ~Repp, 1992!, a lo-
cal timing pattern was identified that was virtually unique to
Cortot. The present PC-II strategy seems to be associated
with Cortot as well, and it is possible that some of the other
pianists were influenced by the example of this highly indi-
vidual artist.

The timing profile associated with PC-III@Fig. 6~c!# has
a single salient feature, the extreme lengthening of the initial
downbeat, and is almost flat elsewhere, with a small ten-
dency to shorten the fourth IOI in each bar. Nevertheless, a
group of performances showed loadings on PC-III as high as
0.79. These ‘‘Type III’’ pianists included Backhaus, Kyri-
akou, Varsi, Yamazaki, Smith, and Monique Haas. It should
be noted that a high correlation can result from a single very
large value shared by two data sets. For example, Backhaus’s
timing profile showed substantial timing modulations which,
however, were overshadowed by a greatly elongated initial
downbeat. Therefore Fig. 7~c! shows Varsi’s profile instead,
which does exhibit the relative lack of timing modulation
suggested by PC-III, though this is due in part to her very
fast tempo.7 ~Note also her very short initial upbeat, a good
example of a ‘‘sixteenth-note upbeat.’’!

The timing profile associated with PC-IV@Fig. 6~d!# is
rapidly and systematically modulated. It shows strong ritards
in the accompaniment preceding the onsets of melodic ges-
tures~position 1 in bars 2, 3, and 5!, as well as smaller ritards
at the ends of segments, as in PC-I. There is no lengthening
of the initial downbeat and no final ritard, but a lengthening
in position 8 of bar 3, which is inconsistent with the purely
metrical explanation that this timing pattern seems to invite.
An interpretation in terms of grouping is therefore preferred.
Loadings on PC-IV reached only a maximum of 0.72; thus
there were no very pure instances of ‘‘Type IV’’ perfor-
mances. Those with loadings above 0.5 included Lortie,
François, Sze´kely, Vásáry, Katz, Bingham, Kentner@see Fig.
9~b!#, Egorov-1978, Perlemuter, Penneys, and Liberace@see
Fig. 9~c!#. Figure 7~d! shows the profile of Franc¸ois who,
like Varsi, played an extremely short initial upbeat, sugges-
tive of a ~lengthened! sixteenth note.

Although the Varimax rotation maximized the number
of performances that closely resembled one or another PC,
there were many profiles that loaded nearly equally on two
or more PCs. In theory, this could result either from the
combination or the alternation of timing strategies, though
the following examples suggest that combination is more
likely or at least more frequent. Combinations of the Type III
strategy with the others are not of great interest because Type
III represents only a single salient feature~lengthening of the
initial upbeat!. Figure 8 shows what the timing profiles of
equally weighted combinations of pairs of the other three
strategies would look like, as well as the combination of all
four strategies@Fig. 8~d!#. In each case, the relevant PC
scores were added and then restandardized~i.e., transformed
into z-scores!. These theoretical hybrid profiles may be com-

pared with actual hybrid profiles shown in Fig. 9. Binns@Fig.
9~a!# has a profile with moderate loadings on the first two
PCs, a Type I-II profile. It is indeed very similar to the pro-
file in Fig. 8~a! except for bar 1, which seems idiosyncratic.
Kentner@Fig. 9~b!# has a Type I-IV profile. It is quite similar
to the mixture of PC-I and PC-IV@Fig. 8~b!#, though it leans
towards Type I in that it shows greater emphasis on within-
gesture ritards.~Different mixtures of PC-I and PC-IV result
in different relative magnitudes of within- and between-
gesture ritards.! Liberace@Fig. 9~c!# exemplifies a Type II-IV
profile. It resembles the theoretical mixture@Fig. 8~c!#, ex-
cept in bar 1, which is exaggeratedly Type IV. There is no
clear case of a Type I-II-IV profile in the sample, but Volon-
dat’s timing@Fig. 9~d!# has nearly equal loadings on all four
components and shows the greatly elongated first downbeat
characteristic of PC-III as well as an extremely long upbeat.
It is very similar to the theoretical mixture of all four PC
profiles@Fig. 8~d!# and, not incidentally, to the UPC-I profile
~Fig. 4!, which is a weighted mixture of all strategies. These
examples, at least, look predominantly like combinations
rather than alternations of timing strategies.

Whether pianists showing such hybrid timing patterns
really entertain several independent cognitive strategies si-
multaneously remains an open question. Presumably they do
not do so consciously, and it may be difficult to prove that
they do so subconsciously. What the PC analysis demon-
strates is that across different pianists certain timing patterns
~the different PCs! are independent of each other while oth-
ers~the timing of individual gestures within each PC! tend to
go together. Thus, for example, the degree of lengthening of
the initial downbeat~PC-III! seems to be fairly independent
of the timing of later events, and the within-gesture ritards
~PC-I! seem to be partially independent of the between-
gesture ritards~PC-IV!, but within these patterns each type
of ritard tends to be applied consistently. However, these are
only overall tendencies, and there are numerous individual
variations and exceptions.

Two-dimensional scattergrams of the PC loadings for all
pairs of PCs are shown in Fig. 10. There is no clear evidence
of either clusters or major gaps in these distributions. The
space of possible PC combinations seems to be filled fairly
evenly by the individual performances. The unidimensional
distribution of PC-I loadings is skewed towards high load-
ings; however, the distributions of the other PC loadings
seem fairly symmetrical. The loadings on the different PCs
tended to be negatively correlated, for the higher the loading
on one PC, the lower the loadings on other PCs must be. The
highest negative correlation (r 520.42, p,0.001) was be-
tween PC-I and PC-II loadings@Fig. 10~a!#, due to the rela-
tive rarity of performances with low values on both.

Neither the UPC-I loadings nor any of the PC loadings
were correlated with median tempo. PC-III loadings, how-
ever, showed a positive correlation with relative modulation
depth (r 50.30,p,0.01), and PC-IV loadings a small nega-
tive correlation (r 520.22,p,0.05). The lengthening of the
initial downbeat in PC-III obviously contributed to a mea-
sure of overall timing modulation, whereas the rapid modu-
lations characteristic of PC-IV probably required a relatively
low amplitude to be aesthetically acceptable.

1093 1093J. Acoust. Soc. Am., Vol. 104, No. 2, Pt. 1, August 1998 Bruno H. Repp: A microcosm of musical expression



G. Similarity among performances

In the course of the PCA the correlations among all
possible pairs of timing profiles were computed, a total of
~1173116!/256786 values, but these were inspected more
closely only at a much later stage. Disregarding two outliers
~see below!, the highest between-performance correlations
were 0.929~Sauer and Mamikonian!, 0.921 ~Larrocha and
Donohoe!, 0.920~Coop and Pokorna!, and 0.914~Weissen-
berg and Hobson!. The first two pairs of profiles are illus-
trated in Fig. 11. The similarities are indeed striking, al-
though Larrocha and Donohoe have radically different initial
upbeat durations and different tempi. Given the large number
of correlations computed, it may be concluded that two per-
formances of this excerpt exhibiting a correlation substan-
tially higher than 0.93 are significantly more similar than any
two performances by different artists~or, for that matter, by
the same artist! are ever likely to be. Even immediately re-
peated performances by the same pianist may not exhibit
such a high correlation, due to uncontrolled timing variation
~Repp, 1992, 1995a!. When a correlation is higher than 0.99,
it is clear that the two performances are identical, with the
deviation from a perfect correlation being due to measure-
ment error.8 This makes it possible to objectively identify
copies of a performance~cf. Repp, 1993!. The presence of
two between-profile correlations of 0.998 in the present
sample was a clear indication that there were two pairs of
identical performances. One of these turned out to be an
accidental substitution of one recording~Aide! for another
during preparation of the digital tape at IPA. In the other

instance, the performance of a pianist identified on the CD as
‘‘Alexander van der Voss’’ turned out to be identical with
the performance of Boris Zarankin.9

One point of interest was the similarity of different re-
cordings by the same pianist. In an earlier analysis of timing
in Schumann’s ‘‘Tra¨umerei,’’ Repp ~1992! found that re-
peated performances by Cortot and Horowitz, each of whom
was represented by three different recordings made years
apart, were more similar to each other than to any other
pianist’s performance in the sample (n528). In the present,
much larger sample of much shorter excerpts, seven pianists
~Arrau, Ashkenazy, Cortot, Cziffra, Egorov, Horowitz, and
Slenczynska! were represented by two recordings each.
Egorov’s performances were recorded in successive years,
Cortot’s 9 years apart, and the others 15–30 years apart. The
correlation between each pianist’s two performances was
compared with the 231155230 correlations between each of
his or her two performances and all other performances. In
Egorov’s case, none of these 230 correlations was larger than
his own correlation~0.851!, which is impressive evidence of
his consistency but is perhaps not surprising in view of the

FIG. 10. Scattergrams of positive PC loadings for all pairs of PCs.

FIG. 11. Two pairs of very similar timing profiles:~a! and~b!; ~c! and~d!.
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short interval between his two recordings. In Cortot’s case,
only seven correlations were higher than his own~0.744!.
For the other pianists, however, there was not much evidence
of consistency in timing. For Arrau, Horowitz, and Slenczyn-
ska, the number of correlations exceeding their own~0.713–
0.745! ranged from 38 to 66 and thus was still a good deal
smaller than the 115 expected by chance. For Ashkenazy
~0.648! and Cziffra~0.413!, however, there was no statistical
evidence at all that their timing came from the same pianist.
This indicates that individual timing patterns for the same
music can change quite substantially over a number of years.
Little is known objectively about the extent to which they
can change over shorter time spans, such as months, weeks,
or days, though one often hears the informal claim that a
particular artist ‘‘never plays the music the same way
twice.’’ Thus it is not known whether each pianist’s recorded
timing pattern is representative of his or her approach~at the
time of recording, at least! or whether it is merely one of
several possible timing patterns that the artist had available
simultaneously. This, together with the relatively small
sample size, makes it difficult to investigate the relation of
timing to sociocultural variables.

H. Sociocultural variables

The investigation of possible influences of artists’ year
of birth, educational history, age, recording date, nationality,
or gender on expressive timing was not a primary purpose of
this study, and additional library research would have been
necessary to determine biographical information firmly and
completely. However, leaving aside educational history
~which is difficult to quantify in any case!, the artists’ gender
was certainly known, their nationalities and recording dates
were fairly well documented~some were reasonable
guesses!, and birth dates for a majority of the pianists could
be found in books by Methuen-Campbell~1981! and Kehler
~1982!, with some reasonable guesses added and the remain-
ing dates left blank. Age at the time of recording was, of
course, the difference between the recording date and the
birth date, if available. Thus it was possible to examine in a
preliminary way the relationships between these five socio-
cultural variables and the objective measurements discussed
above: median tempo, relative modulation depth, the initial
upbeat ratios~Fig. 3!, the typicality index~UPC-I loadings!,
and the loadings on the rotated PCs.

Recording date was significantly related to three vari-
ables. One weak relationship was with the ratio shown in
Fig. 3~a! (r 50.22,p,0.05), indicating a slight tendency for
the upbeat to get longer in recent decades. More interest-
ingly, there was a positive correlation with PC-I loadings
(r 50.27, p,0.01) and a negative correlation with PC-II
loadings (r 520.39, p,0.001). This indicates a trend for
Type I timing to increase and for Type II timing to decrease
in recent decades. In other words, timing is becoming more
typical or mainstream, which is in agreement with many
critical writings on modern performance practice. However,
the correlation with the UPC-I loadings was not significant.
Also, because other sociocultural variables are not equally
represented over the decades, it is perhaps safer to conclude

merely that, in the present sample, the more recent record-
ings tended towards the most common timing strategy~PC-
I!.

Artists’ birth dates showed similar correlations with
PC-I loadings (r 50.30, p,0.01) and PC-II loadings
(r 520.35, p,0.01). Of course, year of birth was highly
correlated with year of recording (r 50.79, p,0.001). In
addition, birth date showed a small correlation with PC-IV
loadings (r 50.25,p,0.05), suggesting a tendency for Type
IV patterns to be somewhat more common in younger gen-
erations.

Pianists’ age at the time of recording was negatively
correlated with both UPC-I loadings (r 520.23, p,0.05)
and PC-I loadings (r 520.22, p,0.05), which indicates a
slight tendency for older artists to exhibit more unusual tim-
ing patterns. Pianists’ age was unrelated to the year of re-
cording (r 520.06), but it was negatively correlated with
their year of birth (r 520.66, p,0.001): Pianists born
longer ago were generally recorded at a later stage in their
career than pianists born more recently. This is largely due to
the dual cutoffs imposed by the beginning of acoustic record-
ing ~when artists born long ago were already old! and by the
present~when artists born recently are still young!. In addi-
tion, there are now many more opportunities for young art-
ists to be recorded than there were some decades ago.

The effect of gender was assessed by conducting one-
way analyses of variance on the various dependent variables.
Gender proved to be unrelated to any timing profile charac-
teristics, but there was a significant effect on initial upbeat
duration, especially relative to the following downbeat IOI
@the ratio shown in Fig. 3~b!#: Men tended to play longer
upbeats than women@F(1,113)57.6,p,0.007]. In addition,
there was a marginally significant tendency for women to
play faster than men@F(1,113)54.2, p,0.05], and a nearly
significant tendency for women to play longer initial down-
beats than men@F(1,113)53.7,p,0.06], which contributed
to the gender difference in relative upbeat duration.

The effect of nationality was difficult to assess because
of the many different countries of birth. Therefore the analy-
sis was restricted to those nationalities that were not only
well represented in the sample but also have a strong tradi-
tion of Chopin performance: French, Polish, and Russian.
One-way analyses of variance were conducted accordingly.
Only one significant effect emerged, on PC-I loadings
@F(2,39)54.8, p,0.02]: French pianists were less likely to
have Type I timing profiles than their Polish and Russian
colleagues.

III. GENERAL DISCUSSION

This study continues a series of investigations of com-
monalities and differences in distinguished pianists’ expres-
sive timing, as measured from commercial acoustic record-
ings of the same composition~Repp, 1990, 1992, 1997b!.
The musical excerpt was short, but the sample of recordings
was much larger than in previous studies. A mere five bars of
music can give rise to a rich diversity of expressive actions,
and the large sample made it possible for the first time to
map out the ‘‘space’’ of aesthetically acceptable timing pat-
terns for a musical passage.

1095 1095J. Acoust. Soc. Am., Vol. 104, No. 2, Pt. 1, August 1998 Bruno H. Repp: A microcosm of musical expression



The timing space was defined by six dimensions: basic
tempo, relative modulation depth, and the four rotated prin-
cipal components that describe profile shape. One important
finding of this study is that, within this space, there were no
distinct clusters of timing patterns. Rather, the space of pos-
sibilities seemed to be ‘‘sampled’’ by individual performers
in a rather continuous way.10 This suggests that individual
differences in timing did not arise from alternative, categori-
cally different structural interpretations of the music. Indeed,
the passage does not seem to contain structural ambiguities
that need to be resolved by performers. Melodic-rhythmic
groups, harmonic progression, and metrical structure are all
well defined and mutually supportive. Perhaps the only
anomaly is that, due to the final notes of melodic groups and
coincident harmonic changes, the second downbeat in each
bar ~position 5! seems more salient than the first~position 1!.
However, this does not necessarily reflect a shift in underly-
ing metrical structure, and the data indicate that performers
were not faced with a metrical ambiguity requiring a cat-
egorical decision. To the extent that interpretation of metrical
structure influenced timing at all—and the slow tempo
makes that doubtful—it was a matter of deciding on some
degree of relative emphasis of first versus second downbeats.
Thus, viewed from a metrical perspective, pure Type I pro-
files focused strongly on second downbeats, whereas pure
Type IV profiles gave somewhat more prominence to first
downbeats, with many gradations in between.

In view of the relatively homogeneous distribution of
individual performances in the timing space, the different
profile types~PC patterns! were considered not structural in-
terpretations but timing strategies, i.e., different ways of ar-
ticulating the same musical structure. In other words, these
timing patterns and their combinations primarily convey
such things as individuality, motion, and affect within a
given structural frame. They give the musical object a par-
ticular shape or character~cf. Shaffer, 1996!, much as differ-
ent drawings or paintings of the same object do. The result-
ing qualities are difficult to describe in words, though some
may be captured by imaginative metaphor~which will not be
attempted here!. The musical structure defines boundaries
within which artists’ imagination may roam freely.

It is possible to think of structural interpretation in terms
of continuously adjustable parameters, and in that case ex-
pressive timing may be understood as the parametrization or
shaping of a given structure. The grand average timing pro-
file ~Fig. 4! may be regarded as a graph indicating the tem-
poral coherence or flexibility of the structure: The higher the
value on the ordinate, the more ‘‘stretchable’’ the music is at
that point, according to the actions taken by a large number
of distinguished musicians. Each individual artist, however,
creates a personal version of this general temporal shape.
While any individual timing pattern could in principle be
motivated by explicit or implicit structural considerations—a
desire to give more or less emphasis to this or that structural
aspect of the music—it is far from clear that this is the mo-
tivation behind most artists’ expressive strategies. Similarly,
there is probably only a small number of music lovers who
listen to music in order to be informed about its structure.
Although it is always possible to view expression as being

aboutthe musical structure, this approach misses the essence
of musical communication, which is to move listeners and to
stimulate their imagination~cf. Cook, 1990; Scruton, 1997!.
Therefore expression is regarded here as beingconstrained
by the musical structure and as communicating living quali-
ties distinct from the structure itself.

The division into two alternating streams, melody and
accompaniment, seems to be the most important structural
aspect constraining expressive timing in the present Chopin
excerpt. When the melody is moving, the accompaniment
moves along with it and contributes only to texture and har-
mony; it comes to the fore only when the melody stands still.
Most expressive tempo modulations are nested within the
alternating stream segments and employ the conventional
strategies of slowing before a boundary and/or accelerating
after a boundary. In particular, the pronounced lengthening
of the IOI immediately following the onset of a long melody
note, which is typical of the Type I timing strategy@Fig.
6~a!# and also can be seen in the Type IV pattern@Fig. 6~d!#,
helps segregate the melody from the accompaniment. A
lengthening of the IOI preceding a melodic gesture is less
common but by no means rare and usually occurs together
with ritards within melodic gestures. This strategy~Type IV!
lends a gestural quality to the accompaniment as well as to
the melodic segments and thus elevates the accompaniment
from mere background to something like a partner in a dia-
logue or an echo of the melodic rhythm.

The lengthening of the initial downbeat~Type III! is
largely independent of other timing strategies, though it also
tends to occur together with within-gesture ritards~Type I!.
Indeed, it is itself a within-gesture ritard, for the first melodic
segment is divided into two smaller gestures, the first of
which comprises only the initial upbeat and the following
downbeat. The Type III strategy may be considered what
Heiles ~1964! has called a ‘‘nuance of establishment.’’ This
designation applies even more, however, to the lengthening
of the initial upbeat. Interestingly, that tendency was shown
more strongly by male than by female pianists. It may be
understood as an attempt to establish control over an audi-
ence by capturing its attention through postponement of the
anticipated downbeat.

The most interesting timing strategy is the one termed
Type II, which ~in its ‘‘pure’’ form ! does entirely without
within-gesture ritards and instead shows gesture-initial
lengthening followed by acceleration through the following
accompaniment in bars 1, 2, and 5, together with a relative
lack of temporal modulation in the two linked melodic ges-
tures of bars 3 and 4. It shifts emphasis from the ends of the
melodic gestures to their beginnings. Leaving aside subjec-
tive judgments for the time being~see Part III of this study!,
the unusual character of the Type II pattern is suggested by
the results of perceptual experiments requiring the detection
of small deviations from metronomic timing in the very same
Chopin excerpt~Repp, 1998a, 1998b, 1998c, in press!. This
indirect method revealed that listeners~with or without mu-
sical training! have perceptual biases or ‘‘expectations’’ of
timing modulations that match the ‘‘typical,’’ grand average
timing profile ~Fig. 4!. This is the kind of timing that the
musical sound structure seems to ‘‘demand’’, as it is auto-
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matically elicited in listeners’ perceptual systems. The Type
II pattern is the one most different from the typical profile
and from listeners’ timing expectations. That it nevertheless
can be used with good aesthetic effect is testimony to the
inventiveness and skill of the artists who employ it. Clarke
~1985, p. 233! has observed that ‘‘a piece with an unambigu-
ous and readily comprehensible structure may encourage a
performer to experiment with contradictory expressive ele-
ments,’’ and the Type II pattern seems to represent such an
experimentation.

The four types of timing pattern extracted from the data
are descriptive tools, no more. They reduce three-fourths of
the variance among 115 different performances to combina-
tions of just four basic patterns. Whether these patterns have
any psychological reality as independent cognitive strategies
remains uncertain. Most individual timing profiles are mix-
tures of types, but subjectively they probably appear unified
to artists and listeners. Most pianists probably follow their
musical instincts, particularly at this level of detail, and sim-
ply play with the expression that ‘‘feels right’’ for the music.
Their musical instincts are shaped in turn by their past expe-
riences as performers and listeners, both with music in gen-
eral and with the specific passage in particular. Experience
increases their explicit and implicit knowledge of the expres-
sive actions that are aesthetically viable within a given mu-
sical structure. Inexperienced pianists and amateurs tend to
play with conventional expressive timing, the profile that is
most compatible with the musical structure~Repp, 1995a,
1997a!. Greater experience yields a greater arsenal of options
that can be explored.

The smallest unit of expressive action is the gesture,
which can be a single note but usually comprises a group of
several successive notes. Each expressive gesture in a
melody could in principle be shaped differently. However,
the regularities within the Type I, II, and IV patterns indicate
that similar gestures tend to be shaped similarly. Yet there
are many possible individual variants resulting from mix-
tures of these patterns, and the additional idiosyncratic vari-
ance, not accounted for in the PC analysis, should not be
forgotten. Also, the Type II pattern is interesting because it
does not extend the temporal shaping of bars 1 and 2 to bars
3 and 4. By giving different melodic gestures different ex-
pressive characterizations, this timing strategy creates con-
trast and variety within the phrase.

Todd’s ~1985! model of expressive timing postulates
smooth acceleration–deceleration shapes for whole phrases,
so that smaller gestures would be nested in a larger gesture.
Although such a large curvilinear trend can be seen in some
individual profiles@e.g., Fig. 5~d!#, it is not characteristic of
most of them. Todd’s model tends to be more successful in
accounting for the coarse timing patterns in larger hierarchi-
cal structures than for the detailed shaping within a phrase
~see Windsor and Clarke, 1997; Penel and Drake, 1998!.

As already pointed out, the stability of individual artists’
timing patterns is essentially unknown. While some pianists
may be highly consistent over a number of years, others may
be more variable in a deliberate or spontaneous way. The
present data provide several examples of artists whose tim-
ing profile changed radically over a number of years, but it is

unclear how representative the profiles are of the pianist’s
playing at the time of each recording. Perhaps similarly large
changes could be observed within much shorter time spans.
This is an interesting topic for further investigation.

While several significant correlations were found be-
tween objective parameters of timing and sociocultural vari-
ables, they were uniformly small and should be regarded
with great caution. The present sample is still quite insuffi-
cient for an investigation of that sort, the representativeness
of individual artists’ profiles is unknown, the sociocultural
data are incomplete, and there are numerous confounding
variables. At best, the results provide intriguing leads to be
followed up in future studies. In seems likely, however, that
individual differences far outweigh any sociocultural or his-
torical trends in expression.

Timing is only one aspect of expressive performance,
though a very important one. What is being timed or paced
are the motor actions that generate the musical sound. The
sound heard by a listener is shaped by expressive dynamics
~the relative intensities of the notes!, articulation, pedaling,
instrument acoustics, room acoustics, and sound engineering
in recordings. One important question is whether expressive
timing is independent of expressive dynamics at the detailed
level considered here or whether these two parameters are
linked. This issue will be addressed in Part II of this study in
the context of a detailed analysis of expressive dynamics in
the present sample of performances.
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APPENDIX: RECORDINGS, TEMPI, AND PC
LOADINGS

Year5year of recording~;5estimated!, MT5median
tempo ~quarter-note beats per minute!, PC-I, PC-II, PC-III,
PC-IV5rotated principal component loadings.
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Pianist Label Year MT PC-I PC-II PC-III PC-IV

Aide, William Musica Viva 1017 1987 25.9 0.650 0.464 0.272 0.042
~duplicate! 0.656 0.465 0.279 0.052

Anda, Géza Fonit Cetra CDE 1018 1965 33.3 20.133 0.485 0.106 0.419
Anievas, Agustin Seraphim 60081 ;1967 26.5 0.331 0.610 0.447 0.264
Arrau, Claudio Electrola EH 386 ;1930 26.0 0.628 0.420 0.284 0.250

Angel 35413 1956 28.0 0.434 0.606 0.423 0.092
Ashkenazy, Vladimir Melodiya 10-00511 1959 28.5 0.718 0.47320.033 0.222

London 414 127-2 ;1974 30.4 0.691 0.369 0.379 0.094
Backhaus, Wilhelm Pearl GEMM CD 9902 1927 24.6 0.048 0.255 0.762 0.243
Badura-Skoda, Paul Westminster XWN-18811 ;1960 36.0 0.701 0.445 0.468 0.066
Berezovsky, Boris Teldec 73129 1991 32.6 0.798 0.092 0.446 0.005
Bingham, John Meridian 84221 1993 29.5 0.542 0.315 0.139 0.576
Binns, Malcolm Pearl 9641 1995 27.7 0.645 0.605 0.285 0.091
Biret, Idil Naxos DDD 8.550364 1990 33.3 0.345 0.707 0.080 0.468
Brailowsky, Alexander RCA Victor LM-6000 ;1947 30.5 0.292 0.624 0.578 0.168
Browning, John RCA Victrola 60131-2-RV 1968 34.1 0.713 0.369 0.404 0.101
Cherkassky, Shura HMV ALP 1310 1955 26.5 0.569 0.276 0.577 0.276
Ciani, Dino Ars Nova VST 6092 1965 27.1 0.156 0.377 0.471 0.406
Ciccolini, Aldo Capitol SP 8651 1967 25.9 0.504 0.374 0.068 0.222
Cliburn, Van RCA Victor 60358-2-RG 1961 26.7 0.793 0.336 0.268 0.233
Coop, Jane Musica Viva 1015 1987 32.3 0.66820.001 0.560 0.343
Cortot, Alfred EMI Classics 2905401 1933 34.9 0.148 0.659 0.548 0.157

PathéFJLP 5050 1942 35.7 20.082 0.828 0.130 0.177
Costa, Sequeira Supraphon 111 2188 1976 26.5 0.709 0.132 0.248 0.186
Crown, John Co-Art 5047 ;1947 31.8 0.541 0.423 0.488 0.310
Cziffra, György Philips 6515.005 ;1964 35.6 0.357 0.455 0.292 0.452
Cziffra, György EMI C 167-73103/4 1981 30.0 0.698 20.319 0.343 0.078
Darré, Jeanne-Marie Pathe´ DT 1016 ;1953 35.2 0.661 0.500 0.241 0.111
Donohoe, Peter EMI 54416 1993 29.2 0.745 0.195 0.372 0.249
Drzewiecki, Jaroslav Canyon 3645 1992 28.7 0.661 0.142 0.654 0.175
Duchâble, Franc¸ois-Rene´ Erato 45178 1981 28.1 0.742 0.209 0.328 0.293
Egorov, Yuri Peters Int. PLE 121 1978 35.0 0.677 0.124 0.245 0.537

MHS 4493 1979 34.0 0.675 0.209 0.097 0.395
Ellegaard, France Siemens 17919 ;1939 27.8 0.614 0.440 0.294 0.151
Entremont, Philippe Sony Classical MLK 64057 ;1973 29.3 0.503 0.319 0.563 0.344
Farrell, Richard EMI 64136 1958 26.5 0.644 0.428 0.268 0.078
Fou Ts’ong CBS 61886 1980 41.2 0.209 0.467 0.603 0.251
François, Samson EMI C 163-5323/7 1959 33.5 0.132 0.140 0.098 0.705
Goldenweiser, Alexander Melodiya M10-42855/6 ;1950 27.8 0.595 0.323 0.203 0.423
Goldsand, Robert Concert Hall H-1632 ;1953 23.4 0.819 0.199 0.289 0.099
Goodman, Isador Austral. Philips 6508 004 1979 30.1 0.225 0.785 0.173 0.169
Haas, Monique Erato STU 70941 1977 35.8 0.399 0.441 0.696 0.107
Haas, Werner Philips 836.816 ;1965 35.0 0.652 0.210 0.309 0.343
Haase, Erika Thorofon CTH 2195 1992 40.4 0.68120.099 0.521 0.301
Harasiewicz, Adam Philips Classics 422-282-2 1961 29.0 0.502 0.524 0.395 0.324
Hesse-Bukowska, Barbara Muza SXL 0611 ;1970 29.4 0.652 0.129 0.587 0.044
Hobson, Ian EMI CFP 4392 1982 31.9 0.791 0.102 0.424 0.270
Horowitz, Vladimir RCA Victor 60376-2-RG 1951 31.0 0.617 0.326 0.085 0.412

Sony 53468 1972 38.6 0.686 0.389 0.132 0.131
Iturbi, Jose´ Seraphim S-60186 ;1959 30.8 0.447 0.683 0.180 0.042
Janis, Byron RCA Victor 12-0431 1948 25.8 0.524 0.501 0.425 0.187
Johannesen, Grant Golden Crest CRS 4101 ;1971 30.9 0.529 0.243 0.520 0.444
Joyce, Eileen EMI OXLP 190 254 1941 30.7 0.319 0.694 0.234 0.219
Kahn, Claude Epidaure 1946 ;1975 31.3 0.508 0.314 0.627 0.211
Karolyi, Julian von Arkadia 909 1953 31.9 0.654 0.144 0.483 0.127
Katz, Mindru Pye GGC 4063 1966 22.4 0.611 0.306 0.187 0.608
Kentner, Louis Capitol GBR 7162 1957 30.4 0.622 0.249 0.080 0.578
Kersenbaum, Sylvia EMI CFP 40239 1975 30.9 0.467 0.509 0.519 0.297
Kilényi, Edward APR 7037 1937 29.9 0.558 0.464 0.423 0.340
Koczalski, Raoul Polydor 67262 1938 31.6 0.134 0.643 0.565 0.099
Koyama, Michie Sony SRCR 8528 1991 30.1 0.644 0.037 0.661 0.095
Kyriakou, Rena Vox GBY 12710 1964 22.8 0.237 0.315 0.787 0.075
Larrocha, Alicia de MHS 1761 ;1969 37.1 0.836 0.178 0.352 0.167
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Pianist Label Year MT PC-I PC-II PC-III PC-IV

Levant, Oscar Columbia ML 4147 ;1947 28.9 0.622 0.256 0.032 0.454
Liberace Columbia ML 4900 ;1955 25.3 0.204 0.486 0.191 0.530
Licad, Cecile MusicMasters MM 67124 ;1994 28.7 0.852 0.226 0.180 0.228
Lopes, Fernando Unicamp LPFL 021/2 1986 26.9 0.748 0.170 0.368 0.325
Lortat, Robert Dante 025 ;1931 26.9 0.144 0.838 0.231 0.065
Lortie, Louis Chandos CHAN 8482 1986 26.7 0.211 0.174 0.381 0.732
Magaloff, Nikita Philips 6542 411 1975 29.0 0.354 0.762 0.077 0.158
Magin, Milosz Festival classique 701 1969 25.9 0.584 0.395 0.384 0.462
Malcuzinsky, Witold British Columbia LX 1203 ;1948 28.8 0.564 0.375 0.532 0.265
Mamikonian, Vardan Calliope 9220 1993 36.0 0.775 0.177 0.478 0.070
Manz, Wolfgang Astoria 87008 ;1985 33.7 0.646 0.308 0.416 0.296
Murdoch, William Decca K 704 ;1938 32.0 0.294 0.540 0.662 0.180
Niedzielski, Stanislaw Westminster WL 5340 1955 21.8 0.702 0.455 0.000 0.213
Novaes, Guiomar Vox PL 10930 ;1950 33.7 0.336 0.562 0.566 0.011
Paderewski, Ignace Jan Pearl 9397 1927 35.8 0.540 0.54320.040 0.242
Pennario, Leonard Capitol P 8391 1957 27.2 0.618 0.467 0.483 0.155
Penneys, Rebecca Centaur 2210 1993 31.6 0.670 0.160 0.140 0.513
Perahia, Murray Sony SK 64399 1994 33.4 0.366 0.452 0.615 0.305
Perlemuter, Vlado Nimbus NI 5095 1983 32.2 0.048 0.289 0.517 0.585
Pokorna, Mirka Supraphon GMM 90 ;1967 23.1 0.646 0.010 0.598 0.352
Pollini, Maurizio DGG 413 794-2 ;1971 34.4 0.562 0.727 0.212 0.146
Ranki, Dezso¨ Hungaroton 11555 ;1975 32.4 0.876 0.336 0.164 0.057
Renard, Rosita VAIA/IPA 1028 1949 37.7 0.769 0.255 0.244 0.189
Richter, Sviatoslav Philips 420 774-2 1958 30.4 0.722 0.530 0.047 0.306
Saperton, David VAIA/IPA 1037-2 1952 27.1 0.549 0.401 0.317 0.152
Sasaki, Ken Nimbus 2136 1982 32.3 0.565 0.146 0.214 0.428
Sauer, Emil Parlophone E 10863 1928 34.5 0.679 0.227 0.543 0.139
Schein, Ann Japanese CBS WS-10001 ;1966 29.5 0.782 0.249 0.154 0.426
Shebonova, Tatiana Melodiya A10 00217 1985 27.6 0.497 0.455 0.362 0.345
Simon, Abbey Vox TV-34688 1977 33.5 0.511 0.258 0.378 0.371
Skavronsky, Alexei Melodiya 10-00249 1986 25.0 0.528 0.325 0.280 0.409
Slenczynska, Ruth Decca DL 9890 1956 27.3 0.333 0.714 0.358 0.068

MHS 3216 ;1975 30.8 0.434 0.497 0.593 0.087
Slobodyanik, Alexander Melodiya/Angel SR40204 1977 24.9 0.525 0.403 0.332 0.461
Smith, Ronald Nimbus 5224 1990 29.3 0.401 0.073 0.714 0.283
Sofronitzky, Vladimir Melodiya M10 42253/64 1960 34.2 0.130 0.549 0.538 0.219
Solomon EMI RLS 701 1945 25.9 0.526 0.415 0.565 0.297
Székely, István Naxos 8.550083 1987 28.6 0.387 0.159 0.305 0.682
Timofeyeva, Lyubov Melodiya 10-00071 1985 34.5 0.407 0.521 0.357 0.360
Uninsky, Alexander Epic LC 3065 ;1954 33.6 0.563 0.218 0.601 0.299
Varsi, Dinorah Intercord 160.842 1981 47.4 0.071 0.116 0.707 0.524
Vásáry, Tamás DGG 2535 266 1965 30.5 0.260 20.015 0.348 0.698
Vered, Ilana Connoisseur CS 2045 1972 27.3 0.654 0.147 0.432 0.245
Virsaladze, Elisso Melodiya C10-05443/6 ;1980 26.4 0.716 20.005 0.368 0.472
Volondat, Pierre-Alain EMI 173199 1984 23.7 0.498 0.444 0.436 0.464
Weissenberg, Alexis EMI 69114 1979 28.5 0.724 0.230 0.478 0.272
Wild, Earl Chesky CD 77 1992 27.2 0.666 0.223 0.252 0.221
Woodward, Roger Austral. EMI OASD 7560 ;1975 32.1 0.707 0.365 0.209 0.416
Woytowicz, Boleslaw MHS OR C-150/1 ;1960 29.6 0.497 0.369 0.675 0.052
Yamazaki, Takashi Fontec FONC 5027 1980 29.4 0.126 0.213 0.675 0.404
Yokoyama, Yukio Sony SK 62605 1995 28.5 0.584 0.381 0.477 0.437
Zarankin, Boris Mastersound 018 1990 23.4 0.816 0.344 0.100 0.168
~duplicate, ‘‘v. d. Voss’’! Orchid 11033 1990 23.3 0.821 0.346 0.101 0.163
Zayas, Juana Spectrum 165 1983 35.7 0.737 0.251 0.229 0.013

1The old edition from which the music has been copied is no longer con-
sidered authoritative, and the tempo indication is plainly wrong. However,
in the initial bars it does not differ significantly from modern Urtext edi-
tions, except in graphic layout and added fingering suggestions. It has the
unique advantage of fitting the first five bars into a single system, and it

also served as the model for the simplified, computer-generated score used
in later figures.

2Most analyses include all 117 samples, as they were conducted before the
duplication was discovered. It seemed unnecessary to redo the analyses in
view of the minimal difference this would have made in the results.
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3The classification is according to country of birth~which, in some cases, is
merely a best guess!. No heed was paid to the fact that some of the pianists
were trained and/or lived in other countries most of their life~e.g., Arrau,
Cherkassky, Fou Ts’ong, Magaloff, Weissenberg!, so that they cannot re-
ally be considered representative of any pianistic school or performance
tradition associated with their country of birth.

4A number of performances~at least 29! contained one or more such asyn-
chronies. In nearly all instances, one or several lower tones~played by the
left hand! preceded a melody tone, and the majority~59%! occurred on
metrical downbeats. Pianists particularly inclined to employ such left-hand-
leads~five or more times! were Paderewski~who arpeggiated most chords!,
Slenczynska~in both of her recordings!, Saperton, Ciccolini, Janis, and
Liberace. As is well known, this expressive strategy or mannerism tends to
be more common in artists of older generations.

5A third possibility is to base the tempo estimate on the modal IOI~the peak
of the IOI distribution!, but this is not very accurate with only 36 IOIs.

6In view of the great length of the inter-beat intervals, it may be argued that
the primary beat~tactus! is really at the eighth-note level, in which case the
tempi should be multiplied by two.

7Ideally, to make the profiles more comparable in terms of relative modula-
tion depth, a logarithmic scale should have been used on they axis of the
graphs. However, a linear scale proved more convenient in view of certain
limitations of the graphics software.

8Of course, the two performances would not be identical if they differed in
tempo and/or modulation depth and/or initial upbeat duration, but such
differences are extremely unlikely in the presence of such a high timing
profile correlation and would suggest deliberate manipulation of a sound
recording.

9The author has not seen these CDs but, according to Donald Manildi of
IPA, Zarankin’s identity is not in doubt.

10Admittedly, this conclusion was drawn on the basis of two-dimensional
plots only, but it seems unlikely that a consideration of higher-dimensional
spaces would have led to a very different conclusion. Of course, the full
six-dimensional timing space is only sparsely ‘‘populated’’ and leaves
almost infinitely many possibilities for individual timing patterns, without
exceeding the constraints defined by the present sample of performances.
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The spectrogram correlation and transformation~SCAT! receiver has been proposed as a model for
the receiver structure used by fm bats. The main contribution of this paper lies in the analysis of
which features of the proposed model are responsible for its high accuracy in estimating arrival
times of overlapping echoes. Apart from providing an answer to this question, the analysis will also
indicate the limitations of the SCAT receiver. In particular, it is shown that the temporal block of
the SCAT receiver returns erroneous results for interecho delays,20ms and for interecho
amplitude ratios.6 dB. It is also shown that the spectral block of the SCAT receiver generates
spurious arrival times if more than two overlapping echoes are present. Finally, it is discussed how
the characteristic measurement errors predicted by this analysis can be used to further investigate the
accuracy of the SCAT receiver as a model of the receiver structure used by fm bats. ©1998
Acoustical Society of America.@S0001-4966~98!00707-3#

PACS numbers: 43.80.Lb, 43.60.Pt, 43.64.Bt@FD#
INTRODUCTION

In many naturally occurring situations bats seem to
show a remarkable capacity to track a single reflecting object
among a densely packed group of reflectors~Simmonset al.,
1995!. Furthermore, in addition to tracking the object of in-
terest, the bats must also have some notion of the positions
of the other reflectors as shown by their successful chase of
insects in vegetation~Webster, 1967! without colliding with
the branches and leaves around them. This seems to indicate
that bats are somehow capable of decomposing the summa-
tion of highly overlapping echoes picked up by their ears
into its constituent parts.

Simmons and his co-workers propose that this decom-
position occurs in the temporal domain, i.e., the bat’s brain
builds a monaural time-domain representation of the signal
picked up by each ear~Simmonset al., 1995; Simmons and
Chen, 1989; Saillantet al., 1993!. In this representation each
echo is mapped onto its arrival time. Information about the
3-D position ~Suga, 1990; Fuzessery, 1988; Lawrence and
Simmons, 1982! of a reflector is derived from the interaural
and intra-aural time differences between the arrival times
corresponding with that reflector. Because of the smallness
of these time differences it has been argued by other authors
~Fuzesseryet al., 1992; Pollak, 1988; Kuc, 1994! that instead
of using time differences bats are more likely to use interau-
ral and intraaural intensity information to derive reliable an-
gular position estimates. However, it should be noted that the
mechanisms based on intensities proposed so far~Kuc, 1994!
assume isolated echoes and cannot explain the bat’s perfor-
mance in highly cluttered environments. Simmonset al.
~1995! point out that to derive the intensities of the indi-
vidual echoes from the composite received signal the arrival
times of the echoes should be extracted first. Hence, even if

the time differences prove too small to be of use to the bat
for position estimation, the time domain decomposition of
the signal would still be required to extract reliable intensity
information in highly cluttered environments. Experimental
evidence for this temporal domain decomposition is derived
from two-glint experiments as described by Simmonset al.
~1995!, Simmons~1993!, and Saillantet al. ~1993!. These
experiments also indicate that the bat is capable of measuring
time delays between two overlapping echoes that are as
small as 2ms.

In Saillant et al. ~1993! proposed a receiver structure
~SCAT! that combines a time domain, coarse time informa-
tion, and frequency domain, fine time information analysis of
the received signal to arrive at the temporal decomposition
referred to above. The advantages of combining time and
frequency domain analyses of the received signals had al-
ready been described by Beuter~1980!, but the SCAT model
introduces the additional assumption that the final represen-
tation is solely a time domain one. The model’s performance
is very similar to the one shown by bats in the two-glint
experiments. However, although they show through numer-
ous examples how well the results predicted by the proposed
receiver structure match the actual results from experiments
performed on bats, the authors do not explain where its re-
solving power comes from. Hence, to get an improved un-
derstanding of where its power comes from we present a
formal analysis of this receiver structure which is the main
contribution of this paper. However, by analyzing the
mechanisms responsible for SCAT’s impressive performance
we also uncover the assumptions on which the correct opera-
tion of those mechanisms is dependent. Exploring the limits
of its correct operation allows us to suggest behavioral ex-
periments that can help to decide on the validity of the SCAT
as a model for the receiver structure used by fm bats.

So far, we have looked upon the SCAT solely as a
model of a biological sonar system. However, our researcha!Electronic mail: herbert.peremans@barco.com
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~Peremanset al., 1993; Peremans, 1994! has shown that the
sensor interpretation problems encountered by bats are very
similar to the ones encountered by mobile robots fitted with
ultrasonic sensors. In particular, we have shown that the
single most important source of errors is the occurrence of
highly overlapping echoes. We have also found, in agree-
ment with Simmonset al. ~1995!, that many frequently oc-
curring situations give rise to such overlapping echoes. Fur-
thermore, particular echoes overlap quite often for
considerable periods of time, making it impossible to remove
the possibly erroneous measurements by outlier rejection
techniques. This can be appreciated by considering a mobile
robot driving through an opening while looking at the two
edges of the objects defining the opening. As can be seen
from Fig. 1, the echoes from the two edges will overlap
considerably at both ears along any reasonable path that
leads through the opening. Hence, a better understanding of
the principles from which the SCAT model derives its re-
solving power can lead to a significant improvement in ro-
botic sonar systems.

In Section I we briefly describe the spectrogram corre-
lation and transformation receiver. The analysis of the tem-
poral and spectral components of the SCAT is given in Sec.
II. This analysis will expose particular assumptions made by
the SCAT. Section III contains a discussion of a set of ex-
periments designed to bring out the specific errors resulting
from violating those assumptions. These experiments can
help decide on the biological plausibility of the SCAT.

I. THE SPECTROGRAM CORRELATION AND
TRANSFORMATION RECEIVER

In this section we will summarize the receiver structure
proposed by P. Saillantet al. ~1993! as it was implemented
by us. The SCAT receiver consists of three blocks. The co-
chlear block takes in the signal as received by the ear and
analyzes it in a number of frequency channels. The temporal
block will use the timing information about corresponding
events in the different frequency channels to derive an esti-
mate for the arrival time of a group of overlapping echoes.
This arrival time of the group is then further refined by the
spectral block which uses the relative amplitudes of the out-

puts of the different frequency channels to derive estimates
for the delays between the individual echoes that make up
the group.

In all subsequent examples the transmit cry is a
frequency-swept sine wave, its period linearly modulated
starting at 110 kHz and going down to 15 kHz in 2.0 ms.

A. The cochlear block

This block derives a spectrogram representation from
the original signal. The implementation consists of a filter
bank, 81 bandpass filters, a set of half-wave rectifiers, and a
low-pass filtering stage. The bandpass filters are tenth-order
Butterworth IIR filters with a fixed 3-dB bandwidth of 4
kHz. The central frequencies of the bandpass filters range
from 20 to 100 kHz. The frequency scale is hyperbolic, i.e.,
the center periods of the bandpass filters are linearly spaced.
The output of each of the bandpass filters is half-wave rec-
tified and low-pass filtered. The low-pass filter is a first-order
Butterworth Infinite Impulse Response~IIR! filter with cutoff
frequency equal to 3 kHz.

The outputs of the low-pass filters are then converted
into discharge patterns; each discharge is a 1-ms pulse. We
will consider ‘‘peak detection’’ neurons only. They mark the
occurrence of an event by discharging whenever a local peak
in the low-pass filter output is above the threshold for that
particular frequency channel. During its refractory period,
lasting 1 ms, the neuron can only be retriggered by a new
local peak if this new peak is larger than the peak that last
triggered the neuron.

The outputs at different stages in a particular frequency
channel from the cochlear block are shown in Fig. 2.

B. The spectrogram correlation block

This block, also called the temporal block, determines
the delay between the emission and the echo by making use
of tapped delay lines. If multiple highly overlapping echoes
are received, i.e., delays between echoes smaller than the
integration time 350ms, this block returns the delay between
the emission and the first echo.

FIG. 1. Different paths the robot can take to drive through an opening. Each
path is a hyperbola along which the delay~numbers are inms! between the
echoes from the edges is constant.

FIG. 2. The outputs at different points in the cochlear block. From top to
bottom: the bandpass filter, the half-wave rectifier, the low-pass filter, and
the neural coding.
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First, the sonar emission itself is processed as the model
assumes that the ears pick up the emitted cry and use this
signal to make the receiver self-calibrating. So, the pulse
volleys caused by the emission are fed into a set of tapped
delay lines, taps at 1-ms separation, one delay line for each
frequency channel. Next, the delay between the volley pro-
duced by the emission and the volley produced by the echo is
measured~Fig. 3!. This is done by a series of coincidence
detectors, each tuned to a different delay as shown in Fig. 4.
One set of inputs of each coincidence detector is connected
to the tapped delay lines. They add together the neural acti-
vation, i.e., the pulses caused by the emission, traveling
along the different delay lines. The other set of inputs is
connected directly to the outputs of the cochlear block and
sum the neural activation in the different frequency channels
due to the echo. However, because of the fm-swept nature of
the cry, the high-frequency channels are activated first as the
emission frequency sweeps down~see Fig. 3!. Hence, to sum
the activity in the different frequency channels due to the
same echo these delays have to be compensated for. There-
fore the inputs to the coincidence-detecting neuron are taken
from points that are shifted by these characteristic delays
with respect to each other~Fig. 4!.

To implement a variable coincidence-detection resolu-
tion the neural pulses~duration 1ms! are converted into de-
caying exponentials with a variable time constant before the
summation is performed. The default value for this time con-
stant is set to 2ms. Finally, the summed activity on each set
of inputs is compared with a threshold. When the threshold is

exceeded on both the delayed emission inputs and the echo
inputs, the coincidence detector triggers and signals an echo
at the particular delay value represented by it.

C. The spectrogram transformation block

This block, also called the spectral block, determines the
delay between the first and second echo using the outputs of
the low-pass filters from the cochlear block. Adding this de-
lay to the arrival time of the first echo extracted by the tem-
poral block results in the arrival time of the second echo.
Note that the results from the spectral block are only used
when the delay between the two echoes is smaller than the
integration time of the cochlear block, i.e., 350ms. For de-
lays larger than the integration time the temporal block on its
own returns accurate estimates for all the arrival times.

Each frequency channel in the spectral block casts a
series of votes in favor of certain delays and against other
delays between the two echoes. This is implemented by rep-
resenting the delay dependency of the votes cast by a fre-
quency channel by a cosine wave. The positive regions of the
cosine wave correspond with delay values favored by the
frequency channel and the negative regions with delay val-
ues it disagrees with. The frequency of the cosine wave is
equal to the central frequency of the channel. All the cosine
waves are started at the time indicated by the temporal block
as being the arrival time of the group of echoes. Further-
more, each voting pattern, i.e., cosine wave, is scaled by the
strength of the echo at the central frequency of the channel.
This strength is determined by integrating the part of the
output of the low-pass filter falling within a window with
length 350ms and centered around the arrival time of the
first echo as detected by the temporal block. This value is
normalized with respect to the emission strength. After add-
ing the voting patterns from the different frequency channels
together, the spectral block returns the delays that exceed a
threshold.

Finally, the cosine vote patterns are modified somewhat
to guarantee good performance of the receiver for very
closely spaced echoes as well. Because of the finite fre-
quency range spanned by the frequency channels, the spec-
tral block does not return a single impulse at zero delay when
a flat spectral response, meaning only one object is present,
is measured. To avoid this phenomenon from interfering
with the detection of very small delays (,16ms), a new set
of basis vectors is derived from the cosine waves by adjust-
ing them such that for every delay value their sum equals
zero. Furthermore, to compensate for the nonuniform contri-
bution of the energy per frequency caused by the hyperbolic
spacing of the constant bandwidth frequency channels, the
basis vectors corresponding with the different frequency
channels are weighted appropriately.

II. ANALYSIS OF THE SCAT RECEIVER

In this section we want to look at the mechanisms by
which the receiver structure described above works as
claimed. This analysis will also shed some light on the limits
beyond which the receiver will no longer operate correctly.
First, we will look at how the temporal block manages to

FIG. 3. Activity of the peak detecting neurons due to the emission and a
single echo.

FIG. 4. The architecture of the spectrogram correlation block.
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return a remarkably accurate estimate of the arrival time for
a group of closely spaced echoes, and next we will see how
the spectral block refines this result by providing estimates
for the delays between the arrival time of the first echo, i.e.,
the arrival time of the group, and the arrival times of the
subsequent echoes.

A. The temporal block

To help us gain a better understanding of its operation in
the presence of multiple, overlapping echoes we look at the
temporal block’s handling of single echoes first.

1. Nonoverlapping echoes

From Fig. 3 we note that the separation between subse-
quent pulses from a burst increases along with the center
period for the different frequency channels. Looking at Fig.
5, showing the output of the low-pass filter together with the
neural pulses triggered by it, we can be even more specific.
The pulses generated by the cochlear block are synchronized
with the ripple still present on the outputs of the low-pass
filtered signals. This behavior is a consequence of the way
the ‘‘peak detection’’ neurons are defined.

To make the previous statements more precise we now
derive the exact positions of the neural pulses when only a
single echo is present. The output of each of the bandpass
filters in response to an echo~Berkowitz, 1965! can be writ-
ten as

oi~ t !5a~ t ! cos~2p f i t !,

for i 51,...,N, where f i denotes the central frequency of the
i th frequency channel, anda(t) denotes the envelope of this
output. To simplify the calculations we approximate the en-
velope around its maximumt5t1 by

uoi~ t !u5a~ t !5exp S (2~ t2t1!2

s2 D , ~1!

where s is determined by the bandwidth of the bandpass
filter and the sweep rate of the fm pulse~Menne, 1988!, as
shown in Fig. 6. The extrema of the output of the bandpass
filter occur at timest5t* ,

05a8~ t* ! cos~2p f i t* !2a~ t* !2p f i sin ~2p f i t* !,

~2!

where the prime indicates time derivatives. From Eqs.~1!
and ~2! we obtain

tan ~2p f i t* !5
22~ t* 2t1!

2p f is
2 . ~3!

Putting t* 5t11Dt and t15(m1a)Ti with a
P@21/2,1/2# andm an integer, we want to find the smallest
Dt that locally maximizesoi(t) as this will correspond with
the global maximum ofoi(t). From Eq.~3! and approximat-
ing tan (u).u for small u we obtain

Dt5
2aTi

112/~2p f is!2 .2aTi .

Hence t* .mTi , i.e., the global maximum occurs at the
maximum of the modulating cosine wave closest to the
maximum of the envelope and all other local maxima coin-
cide with the maxima of the modulating cosine wave. In
terms of the phasor representation of the signaloi(t) ~Fig. 7!,
this means that the maxima occur for the phase of the phasor

FIG. 5. Activity of the peak detecting neurons is synchronized with the
ripple on the outputs of the low-pass filters.

FIG. 6. Approximating the envelope of the output of a cochlear bandpass
filter by a Gaussian.

FIG. 7. The phasor representation of the output signaloi(t) if a single echo
is present.
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g5k2p for k50,1,2,..., despite the time dependency of the
envelopea(t).

Note that we have determined the positions of the
maxima of the outputs of the bandpass filters. However, the
positions of the neural pulses are determined by the outputs
of the low-pass filters~Fig. 5!. The latter can be easily de-
rived from the results we have since the half-wave rectifier
changes nothing to the positions of the maxima, as can be
seen from Fig. 2, and the low-pass filter introduces a con-
stant shift only.

In Fig. 8, we zoom in on the activity burst due to the
echo. The time axes are realigned, taking into account the
different delays corresponding with the different frequency
channels. Note that these delays were arrived at by a self-
calibration procedure that measures the delays between the
position of the peak~global maximum! of the emission re-
sponse in the first channel and the position of that same peak
in the other channels. Hence, by construction, the pulses pro-
duced by the peak~global maximum! of the echo response
will be the only ones that line up after realigning the fre-
quency channels. The other pulses, being separated by a mul-
tiple of the center period of their frequency channel from the
true peak, will be smeared out after realignment, as can be
clearly seen from Fig. 8. Hence, the well-defined peak in the
summed activity of the different frequency channels will re-
liably trigger the coincidence detecting neuron in the case of
an isolated echo.

2. Two overlapping echoes

We have shown in Fig. 9 the signals at the outputs of the
low-pass filterbank when two highly overlapping, i.e., delay
,350ms, echoes occur. Contrary to an isolated echo, there
is now no longer a single peak in all frequency channels.
Furthermore, in those channels that do contain a single peak
the position of that peak has shifted with respect to where it
would be if either the first or the second echo were the only
echo present. As we saw in the previous section the neural
pulses from a burst are separated by the center period of the
frequency channel and the last spike from the burst corre-
sponds with the peak itself~Fig. 5!. Therefore, shifting the
peak will shift all the neural pulses in the burst as well. Since

the amount of shift of the peaks will vary from one fre-
quency channel to another, the correct operation of the spec-
trogram correlation block is no longer guaranteed. However,
despite the shifted and possibly doubled peaks the model still
returns a surprisingly accurate estimate of the first echo’s
delay. How is that possible? It turns out that the positions of
the shifted peaks, both double and single peaks, are still re-
lated to the positions of the peaks that would occur if only
one of the two echoes was present. Below we analyze this
phenomenon more quantitatively.

In the presence of two echoes the output of thei th band-
pass filter from the cochlear block can be written as

oi~ t !5a~ t ! cos~2p f i t !1a~ t2t! cos„2p f i~ t2t!…,

for i 51,...,N, wheret denotes the delay of the second echo
with respect to the first echo. Figure 10 shows the phasor
representation ofoi(t), i.e., its squared envelope

uoi~ t !u25a2~ t !1a2~ t2t!

22a~ t !a~ t2t! cos~p22p f it!, ~4!

and its phase

g i~ t !5arctanS sin ~2p f it!

cos~2p f it!1a~ t !/a~ t2t! D . ~5!

From the analysis in the previous section we conclude
that the phase differenceg i(t* ) corresponds with the time
difference between the maxima occurring when a single echo
is present and the maxima for a two-echo signal. We have
again denoted the times at whichoi(t) is maximal by t
5t* . We can derive a number of properties ofg(t* ) from
Eq. ~5!, all of which can be verified from the graphical rep-
resentation shown in Fig. 10. As 2p f it varies for different
frequency channels,g i(t* ) will vary as well but we will
always have

g i~ t* !PF2
p

2
,

p

2 G . ~6!

For a(t* 2t)<a(t* ) we have

g i~ t* !<
2p f it

2
, ~7!

FIG. 8. Activity of the peak detecting neurons due to a single echo~re-
aligned time axes!. The top line shows the summed activity.

FIG. 9. The outputs of the low-pass filters for two overlapping echoes,t
550ms.
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and g i(t* )→0 for a(t* 2t)/a(t* )→0. If a(t* 2t)
.a(t* ), we can redefineg(t* ) to represent the phase dif-
ference between the maxima of the second echo and those of
the two-echo signal, hence Eq.~7! remains valid.

Equation~6! indicates that the positions of the maxima
when two echoes are present are maximally shifted with re-
spect to the maxima for a single echo overTi /4 and most of
the time by much less, as shown by Eq.~7!. Again, by the
same reasoning as described in the previous section, this re-
sult about the positions of the maxima of the outputs of the
cochlear bandpass filters is equally valid for the maxima of
the outputs of the low-pass filters. Hence, we conclude that
the positions of the neural pulses when two echoes are
present will also be maximally shifted byTi /4 with respect to
the neural pulses caused by a single echo. Note that this is
not strictly true for the global maximum as in this case there
can be an additional shiftmTi , i.e., an unknown but integer
multiple of the center period of the frequency channel.

Knowing these properties of the positions of the neural
pulses we can explain the robustness of the temporal block in
the presence of overlapping echoes. The coincidence detec-
tion scheme in the temporal block is a voting scheme with
two important features. First, each frequency channel votes
for a number, i.e., more than one, of possible peak positions
~see Fig. 8!. Second, the neural spikes are exponentially de-
caying pulses~time constant 2ms!, which means that the
vote for a particular peak position is actually spread out over
its close neighbors in an exponentially decaying fashion. De-
spite being fed shifted peaks only, the neural pulses are
shifted by (m1a)Ti , aP@21/4,1/4# with respect to the
single echo case. These two features allow the temporal
block to produce an accurate estimate of the true position of
the first echo nevertheless. First, the temporal block compen-
sates for the unknown integerm by casting multiple votes, at
multiples of the center period, for each frequency channel.
Next, the equally unknown but much smaller, maximally
Ti /4, shift is compensated for by convolving each vote with
an exponentially decaying function. Note that this latter com-
pensation is only a partial one as the decaying exponential
has a fixed length. This makes it impossible to spread out
each vote over the known uncertainty region@2Ti /4,Ti /4#
which increases along with the center period of the fre-
quency channels. Furthermore, whereas the true uncertainty
region is symmetrically distributed around the measured

pulse position, the decaying exponential is nonzero in the
positive half of this region only.

Comparing the summed activity pattern of a single echo
shown in Fig. 8 with that of two overlapping echoes~t
525ms) shown in Fig. 11, it is clear that it gets increasingly
difficult to recognize the peak from the background activity
as the delays get smaller. This can be understood by noting
that as the delayst get smaller, the ratioa(t* )/a(t* 2t)→1
and g(t* ) increases as can be seen from Eq.~5!. When
g(t* ) increases, the amount of overlap of the exponential
vote patterns decreases, thereby lowering the peak to back-
ground ratio. Nevertheless, in this example the temporal
block correctly estimates the arrival time of the first echo to
be at 1000ms. The results of a more comprehensive test,
Table I, indicate that the temporal block can reliably estimate
the first arrival time for delayst>25ms. If the delays get
smaller, errors occur as will be explained below.

3. Limits to the correct operation of the temporal
block

From the results in Table I it is clear that as the delays
get smaller than 20ms, the spectrogram correlation block
returns the time halfway in between the two echoes instead
of the arrival time of the first echo. This behavior can be
understood using the results derived above. First, we note
that if the envelopes of the outputs of the bandpass filters are
symmetrical, the two echo signal will have an extremum at

FIG. 10. The phasor representation of the output signaloi(t) if two echoes are present, fora(t)5a(t2t) and fora(t).a(t2t).

FIG. 11. Activity of the peak detecting neurons due to two echoes at 1000
and 1025ms ~realigned time axes!. The top line shows the summed activity.
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the point halfway in between the two echoes. That the enve-
lopes can in fact be accurately approximated by symmetrical
ones over quite a large region around the peak can be veri-
fied from Fig. 6. This extremum will be a maximum for all
the frequency channels for which the delaytP@2Ti /2
12mTi ,Ti /212mTi # with Ti the center period of the chan-
nel andm50,1,2,... . If, in addition,t,Ti /2 for a particular
channel, then the global maximum in the two-echo signal
coincides with this maximum half-way between the two ech-
oes. After realigning the frequency channels, the peaks gen-
erated by these global maxima will all be lined up since they
are shifted over a fixed delayt/2 with respect to the global
maxima of the first echo signal. This phenomenon can be
clearly observed in Fig. 12. All the frequency channels with
center periodTi /2.15ms generate a peak half-way between
the two echoes that line up perfectly. The frequency channels
with center periodTi /2,15ms generate peaks that lie
around the true arrival time of the first echo. For delayst
<20ms the number of channels that contribute votes to the
true arrival time falls below the background vote level. At
the same time, the number of channels contributing votes to
the time halfway between the two echoes rises. These two
effects explain why fort,20ms the peak corresponding
with the true arrival time of the first echo is no longer de-
tected and why instead the peak corresponding with the time
halfway in between the two echoes is.

Another problem arises if the amplitudes of the overlap-
ping echoes are no longer equal, as they were in all our
examples so far. Equation~7! is valid as long as the magni-
tude of the envelope of the first echo is larger than that of the
second echo when the two-echo signal reaches its maxima.
This would no longer be guaranteed if the second echo gets
stronger than the first one. When the amplitude of the second
echo is larger than that of the first echo, Eq.~7!, as noted
before, remains valid but it now describes the separation of

the peaks of the two-echo signal from those of the second
echo. Hence, the voting operation performed in the temporal
block will favor the arrival time of the second echo in this
case. Such a situation is shown in Fig. 13. The amplitude of
the second echo is twice that of the first echo, and as ex-
pected the arrival time returned is that of the second echo,
1100ms.

B. The spectral block

This block converts the spectral representation, i.e.,
magnitude of the outputs of the filterbank, of the composite
echo signal into a series of delay values. As mentioned
above, the normalized vote patterns, i.e., the warped cosines,
are defined such as to transform a flat spectral representation
into a zero vote for all possible delays. Hence, in that case a
single echo will be detected and its arrival time will be given
by the estimate returned by the temporal block. However, all
nonflat spectra will result in the detection of multiple echoes
and their arrival times will be given by the delay estimates
from the spectral block added to the estimate from the tem-
poral block.

1. Two overlapping echoes

We start by examining the spectra of signals consisting
of two overlapping echoes. When two echoese(t), equal
magnitudea, and delayst1 ,t2 are present, the received sig-
nal s(t) is given by

s~ t !5ae~ t2t1!1ae~ t2t2!,

and its spectrum is

S~ f !5aE~ f ! e2 j 2p f t1~11e2 j 2p f ~t22t1!!, ~8!

TABLE I. Comparison of the estimated arrival times of the two echoes and the true ones~arrival time first echo:t1 , delay:t!.

~ms! t1 t t1 t t1 t t1 t t1 t t1 t t1 t

True value 1000 200 1000 100 1000 50 1000 25 1000 20 1000 10 1000 5
SCAT 1001 200 1002 100 1002 50 1000 25 1011 20 1005 11 1003 6

FIG. 12. Activity of the peak detecting neurons due to two echoes at 1000
and 1015ms ~realigned time axes!. The top line shows the summed activity.

FIG. 13. Activity of the peak detecting neurons due to two echoes at 1000
and 1100ms ~realigned time axes!. The amplitude of the second echo is
twice that of the first one. The top line shows the summed activity.
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with E( f ) the spectrum of the echo. From Eq.~8! it is clear
that this nonflat spectrum contains notches at frequenciesf 2

for which

f 25
~2m11!

2

1

~t22t1!
, ~9!

with m an integer. Hence, from the description of the opera-
tion of the spectral block~Sec. I C!, we know that the fre-
quency channels corresponding to these particular frequen-
cies will generate no, or only a very weak, cosine wave.
Consequently, the delaysd corresponding with odd multiples
of half the periodp2 of those frequency channels

d5
2n11

2
p2,

with n an integer, will be inhibited less, i.e., supported more.
Similarly, the spectrum will contain peaks at frequenciesf 1,

f 15m
1

~t22t1!
. ~10!

Hence the frequency channels corresponding with those fre-
quencies will generate strong support for the delays

d5np1,

with n an integer. Note that Eqs.~9! and~10! guarantee that
the true delayt22t1 will always be among the delaysd that
are supported more. Hence, adding the voting patterns for all
the frequency channels together, the true delayt22t1 will
get the highest support. Table I shows the results of the spec-
tral block on the more comprehensive test. As can be seen
from these results, the spectral block returns very good esti-
mates of the delay between the first and second echo down to
5 ms.

However, the conditions as described in this section are
quite idealized: echoes have equal amplitudes, echoes are
perfect time-delayed copies of emission, and there are only
two overlapping echoes. We will see below that the algo-
rithm to convert spectra into delays is quite sensitive to those
assumptions.

2. Limits to the correct operation of the spectral
block

The result of analyzing the spectrum generated by three
overlapping echoes with the spectral block is shown in Fig.
14. The spurious peak in the output of the spectral block
corresponds with the delay between the second and the third
echo. This behavior of the spectral block can be understood
by examining a spectrum of a signal consisting of three over-
lapping echoes. If three echoes are present,

s~ t !5ae~ t2t1!1ae~ t2t2!1ae~ t2t3!,

the spectrum is

S~ f !5aE~ f ! e2 j 2p f t1~11e2 j 2p f ~t22t1!

1e2 j 2p f ~t32t1!!.

The frequenciesf * that maximize this expression have to
comply with the combined constraint

2p f * ~t22t1!5m2p, 2p f * ~t32t1!5n2p,

with m,n integers. However, all frequenciesf * that do so
will also comply with

2p f * ~t32t2!5k2p5~n2m!2p.

Hence, the corresponding frequency channels will not only
provide strong support for the delayst22t1 andt32t1 , but
also for the delayt32t2 . Therefore, we conclude that the
spectral block will generate spurious delay estimates when-
ever more than two echoes are present.

As shown by Schmidt~1992!, varying the ratio of the
amplitudes of the second and the first echo results in a re-
duction of the depth of the notches and the height of the
peaks in the spectrum of the two echo signal. We now ana-
lyze how this could affect the delay estimate returned by the
spectral block. The strength of the two echo signal, delayt,
at the central frequencyf i of the different frequency chan-
nels is given by

uoi u5„11ar
212ar cos~2p f it!…1/2, ~11!

with the amplitude of the first echoa151 andar5a2 /a1 .
The output of the spectral block is proportional to

(
i 51

N

uoi u2gi~ t !, ~12!

where the number of filters is denoted byN and the warped
basis vectors bygi(t). For a two-echo signal, the delay esti-
mate is given by the point where this sum reaches its maxi-
mum. From Eqs.~11! and ~12! and noting that

(
i 51

N

gi~ t !50,

by construction, the sum calculated by the spectral block
y(t) can be written

y~ t !52(
i 51

N

cos~2p f it!gi~ t !,

FIG. 14. The peaks in the output of the spectral block, indicating the delays
between the three overlapping echoes, contain a spurious delay estimate
~true delays: 120 and 170ms; estimated delays: 50, 120, and 170ms!.
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for ar51. If the two echoes no longer have the same ampli-
tude, the sum calculated by the spectral block can be simi-
larly shown to be proportional to

ary~ t !.

This scaling, however, will not influence the position of the
maximum. Hence, apart from making the delay estimates
more susceptible to noise, the scaling will have no direct
impact on the results returned by the spectral block.

III. DISCUSSION

The analysis presented above clearly shows that the
SCAT receiver as described by Saillantet al. ~1993! per-
forms very well given the right conditions are fulfilled: not
more than two overlapping echoes are present, the echoes
have equal magnitudes, and the delay between the echoes is
more than 20ms. Different parts of the SCAT receiver rely to
different degrees on those conditions for their correct opera-
tion. Violating these conditions results in very specific errors
as shown by the analyses from Secs. II A 3 and II B 2.
Hence, we propose using the predicted errors to verify the
validity of the SCAT as a model for the receiver structure of
fm bats.

The temporal block shifts the arrival time of the first
echo to the time halfway in between the two echoes if the
delay t gets smaller than 20ms. According to the SCAT
model this phenomenon shifts both arrival times backwards
by t/2. However, experiments like the ones described by
Simmonset al. ~1990, 1995! show that such a shift does not
occur with bats. In this type of experiment the arrival time of
a single echo probe is varied around the values of the arrival
times from a two echo signal. The bats show a marked in-
crease in errors whenever the single echo’s arrival time co-
incides with one of the perceived arrival times from the two-
echo signal. This indicates that the SCAT, as a model of the
receiver structure of fm bats, will have to be modified to
avoid this shift from occurring. One possibility would be
that, whenever the delayt is smaller than 20ms, the infor-
mation of the spectral block is used to compensate for this
shift. Since the shift is equal tot/2, the spectral block does
indeed provide all the information necessary to perform such
a compensation.

The temporal block erroneously takes the arrival time of
the second echo to be that of the two-echo signal if the am-
plitude of the second echo is sufficiently larger than that of
the first one. Furthermore, as shown in Sec. III B 2, the delay
between the two echoes should not be affected much by
varying the amplitude ratio. Hence, as in the previous experi-
ment, the bats should respond as if only the apparent range to
the reflecting object was shifted. Previous studies have
shown~Moss and Schnitzler, 1995! that many bat species are
capable of reliably discriminating between two targets at
ranges that differ by less than 100ms. Hence, one possible
way of setting up such an experiment could be to have two
target echoes, each one consisting of two copies of the re-
corded cry separated by 100ms. For the first target the first
echo’s amplitude would be twice as large as that of the sec-
ond one, whereas for the second target it would be the other
way around. The target with the loud first echo would be

delayed (,100ms) with respect to the other target to com-
pensate for any amplitude-induced latencies. The SCAT
model predicts that despite this delay the target with the loud
first echo would still be judged to be the closest target.

The spectral block introduces spurious echoes in situa-
tions where more than two overlapping echoes occur. In the
simplest case of three overlapping echoes the model predicts
that a spurious echo will be detected att11t32t2 , wheret1 ,
t2 , and t3 denote the arrival times of the three echoes. As
before, an experiment that varies the arrival time of a single-
echo probe around the values of the arrival times from the
three-echo signal should make it possible to verify this pre-
diction. It should be noted that in a later paper~Simmons
et al., 1996! a new version of a SCAT is described which
does not suffer from this illusory effect. The occurrence of
spurious glints is avoided by making the SCAT model’s ba-
sis functions phase sensitive. Instead of starting all the basis
functions at the same time, as in the spectral block described
in this paper, each basis function is made to start when the
corresponding frequency channel registers a delay-line coin-
cidence. This way the model produces images containing
inpulselike responses, one for each echo, without spurious
glints.

As mentioned in the Introduction, apart from the
SCAT’s relevance for biology, its capability of coping with
multiple overlapping echoes would constitute a significant
improvement over current ultrasonic sensor systems used for
robotic applications. However, to determine whether the
SCAT could play such a role we need to replace the simu-
lated echoes used in this study by actually measured ones.
Only real world data can tell us whether the limitations of the
SCAT, as derived above, are minor inconveniences or
whether they present important obstacles to its use by a real
robot. Furthermore, all echoes have been taken to be unfil-
tered copies of the emitted cry so far. But in the real world,
absorption, the directivity of emission and reception, and re-
flection upon a real target will all filter the echo to varying
degrees. Since the spectral block translates all deviations
from a flat spectrum into hypotheses about particular delays
between the echoes it is not clear what will happen when real
echoes are processed. Hence we are currently implementing
the SCAT on a real sonar system allowing us to verify its
usefulness for robotic applications.
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Comments on ‘‘Acoustic dispersion and attenuation in many
spherical scatterer systems and the Kramers–Kronig relations’’
[J. Acoust. Soc. Am. 101, 3299–3305 (1997)]

Johan L. Leander
Department of Military Technology, National Defence College, P.O. Box 27805, S-11593 Stockholm,
Sweden

~Received 24 August 1997; accepted for publication 15 April 1998!

The aim of this Comment is to suggest some possible improvements and developments of the
investigation by Zhen Ye@J. Acoust. Soc. Am.101, 3299–3305~1997!#. Particular attention is
given to the causality concept and the use of integral theorems. ©1998 Acoustical Society of
America.@S0001-4966~98!00908-4#

PACS numbers: 43.20.Fn, 43.30.Gv@JEG#

I. NUMERICAL EVALUATION OF THE COMPLEX
WAVE NUMBER

The first contribution from the investigation by Ye
seems to be a numerical evaluation of the complex wave
number due to early work by Waterman and Truell which is
based on multiple scattering theory.1 The scattering function
is calculated numerically for various types of scatterers such
as rigid and elastic spheres and air bubbles. The attenuation
and the phase velocity are then calculated for the above types
of scatterers for a volume fraction of 0.001. This part of the
work is straightforward and significantly simplified since ef-
fects of dissipation are neglected.2,3 The results for the phase
velocities for the various systems of scatterers based on the
Waterman and Truell theory are then compared with corre-
sponding results based on a time-average equation@Eq. ~22!
in the work by Ye#. For the case of air bubbles, the differ-
ence in the low-frequency regime between the two theories is
found to be dramatic. In comparing results from different
theories it is of some interest to understand the original as-
sumptions made in the derivations. For the case of air
bubbles, for example, there exist a large amount of theoreti-
cal approaches.2,4–9The equation used by Ye@his Eq.~22!# is
frequency independent and, if such a simple theory is to be
used in a comparison, it would perhaps have been more ap-
propriate to use the approximate Wood equation which is
frequently consulted in bubble acoustics.6,9 The Wood equa-
tion is based on volume averages of the density and the com-
pressibility of the mixture and is here given in the form

c0
2

cm
2 511

4pNR0c0
2

vb
2 , ~1!

wherec0 and cm are the sound speeds in the medium sur-
rounding the scatterers and in the mixture, respectively,R0 is
the equilibrium bubble radius, andN is the number of
bubbles per unit volume. The resonance frequency of the
bubble reads

vb
25v iso

2 5
Rb0

r0R0
2 F32

2s

R0Pb0
G , ~2!

where the subscript iso indicates isothermal conditions.3

Here, Pb0 , r0 , and s are the equilibrium pressure in the
bubble, the density of the medium surrounding the bubbles,
and the surface tension, respectively. Finally, we note that it
is readily shown that for the case of air bubbles, the Foldy
theory is consistent with the Wood equation in the limit of
low frequencies.4,8,9 This requires, however, that effects of
dissipation in terms of heat exchange between the gas and
the liquid are included in the analysis.

II. THE CAUSALITY PRINCIPLE AND INTEGRAL
THEOREMS

The second contribution from the work by Ye appears to
be an analysis concerning the degree of causality of the
theory by Waterman and Truell with respect to the type of
scatterer considered. We will here expand a little on the cau-
sality principle and start by noting that the causality concept
is a time domain property.10 Before we continue, however, it
is observed that Ye in his text mixes the numerical evalua-
tion of the complex wave number due to Waterman and Tru-
ell and the causality principle. It could perhaps have been
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fruitful to postpone the causality discussion and the corre-
sponding equations until the causality test was to be per-
formed.

In looking at linear transient wave propagation problems
it is sometimes helpful to use the following Fourier
integral,8,11–14

p~x,t !5
1

2p E
2`

1`

P~0,v! exp~2 ikmx! exp~ ivt ! dv,

~3!

wherep(x,t) is the output pulse at positionx due to an input
pulse atx50. The Fourier transform of the input pulse is
denotedP(0,v). The medium is modeled by the complex
wave numberkm5v/cm(v)2 iam(v) wherev is the angu-
lar frequency,cm(v) is the phase velocity, andam(v) is the
attenuation.3 The medium model is said to be causal if it
exists a wavefront which is propagating with the speed11–14

lim
v→`

cm~v!5cm~`!. ~4!

This time domain property can be expressed in terms of in-
tegral relations connecting the frequency domain quantities
cm(v) and am(v).6,9–11,15Such integral relations are com-
monly named as the Kramers–Kronig relations although
each investigator, in principle, can derive his own set of
causal integral relations.11 In discussing the Kramers–Kronig
relations Ye uses the sentence ‘‘They are, therefore, ideal to
test the suitability of...,’’ which is identical to what is stated
in the work by Temkin which will be of great use in this
letter.6 It would have been nice for the reader if Ye had
included the paper by Temkin in his list of references.
Temkin presented a theoretical study of the attenuation and
the dispersion of sound in bubbly fluids by means of a cau-
sality approach. He derived the following set of causal inte-
gral relations coupling the attenuation and the phase velocity
for a dissipative medium.6

1

cm
2 ~v!

2
am

2 ~v!

v2 2
1

cm
2 ~`!

5
2

p E
2`

1` am~V!

c~V!V~V2v!
dV

~5!

and

2
am~v!

vcm~v!

52
1

p E
2`

1` cm
22~V!2cm

22~`!2am
2 ~V!V22

~V2v!
dV. ~6!

Moreover, Temkin rewrote Eq.~5! as6

1

cm
2 ~v!

2
am

2 ~v!

v2 2
1

cm
2 ~0!

5
2v

p E
2`

1` am~V!

c~V!V2~V2v!
dV,

~7!

and we make the observation that the Kramers–Kronig rela-
tions connect the attenuation and the phase velocity to within
a constant,cm(0) or cm(`). Actually, this fact forced
Temkin to studycm(0) andcm(`) in a separate investigation
where it was found that the Wood equation is approximate.7

Furthermore, Eqs.~5! and ~6! can, after some manipulation,
be extracted from the investigation by O’Donnellet al.15

Throughout this letter, the integrals in the relations coupling
the attenuation and the phase velocity are Cauchy principal
values.11

Let us now come back to the work by Ye who used the
following form of the Kramers–Kronig relations@Eqs. ~4!
and ~5! in his paper#

Re@nm
2 ~v!21#5

2

p E
0

1` V Im@nm
2 ~V!#

V22v2 dV ~8!

and

Im @nm
2 ~v!#52

2v

p E
0

1` Re@nm
2 ~V!21#

V22v2 dV, ~9!

where Re and Im denote real and imaginary parts, respec-
tively. The complex index of refraction isnm(v)
5km(v)/k0 wherek05v/c0 . It is of interest here to check
the form of the Kramers–Kronig relations Ye used by calling
in the results by Temkin. In order to do that we rewrite Eqs.
~8! and ~9! by means of the complex index of refraction
which yields

1

cm
2 ~v!

2
am

2 ~v!

v2 2
1

c0
2 5

2

p E
2`

1` am~V!

c~V!V~V2v!
dV ~10!

and

2
am~v!

vcm~v!
52

1

p E
2`

1` cm
22~V!2c0

222am
2 ~V!V22

~V2v!
dV,

~11!

where we have used thatam(v) and cm(v) are even
functions.16 By direct inspection of Eqs.~5!, ~6!, ~10!, and
~11! it is found that the formulation of the Kramers–Kronig
relations in the work by Ye usescm(`)5c0 . Whether this is
an assumption made by Ye or not is hard to tell since nothing
is said about it in his paper. In any event, the Kramers–
Kronig relations used by Ye are not the most general. More-
over, Temkin found thatc0

2/cm
2 (`)512V, whereV is the

volume fraction.7 Also, for a Maxwell fluid which satisfies
causality, we have with the notation used in this work that
c05cm(0)Þcm(`).12

The Kramers–Kronig relations are necessary and suffi-
cient conditions for causality.10 That is to say, given a causal
model, saykCa(v)5v/cCa(v)2 iaCa(v), then Eqs.~5!–~7!
will hold with am(v)5aCa(v) and cm(v)5cCa(v). Also,
if a given model is in concordance with the Kramers–Kronig
relations, it will correspond to a well-posed transient time
domain problem. Now, if a given causal model,kCa(v), is
approximated in some way, it is not obvious~at least not to
this author! that the approximation will satisfy the Kramers–
Kronig relations. Equations~13! and~14! in the work by Ye
are a result of an approximation of the Waterman and Truell
theory. It would perhaps have been of some use for the
reader if Ye had touched upon this issue while deriving and
presenting Eqs.~13! and~14! in his investigation. An analo-
gous situation can be described by considering the regime of
small effects in the sense that the attenuation per wave
length, am(v)c0 /v, and the velocity dispersion,@cm(v)
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2c0#/c0, both are small compared to unity. For this case, one
could get an approximate version of the Kramers–Kronig
relations as

c0

cm
2 ~v!

2
c0

cm
2 ~v!

5
2

p E
2`

1` am~V!

V~V2v!
dV ~12!

and

2
am~v!

vcm~v!
52

1

p E
2`

1` cm
22~V!2cm

22~`!

~V2v!
dV. ~13!

However, is it always to be expected that the above approxi-
mate relations, Eqs.~12! and ~13!, are consistent with cau-
sality? Again, this is not obvious to this author. A final hy-
pothetical situation would be if we used an approximation of
a noncausal model and then plugged it into an approximate
version of Kramers–Kronig relations and found correspon-
dence. This could perhaps mislead us to argue that the origi-
nal model is causal. This short and very preliminary discus-
sion is used here so as to demonstrate that it might be of
some use to be careful while manipulating with models and
equations. Ye also discusses the influence of the scattering
function on the causality property. Incidentally, this author
studied transient wave propagation in bubbly fluids by means
of the Foldy theory for the regime of small effects.8 In that
work it turned out that the scattering function had to be thor-
oughly examined in order to finally establish that there was
causality. Let us here, for the case of demonstration of the
importance of the behavior of the scattering function, briefly
rehash a simplified version of what took place some time
ago. We used the complex wave number

kF~v!5k0F11
2pN f~v!

k0
2 G , ~14!

where f (v)5v2R0Q(v) is the scattering function where

Q~v!5
1

vb
22v212ivb

, ~15!

where b is the damping function. In our investigation we
used the full expressions forvb andb by Prosperetti, mod-
eling viscosity of the liquid, heat exchange between the
phases, and compressibility of the surrounding liquid.5 For
the present purpose we only consider the adiabatic case
where compressibility effects are included. The functionsvb

andb are for this case given by

vb
25va

21
v2k0

2R0
2

11k0
2R0

2 ~16!

and

b5S v2R0

2c0
D 1

11k0
2R0

2 , ~17!

where the adiabatic resonance frequency,va , is given by
Eq. ~2! except for the fact that the 3 should be replaced by 3g
whereg is the ratio of specific heats of the enclosed gas. By
neglecting terms of orderk0R0 squared in Eqs.~16! and~17!,
the functionQ(v) becomes

Q~v!5
1

va
22v21 iv3R0 /c0

. ~18!

In trying to find out whether this formulation is causal or not,
one can perform an analytic evaluation of the Fourier inte-
gral, Eq.~3!, with km(v)5kF(v). In doing that we use the
complex plane and setz5n1 iv. Let us now omit the details
and just state that the model is noncausal ifQ(v5z/ i ) is
nonanalytic in the right-handz plane.11 We are thus led to
study the denominator ofQ(z/ i ) and try to locate the zeros
in the z plane of the cubic equation

z32
c0

R0
z22

c0va
2

R0
50. ~19!

Now, it turns out that there is one zero in the right-handz
plane and the model is noncausal in its present form. This
fact puzzled this author somewhat until it was finally realized
that one should not neglect terms of orderk0R0 squared. By
using the full expressions, Eqs.~16! and ~17!, the function
Q(v) becomes

Q~v!5
11 ik0R0

va
22v21 ivva

2R0 /c0
, ~20!

and we are now led to study the quadratic equation

z21
va

2R0

c0
z1va

250, ~21!

which has no zeroes in the right-handz plane so that the
model is now causal. The conclusion from this discussion is
that it might be critical to manipulate with a model. Another
important observation can be made in that the above results
are valid for a wide range of bubble sizes. That is to say, the
bubble size can be varied and the causality~or noncausality
for that matter! is kept. If the full expressions forvb andb
by Prosperetti are considered, the above causality analysis
becomes far more cumbersome.17 Actually, it becomes so
involved and lengthy that in submitting the paper, the referee
claimed that it was the most verbose and uninteresting paper
he had ever seen. The referee also kindly added that the
investigation had nothing to do, whatsoever, with our con-
temporary understanding of continuum mechanics!

In the last part of his investigation, Ye uses his expres-
sions for the Kramers–Kronig relations@Eqs. ~8! and ~9! in
this letter# so as to test the suitability of the Waterman and
Truell model. He finds that the integral relations are not sat-
isfied for the types of scatterers considered. This means, due
to the necessity condition, that he finds that there is noncau-
sality and it would here have been convenient if he had
stated that explicitly. However, depending on the type of
scatterer he considers, the ‘‘capability’’ of the Waterman–
Truell model to ‘‘reproduce itself’’ via the integral relations
is changed and Ye argues that this is a measure of the degree
of violation of the causality principle. Of course, by pure
intuition ~whatever that is! one might be willing to say that
the ability of a given noncausal model to reproduce itself via
the Kramers–Kronig relations is a measure of its ‘‘good-
ness.’’ However, to this author, one cannot talk about
gradual causality from the theoretical standpoint. Either we
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have causality or not, and there is nothing in between. Either
there exists a wavefront propagating with a finite speed rel-
evant for the problem,cm(`), or there is no wavefront at all
and the perturbation is felt immediately everywhere in the
medium. From the practical point of view, however, one
could perhaps give an interpretation of gradual causality. A
simple discussion will now be given and, before we do that,
it is to be noted that it would have been fruitful if Ye had
tried to quantify, in terms of time domain quantities, what is
actually to be meant by ‘‘an indication of the degree of vio-
lation of causality.’’

Now, let us assume that we have two different models,
kA(v) andkB(v), which do not satisfy complete causal in-
tegral relations such as Eqs.~7! and~8! or ~8! and~11!. They
are thus noncausal, but it turns out that the difference be-
tween kA(v) and what comes out of the integral relations
while plugging in kA(v) is much smaller than the corre-
sponding difference for the case ofkB(v). As stated earlier,
one would here perhaps be willing to say the modelkA(v) is
superior tokB(v) in some time domain sense. Since the two
models are noncausal, there is no wavefront but perhaps it
can be shown the model,kA(v), yields a pulse for which the
major part is traveling with a speed less thancA(`). For the
other model,kB(v), we would perhaps find that, in compari-
son to the case ofkA(v), a smaller part of the major part of
the pulse would be traveling with a speed less thancB(`). In
the above, we have assumed thatcA(`) and cB(`) exist.
This is not in contradiction with noncausality. The existence
of the high-frequency limit of the phase velocity is a neces-
sary but not sufficient condition for causality.14 This can be
understood from the Paley–Wiener condition.11 The discus-
sion of practical time domain interpretations of the degree of
noncausality can be further visualized by means of an alter-
native form of Eq.~3!:

p~x,t !5E
2`

1`

p~0,t2t!hm~x,t! dt, ~22!

wherehm(x,t) is the impulse response which characterizes
the medium in the time domain.8,12 This quantity is related to
the attenuation and phase velocity by means of the Fourier
integral11

hm~x,t !5
1

2p E
2`

1`

exp~2 ikmx! exp~ ivt ! dv. ~23!

Equation~22! says that the output pulse is given by a con-
volution of the input pulse and the impulse response. Since
kA(v) is supposed to be better thankB(v), this can perhaps
be related to the corresponding impulse responses,hA(x,t)
andhB(x,t). A possible relation could be that a larger part of
hA(x,t) is found for times greater thanx/cA(`) than is the
case forhB(x,t) for times greater thanx/cB(`). The discus-
sion that we present here is obviously very loose and pre-
liminary, but we simply want to stress that there is something
important missing in the work by Ye that perhaps would, if
properly done, strengthen his test of gradual causality and
the corresponding conclusions.

From the work by Ye it seems to be the case that among
the types of scatterers considered, air bubbles yield the best

‘‘capability of reproduction’’ by the Kramers–Kronig rela-
tions. It is confusing to find that this fact should be related to
the interest of bubble acoustics, as is stated on p. 3304. To
this author, there exist a great number of relevant reasons for
an interest in bubble acoustics within the acoustic establish-
ment. Moreover, although it is perhaps obvious, it is here
stated that the fact that a given model satisfies the causality
principle does not necessarily mean that it has anything,
whatsoever, to do with the actual physical processes it is
supposed to model. Causality may indeed exist even though
the expressions for the attenuation and phase velocity of the
model are by no means in agreement with experimental data.
Finally, although this author only took into account the
monopole part of the bubble scattering function and consid-
ered the regime of small effects while proving causality for
the Foldy theory, it would not had been a surprise if Ye had
found full correspondence in considering the case of air
bubbles.8

III. SUMMARY

The investigation by Ye deals with such fundamental
areas of physics as thermodynamics, the causality principle,
and multiple scattering theory. As it stands, however, it is
perhaps a little bit more confusing than convincing and also,
to some extent, incomplete. The objective of this letter has
been to suggest some possible improvements and future de-
velopments.
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This communication replies to some comments in ‘‘Comments on ‘Acoustic dispersion and
attenuation in many spherical scatterer systems and the Kramers–Kronig relations.’ ’’ ©1998
Acoustical Society of America.@S0001-4966~98!01008-X#

PACS numbers: 43.20.Fn, 43.30.Gv@JEG#

I thank Johan Leander for useful comments on the paper
‘‘Acoustic dispersion and attenuation in many spherical scat-
terer systems and the Kramers–Kronig relations’’@J. Acoust.
Soc. Am. 101, 3299–3305~1997!#, referred to as Paper I
hereafter. While I agree with many of his comments, a few
clarifications seem appropriate.

~1! Paper I is concerned with wave dispersion in random
media containing many scatterers. In particular, the disper-
sion relation derived by Waterman and Truell~1961! is con-
sidered. This dispersion relation is applied to a few systems,
and examined in the context of the Kramers–Kronig~KK !
relations which are a result of causality. Differing from the
work of Temkin, who used the KK relations to derive the
dispersion from the attenuation or vice versa, in this paper
the KK relations are used to examine the known dispersion
relations.

~2! The dispersion for an acoustic wave in a bubbly
liquid is usually frequency dependent from the multiple scat-
tering theory. In the low-frequency limit~i.e., in the Rayleigh
scattering regime!, in which the acoustic frequency is much
smaller than the natural frequency of the bubbles, it can be
shown that the sound speed anomaly predicted from Water-
man and Truell~1961! becomes nearly frequency indepen-
dent, and is approximately given as

Dc'2
br lc0

3

2gP0
, ~1!

where b is the bubble volume fraction,P0 is the ambient
pressure, andr l is the density of the liquid. This formula is
consistent with Eq.~1! of Leander, but differs significantly

from the time-average equation~22! in Paper I. However, it
can be shown the time-average equation would be in agree-
ment with the multiple scattering theory at low frequencies
when and only when the acoustic impedance of the scatterers
is close to that of the surrounding medium~Ye and Mc-
Clatchie, 1998!; and under these conditions, it is also consis-
tent with the well-known Wood equation. This is exactly the
case for the weak fluid scatterer considered in Paper I.

~3! I appreciate that Leander pointed out that the refer-
ence to the work of Temkin~1990! was missing, which has
partially motivated the present work.

~4! The KK relation in Paper I takes the assumption
c(`)5c0 in analogy with the optical situation~Kittle, 1995!.

~5! I fully agree with Leander’s discussion on the influ-
ence of the scattering function on the causality property. It is
conceivable that the suitability of a particular dispersion
model should not only be tested through the KK relations but
be investigated in connection with the time domain analysis.

In my opinion, Johan Leander pointed out some incom-
pleteness in Paper I, and has made good suggestions for pos-
sible improvements.
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Some comparisons of C. E. Bradley’s and W. L. Nyborg’s theories on acoustic streaming are given.
© 1998 Acoustical Society of America.@S0001-4966~98!03108-7#

PACS numbers: 43.25.Nm@MAB #

C. E. Bradley derived a system of equations and bound-
ary conditions that describe acoustically driven flow in a
very general system.1 Through careful consideration of
boundary conditions at the face of the acoustic radiator, he
found a new flow-driven mechanism. Each of the driven
mechanisms was analyzed to determine both their physical
origins and the structures of the resultant flow. His research
is quite useful and necessary, especially in handling the
problems of acoustic streaming induced by a radiator whose
surface motion is nonrectilinear. Formerly, W. L. Nyborg
published an article on acoustic streaming in which a system
of equations was also established to predict the acoustic
streaming field structure.2 Noting that this article was not
cited by Bradley’s paper, we compared them in order to un-
derstand the complex streaming problems better.

First, both Bradley and Nyborg started their analysis
from equations of conservation of mass and momentum in
Eulerian coordinates. The difference is that Bradley consid-
ered that entropy does not vary under the first-order approxi-
mation in the constitutive relations, while Nyborg assumed
that p15c2r11Rr1 , in which the second term denotes the
‘‘relaxation.’’ If we assumeu1 is represented as the real part
of a complex number with time factoreivt, the equation in
Bradley’s paper
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2 ¹2

]u1

]t
1
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2 ““–
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reduces to

@2k221 ibb22#““–u112u15 ib22
“3“3u1 , ~2!

where constantsb andb are defined as,

b25
vr0

2m
, mb5@mB1 4

3m#. ~3!

It is almost the same as Eq.~8! in Nyborg’s article, except
that mb5@mB14/3m1r0R# by Nyborg’s definition, in
which the relaxation term affects the first-order sound field
as would an increase of the bulk viscosity. In addition, the
decomposition process~to the first-order velocity field! made
by Bradley and Nyborg agree well, i.e., Eqs.~6! and ~7! in
Bradley’s paper are consistent with Eqs.~12! and ~13! in
Nyborg’s article.

Second, both Bradley and Nyborg dealt with the second-
order Eulerian time-averaged velocityudc or u2 similarly. An
improvement made by Bradley is that he studied the bound-
ary condition of the radiator in detail and deduced thatudc

commonly is not divergence free. Equations~10! and~11! in

Bradley’s paper are the same as Eqs.~14! and ~15! in Ny-
borg’s article. Nyborg assumes“–u250 while Bradley de-
rived

“–udc52
1

r0c0
2 “•^I &, ~4!

where ^I &5^p1u1& is the acoustic intensity. Consequently,
Eq. ~17! in Bradley’s paper also resembles Eq.~16! in Ny-
borg’s article, except that an amendment ofF is made by
Bradley due to the divergence ofudc .

Third, the definitions of mass transport in both articles
are similar. Nyborg derived the ‘‘net-mass-flow’’ velocity
for acoustic streaming in accordance with the nonacoustic
situation where an incompressible fluid of constant density
r0 flows steadily with velocityU. To be specific, he kept the
product ofru up to the second order and took the time av-
erage, then obtained

E
S
^r0u21r1u1&•dS5M , ~5!

where M represents the time-averaged mass-flow rate. As-
suming thatuT5r0

21^r1u1&, he defined the mass-transport
velocity U as U5u21uT . In Bradley’s paper, this process
may be found in Sec. III A, thoughuT is not defined.

Last, both Bradley and Nyborg have discussed the La-
grangian velocity field to explain why the Eulerian time-
average velocityudc or u2 ~with nonslip boundary condition
at the rest surface of the boundary! is not the velocity com-
monly determined in experiment; i.e., Eq.~22! in Bradley’s
paper is the same as Eq.~40! in Nyborg’s article. That is,

^u~Q,t !&>u21^j1•¹u1&. ~6!

Here ^u(Q,t)& is equivalent touL , both denoting the time-
averaged Lagrangian velocity. Nyborg focused his interest
on the rectilinear motion cases, i.e.,j1 andu1 are parallel to
each other.2 He concluded thatU5^u(Q,t)& @Eq. ~41a!, Ref.
2# under that approximation. Bradley, on the other hand, ex-
tended the discussion to nonrectilinear ones and found if the
neighboring elliptical motion is not uniform, the time-
averaged Lagrangian velocity fielduL differs from mass-
transport velocityU. Otherwise, if the field is rectilinear or if
the field is elliptical but uniform,uL andU are identical. The
results they obtained for rectilinear fluid motion cases also
agree.

In conclusion, the processes in which Bradley and Ny-
borg dealt with the acoustic streaming field structure are
found to be similar to each other in some respects. Nyborg
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devoted most of his study to rectilinear fluid motion cases,
while Bradley extended the theory to nonrectilinear ones.
Comparison of these two articles may give readers a better
understanding of acoustic streaming field structure.

1C. E. Bradley, ‘‘Acoustic streaming field structure: The influence of ra-
diator,’’ J. Acoust. Soc. Am.100, 1399–1408~1996!.

2W. L. Nyborg, inPhysical Acoustics, edited by W. P. Mason~Academic,
New York, 1965!, Vol. 2B, pp. 265–331.
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Meddis and O’Mard have recently presented a revised autocorrelogram model of pitch perception,
which they claim can account for the different pattern of experimental results obtained for complex
tones consisting of resolved and unresolved harmonics. This Letter demonstrates that, in contrast to
the experimental data, important features of the model’s output and predictions vary with frequency
region rather than with resolvability. ©1998 Acoustical Society of America.
@S0001-4966~98!02608-3#

PACS numbers: 43.66.Nm, 43.66.Ba, 43.66.Hg@JWH#

INTRODUCTION

Meddis and O’Mard~1997! have recently proposed a
modification to Meddis and Hewitt’s~1991! autocorrelogram
model of pitch perception. They argue that the new model is
consistent with the different patterns of experimental results
which have been obtained for complex tones consisting of
resolved and of unresolved harmonics. In particular, they
state that it can account for the data reported in two papers
by this author and Shackleton~Carlyon and Shackleton,
1994; Shackleton and Carlyon, 1994!,1 and take issue with
our conclusion that theF0’s of resolved and unresolved har-
monics are processed by different mechanisms. They argue
instead that the perception of both resolved and unresolved
harmonics can be accounted for by a unitary model of pitch.

The experiments we reported used harmonic complex
tones which were designed to tease apart the effects of re-
solvability and of frequency region. This distinction is im-
portant because, for a givenF0, increases in harmonic num-
ber are accompanied not only by a decrease in resolvability,
but also by an increase in absolute frequency. We therefore
varied F0 and frequency region orthogonally, by bandpass
filtering harmonic complexes withF0’s of either 88 or 250
Hz into one of three frequency regions, termed LOW~125–
625 Hz!, MID ~1375–1875 Hz!, and HIGH~3900–5300 Hz!.
Although the harmonics of bothF0’s were resolved in the
LOW region and unresolved in the HIGH region, only the
250-Hz complex was resolved in the MID region. This re-
gion therefore played a crucial role in allowing us to inves-
tigate the effects of resolvability, independently of frequency
region. The experiments revealed three effects which were
dependent on resolvability per se, where a complex is de-
fined as ‘‘resolved’’ when fewer than two components fall
within the 10-dB-down bandwidth of an auditory filter~Glas-
berg and Moore, 1990! centered on that complex, and ‘‘un-
resolved’’ when more than three components interact within
that passband. Meddis and O’Mard claim that their model
can account for all three effects. The success of the model
with regard to one of these, the effects of phase on pitch, is
acknowledged both here and elsewhere~Carlyon and Shack-
leton, 1994, p. 3545!. The remaining two will be considered
in the following sections.

I. THE SHAPE OF THE SAC AND THE DETECTION OF
F0 DIFFERENCES

A. Background

Shackleton and Carlyon showed that thresholds for de-
tecting F0 differences~‘‘ DLF0’s’’ ! were higher for unre-
solved harmonics than for resolved harmonics, indepen-
dently of F0 or frequency region. As shown in Fig. 1~a!,
DLF0’s were low at bothF0’s ~88 and 250 Hz! in the LOW
region, high at bothF0’s in the HIGH region, and, in the
MID region, low at anF0 of 250 Hz but high at anF0 of 88
Hz. Similar findings can be seen in the earlier data of Hoek-
stra ~1979! and in Fig. 1~b!, which shows Carlyon and
Shackleton’s measurements of sensitivity (d8) to a fixedF0
difference of 3.5%. Although it was pointed out that this did
not provide crucial evidence against single-mechanism mod-
els in general, it was stated that the findings were inconsis-
tent with a predecessor to Meddis and O’Mard’s model
~Meddis and Hewitt, 1991!, in which the poorer encoding of
higher harmonics was due to the higher frequency region
rather than to a loss of resolvability. Meddis and O’Mard
present two simulations in support of their claim that the new
model can account for the superior discriminability of re-
solved compared to unresolved harmonics. These will be de-
scribed in turn, together with additional simulations which
used stimuli more similar to those in Carlyon and Shackle-
ton’s experiments.

B. Simulations

1. Method

To produce the additional simulations described in this
section, SACs generated by Meddis and O’Mard’s model
were obtained for stimuli as close as possible to those used
by Carlyon and Shackleton~1994!. These differed from the
stimuli used in Meddis and O’Mard’s simulations in having a
15-dB lower level, bandpass filters with slopes of 48 dB/
octave instead of 24 dB/octave, and with the lower baseline
F0 being 88.4 Hz instead of 100 Hz. Carlyon and Shackleton
used this lowerF0 because, for some listeners, complexes in
the MID region with anF0 of 100 Hz were not completely
unresolved@Shackleton and Carlyon, 1994, Fig. 3~b!#.

Complex tones consisting of a large number of consecu-
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tive, equal-amplitude harmonics were generated using the
same program as used by Carlyon and Shackleton, played
out of a 16-bit DAC~CED 1401plus! at a sampling rate of
20 000 Hz, filtered using the same equipment and cutoffs as
in the original experiment, and captured using a 16-bit ADC
~CED 1401plus!. The resulting waveform files were then
processed by Meddis and O’Mard’s model using the same
parameters as described in their article. The stimuli used in
the simulations differed from those used by Carlyon and
Shackleton in that they were not frequency modulated and
were not presented against a background of pink noise.

2. The shape of the SAC

In their Fig. 5, Meddis and O’Mard show that the SAC
for a complex tone with anF0 of 100 Hz has a sharp peak
near 1/F0 when filtered into the LOW region, where the
harmonics are resolved, but a much broader peak in the
HIGH region, where the harmonics are unresolved. Figure 2
here clearly shows that this is an effect of frequency region,
rather than of resolvability: Specifically, the shapes of the
peaks in the SACs produced by Carlyon and Shackleton’s
stimuli in the MID region are very similar at the twoF0’s,
even though the harmonics in the stimuli are resolved at an
F0 of 250 Hz but unresolved at anF0 of 88 Hz.

3. Simulating sensitivity to F0 differences

Meddis and O’Mard provided a quantitative account of
the predictions of the model, by simulating sensitivity toF0
differences at baselineF0’s of 100 and 250 Hz, in the three
frequency regions used by Shackleton and Carlyon. When
attempting to model discrimination data with a deterministic
model such as Meddis and O’Mard’s, one must either intro-
duce an explicit source of internal variance, or define some
aspect of the difference between the outputs of the model to
two stimuli which corresponds to sensitivity. Meddis and
O’Mard adopted the latter approach, which, although not
making the source of internal variance explicit, is neverthe-
less valid in that it can produce a set of predictions which
can be tested against experimental data. They generated pairs
of stimuli, one at the baselineF0 and one 2% higher, and
calculated the squared Euclidean distance (D2) between
their SACs. The resulting simulations are replotted as the

FIG. 1. ~a! Mean data for three listeners in the study by Shackleton and
Carlyon ~1994!, showingDLF0’s for complex tones withF0’s of 88 and
250 Hz, filtered into the LOW, MID, and HIGH regions.~b! Sensitivity (d8)
obtained for a 3.5% difference by Carlyon and Shackleton~1994! at the two
F0’s and three frequency regions. Mean data from three listeners.~c! Open
symbols: Sensitivity (D2) predicted by Meddis and O’Mard’s simulations
for a 2% difference inF0 imposed onF0’s of 100 Hz and 250 Hz in the
LOW, MID, and HIGH frequency regions. Closed symbols are for the case
where the attenuation rate of the bandpass filters has been changed to 48
dB/octave.~d! As ~c!, but using stimuli similar to those used by Carlyon and
Shackleton; note the change in the scale of the ordinatere: part ~c!. ~e!
Sensitivity to an across-frequency difference inF0 of 7.1% obtained by
Carlyon and Shackleton~1994!. Mean data from three listeners. See text for
details of the simulations.

FIG. 2. SACs generated by Meddis and O’Mard’s
model for the stimuli of Carlyon and Shackleton
~1994!, at F0’s of 88 and 250 Hz, filtered into the
LOW, MID, and HIGH regions.
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open symbols in Fig. 1~c!2 and show that, in the LOW re-
gion, the predicted sensitivity is greater at anF0 of 250 Hz
than at 100 Hz, with this difference decreasing slightly in the
MID region, and with bothF0’s showing essentially zero
sensitivity in the HIGH region. It can be seen that the model
fails to account for the main aspect of Carlyon and Shackle-
ton’s results, which is that sensitivity is higher at 250 Hz
than at 88 Hz only in the MID region@Fig. 1~b!#.

A further weakness of the model lies in its sensitivity to
fairly modest changes in the stimuli. Figure 1~d! shows that,
when Carlyon and Shackleton’s stimuli were used,D2 was
not only lower overall, but, in the LOW region, was now
lower at 250 Hz than at 88 Hz—the opposite direction to that
seen in the data. The difference between the simulations ob-
tained with the two sets of stimuli appears to be due both to
the difference in filter slopes and to the difference in level:
The solid symbols in Fig. 1~c! show that changing the filter
slopes to 48 dB/octave while keeping the level at 60 dB/
component predicts a pattern of results which differs both
from that obtained in Meddis and O’Mard’s original simula-
tion @open symbols, Fig. 1~c!# and with Carlyon and Shack-
leton’s stimuli@Fig. 1~d!#. The predictions were also affected
by changing the lowerF0 in Meddis and O’Mard’s simula-
tion from 100 to 88 Hz~not shown!. In fact, a number of
different simulations were tried by this author, and the only
feature of the predictions which remained constant was the
very low D2 produced in the HIGH region.3 In contrast to
this rather labile behavior, Hoekstra~1979! reported that the
superior sensitivity for resolved compared to unresolved har-
monics ~obtained with a fixed filter center frequency and a
variableF0! was hardly affected by variations in sensation
level ~pp. 28–29! or filter characteristics~pp. 33–36!. It is
plausible that the capricious nature of the quantitative simu-
lations could be remedied by a revised decision statistic.
However, a great strength of Meddis and O’Mard’s approach
is the generation of quantitative predictions which can be
closely compared to experimental results, and so this matter
clearly needs attention. It would be disappointing if evalua-
tion of the model were restricted to a qualitative visual im-
pression of the general form of the SACs.

II. COMPARING THE F0’s OF RESOLVED AND
UNRESOLVED HARMONICS

Carlyon and Shackleton’s strongest evidence against
single-mechanism models came from an experiment in
which two groups of harmonics were presented simulta-
neously, and in which listeners were required to detect anF0
difference between them. It was predicted that if theF0’s of
resolved and unresolved harmonics were processed by sepa-
rate mechanisms, then listeners should have performed
poorly when the two groups to be compared differed in re-
solvability, but well when the two groups were either both
resolved or both unresolved. Despite some complications in
the interpretations of the results~see Carlyon and Shackle-
ton, 1994; Carlyon, 1998!, this prediction was confirmed: As
shown in Fig. 1~e!, performance was much better when the
two groups of harmonics to be compared were either both
resolved~250 Hz, LOW vs MID region! or both unresolved

~88 Hz, MID vs HIGH! than when they differed markedly in
resolvability ~88 Hz, LOW vs MID and 250 Hz, MID vs
HIGH!.

In order to account for Carlyon and Shackleton’s results,
Meddis and O’Mard refer to the differences in the shapes of
the peaks in the simulated SACs for low and high harmonics,
as plotted in their Fig. 4. However, inspection of the sine-
phase stimuli in that figure shows that the shape of the peak
in the SAC varies with frequency region, rather than with
resolvability. This can also be seen in Fig. 2 of this paper.
Clearly, the peaks of the SACs cannot account for the pattern
of results observed by Carlyon and Shackleton, which are
dependent on resolvability, rather than on frequency region.
In particular, they provide no basis for the finding that lis-
teners could easily compare theF0’s of two complexes in
the LOW and MID regions when thoseF0’s are close to 250
Hz, but not when they are close to 88 Hz.4

III. DISCUSSION

The simulations presented here show that Meddis and
O’Mard’s model cannot account for the auditory system’s
superior encoding of resolved compared to unresolved har-
monics, but instead predicts a degradation in encoding with
increasing frequency, independent of resolvability. As
Shackleton and Carlyon pointed out, one cannot rule out the
possibility that this difference in the accuracy of encoding
will eventually be accounted for by a single-mechanism
model. However, it must be concluded that, at present, no
such solution has been shown to account adequately for the
data.

Finally, it is worth making a comment about the attrac-
tiveness of single-mechanism models in general. Given that
listeners can encode theF0’s of both resolved and unre-
solved harmonics, either when making sequential~Hoekstra,
1979; Shackleton and Carlyon, 1994! or simultaneous~Car-
lyon et al., 1992; Carlyon and Shackleton, 1994! compari-
sons, the idea of a single auditory mechanism which can deal
with the two types of harmonic has some intuitive appeal.
Two of its potential advantages over the combination of
separate mechanisms dealing with resolved~e.g., Goldstein,
1973! and unresolved~Schouten, 1940; Schouten, 1970! har-
monics can be described in terms of ‘‘efficiency’’ and ‘‘par-
simony.’’ The efficiency refers to the idea that, when com-
paring theF0’s of resolved and unresolved harmonics, it
would be advantageous not to have to translate the outputs of
two separate mechanisms into a ‘‘common format’’ so that
they could be compared. However, Carlyon and Shackleton
have shown that listeners are very poor at comparing the
F0’s of resolved and unresolved harmonics, and have con-
cluded that such a translation does indeed take place. Even if
a single-mechanism model could reproduce this poor perfor-
mance, presumably by producing qualitatively different re-
sponses to resolved and unresolved harmonics, it would do
so at the expense of the ‘‘efficiency’’ aspect of its appeal.
The parsimony advantage comes from the argument that the
auditory system would not have evolved two distinct mecha-
nisms when a single mechanism could do the job. This ad-
vantage, although appealing, should be viewed in the context
of the system’s willingness to use two distinct mechanisms
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when this is necessary to produce good performance. A par-
ticularly striking example of this is azimuthal location, with
early processing of interaural time and intensity differences
being mediated by separate neural populations which, in
many mammals~e.g., cat!, are anatomically separated into
the medial and lateral superior olive respectively~see Irvine,
1992, for a review!. The difference between localization and
pitch may be that the two localization mechanisms have
evolved to exploit different physical cues, whereas two pitch
mechanisms have evolved to exploit the different ways in
which the auditory periphery responds to resolved and unre-
solved harmonics. If so, then the approach of looking for a
single pitch mechanism may be no more successful than an
account of localization which makes no distinction between
interaural differences in time and intensity~e.g., Deatherage
and Hirsh, 1959!.
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Elephants’ vocalizations and movements have recently been shown to produce seismic waves
~Rayleigh waves!. This may be relevant for the well-known long-distance communication of these
animals. It is suggested here that elephants may sense ground vibrations as a result of bone
conduction producing a differential vibration of the middle ear ossicles in relation to the skull. This
hypothesis is supported by the exceptionally massive ossicles of the Indian and African elephants.
The acoustics of bone conduction is reviewed and related to the anatomy of the elephant middle ear.
© 1998 Acoustical Society of America.@S0001-4966~98!05008-5#

PACS numbers: 43.80.Nd@FD#

We would like to comment on the observations pre-
sented by O’Connell, Arnason and Hart at the 134th meeting
of the Acoustical Society of America in San Diego in De-
cember 1997.1 O’Connell et al. suggest that elephants could
base their acoustic long-distance communication on Ray-
leigh waves propagated in the surface layer of the ground.
Such waves could be produced both by stomping the ground
and by body vibrations produced by vocalization. In support
of this hypothesis we would like to point out that the
anatomy of the elephant middle ear shows morphological
adaptations suitable for sensing ground vibrations.

Sound information can reach the mammalian inner ear
through two main routes. In normal air-conducted hearing
sound waves set the tympanic membrane and the middle ear
ossicles in vibration, thus producing movements of the oval
window and changing pressure gradients in the cochlear
fluid. Bone-conducted hearing, on the other hand, is effective
in water-living and fossorial mammals for which the differ-
ence between the acoustic impedances of the surrounding
medium and the body is small. Thus the sound energy effi-
ciently leads to skull vibration. For producing a hearing sen-
sation, clearly adifferential motion between the skull sur-
rounding the inner ear fluid and the ossicles is needed. If the
center of gravity of the ossicular chain lies on the axis of
ossicle rotation, then skull vibration produces no such differ-
ential motion and no hearing sensation is achieved. Ba´rány2

has suggested that such a prevention of bone conduction
would be the main evolutionary reason for the mammalian
middle ear hinge—it would save them from the noise created
by chewing. But if the center of gravity doesnot lie exactly
on the rotation axis, then the inertia produced by large os-
sicles brings about a rotatory movement of the ossicles, and
inner ear stimulation and hearing are possible. This type of
hearing is analogous to the otolith hearing in some fish.3,4 In
both cases sound brings the whole body into vibration, and
the animal detects a motion difference between the head and
the stapes or the otolith, respectively.

We have earlier suggested that the true seals~Phocidae!
use both air-conducted and bone-conducted hearing, the
former in air and the latter in water.5,6 Among mammals, the
ossicles of phocids are very massive and of an unusual
shape, suggesting that the ossicle inertia is functional~pro-
vided that the rotation axis and the center of gravity donot
coincide!. The middle ear ossicles of the elephants are even
more massive than those of the phocids; the combined mass
of malleus, incus and stapes (mMIS) is about 650 mg for the
Indian elephant, compared with 160–320 mg for five species
of phocids.7 The ossicles of other large herbivores are gen-
erally one order of magnitude lighter; themMIS is 50 mg for
the cattle, and 74 mg for the horse,7 to mention two species
for which complete audiograms have been determined.8 The
amphibious hippo might benefit from bone-conducted hear-
ing in water, and indeed morphologically its middle ear os-
sicles somewhat resemble those of phocids, although they
are clearly lighter~125 mg!.6,9

Light ossicles are a condition for high-frequency hearing
in air.5 However, such ossicles do notper se impede low-
frequency hearing. The horse and the cattle, for instance,
combine rather light ossicles with a reasonably good sensi-
tivity at low frequencies. Massive ossicles seem to occur in
animals which receive acoustic information through body
vibrations,10,11 and for this they pay the price of radically
reduced hearing at high frequencies.

Elephants have good low-frequency hearing~best sensi-
tivity at 1000 Hz! extending into the infrasound region.12

Further, they are known to produce infrasounds at high
intensities,13,14 and to use them for instance in mate
searching.15 Low frequencies attenuate less than higher fre-
quencies and they apparently reach especially far when they
propagate as Rayleigh waves. This is because Rayleigh
waves attenuate as 1/r, wherer is distance, while the inten-
sity of air-borne sound attenuates as 1/r 2.

The elephant’s body with a massive skeleton and pillar-
like bones might be suitable for conducting the surface
waves to the inner ear. In an elephant’s audiogram measured
with air-borne sound, the threshold at 100 Hz is quite high,a!Electronic mail: tom.reuter@helsinki.fi
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ca. 40 dB.12 However, this high threshold at low frequencies
is mainly caused by the limited middle ear air volume and
the elastic couplings of the middle ear. In bone-conducted
hearing these factors are less relevant. Provided a good inner
ear sensitivity, an elephant could use bone conduction in
hearing low frequencies. Its heavy ossicles provide the large
inertia needed, and the freely mobile type of its middle ear16

provides soft elastic couplings between the ossicles and the
skull. Thus we postulate that an elephant using bone conduc-
tion is more sensitive to low frequencies than revealed by
ordinary audiogram techniques.

Low-frequency surface waves could act as arousal sig-
nals over long distances. For precise sound localization el-
ephants rely on their large pinnae and air-borne sound of
higher frequencies.17,18
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PACS numbers: 43.80.Cs, 43.20.Fn, 43.58.Ta, 43.10.Vx@FD#

Some incorrect values were included in the paper
‘‘Simulation of ultrasonic pulse propagation through the ab-
dominal wall’’ due to minor programming errors. Corrected
versions of Tables II and III are shown here and the impact

of the errors on the results are discussed below.
The correlation lengths calculated for the arrival time

fluctuations produced by the finite-difference time-domain
~FDTD! simulation and shown in Table II were incorrect

TABLE II. Statistics of wavefront distortion from measurements~Exp.!, finite-difference simulations~FDTD!
and straight-ray simulations~S-R!.

Arrival time
fluctuations

Energy level
fluctuations

Specimen
number

Specimen
thickness

~mm!
Data

source

rms
value
~ns!

Correlation
length
~mm!

rms
value
~dB!

Correlation
length
~mm!

Waveform
similarity

factor

75hi 31–34 Exp. 92.7 4.10 3.85 2.99 0.873
FDTD 53.0 4.70 3.29 1.25 0.957
S-R 62.3 2.40 0.42 1.92 1.000

77ba 22–29 Exp. 102.7 3.61 3.98 2.38 0.841
FDTD 59.9 4.05 4.44 1.17 0.951
S-R 61.6 2.00 0.46 2.09 1.000

87de 26–30 Exp. 73.7 4.74 3.47 2.75 0.866
FDTD 60.9 8.68 4.18 1.46 0.948
S-R 66.4 6.89 0.60 10.76 1.000

102gh 17–21 Exp. 38.7 5.56 3.89 3.22 0.943
FDTD 28.4 3.72 3.10 1.37 0.986
S-R 31.9 2.44 0.25 2.83 1.000

120de 25–29 Exp. 59.5 5.76 3.07 2.35 0.958
FDTD 43.6 4.88 3.28 1.38 0.980
S-R 47.3 3.43 0.38 4.65 1.000

120fe 28–30 Exp. 73.8 8.66 3.66 3.71 0.914
FDTD 67.1 8.19 3.41 1.30 0.983
S-R 71.3 8.72 0.51 6.11 1.000

a!Current affiliation: Applied Research Laboratory, The Pennsylvania State University, University Park, PA 16802.
b!Current affiliation: Department of Meteorology, The Pennsylvania State University, University Park, PA 16802.
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because of an arithmetic error. Correct values are given be-
low. These values do not negate any of the conclusions
drawn in the original paper. Indeed, they indicate that the
results of the finite-difference time-domain simulation are in
better agreement with the measurements than previously
thought.

The results for the straight-ray simulation were incorrect
due to an error in the positioning of the simulated receiving
aperture. This error had little impact on the distortion mag-
nitudes and correlation lengths but significantly reduced the
level of correlation between the FDTD and straight-ray re-

sults. Corrected values for the straight-ray distortion statis-
tics are given here in Table II, while corrected correlation
coefficients between the FDTD and straight-ray results are
given in Table III.

The increased correlation between the arrival time fluc-
tuations produced by the two simulations for the corrected
results strengthens the previous conclusion that ‘‘time-shift
aberration in the abdominal wall is, in many cases, princi-
pally associated with large-scale variations in sound speed.’’
Variations in energy level produced by the two simulations,
which correlated poorly before, now correlate significantly in
most cases, but the magnitudes of the energy level distortion
produced by the two simulation methods still differ greatly.
This result affirms that variations in absorption throughout
abdominal wall specimens cannot explain the energy level
fluctuations observed in the FDTD or measurement results.
Instead, it is more likely that the same tissues produce am-
plitude variations by different mechanisms in each case. Ab-
sorption causes the energy fluctuations in the straight-ray
simulations, while scattering effects appear to dominate in
the FDTD simulations and measurements. This statement is
consistent with the conclusions drawn in the original paper.

TABLE III. Correlation coefficients between arrival time surfaces and en-
ergy level surfaces from FDTD and straight-ray simulations.

Specimen
number

Arrival time
correlation

Energy level
correlation

75hi 0.666 0.363
77ba 0.501 0.572
87de 0.783 0.190
102gh 0.810 0.498
120de 0.787 0.489
120fe 0.872 0.444
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